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Zusammenfassung

In der vorgelegten Arbeit wurden zwei Arten von Quantendrahtstruktu-
ren untersucht, die mittels Molekularstrahlepitaxie (MBE) hergestellt wur-
den. Erstens ist dies eine laterale Quantendrahtstruktur, die sich entlang ei-
ner Mesakante durch selektives Wachstum auf strukturierten GaAs (311)A-
Substraten ausbildet. Zunächst wurden vertikal gestapelte Quantendrähte
mit starker elektronischer Kopplung realisiert. Weiterhin wurden, unter Nut-
zung des amphoteren Einbaus von Si, p-i-n-Leuchtdioden mit einem einzel-
nen Quantendraht in der aktiven Zone hergestellt, die sich durch selektive
Ladungsträgerinjektion in die Quantendrähte auszeichnen. Die Leuchtdi-
oden wurden weitergehend mittels Mikrophotolumineszenz(µ-PL), Kathodo-
lumineszenz (CL) und Elektronenstrahl-induziertem Strom (EBIC) charak-
terisiert. Zur Erklärung der selektiven Elektrolumineszenz (EL) wurde ein
Modell, basierend auf der lateralen Diffusion von Elektronen und Löchern,
vorgeschlagen. Für verspannte Systeme wurde der Einfluss von atomarem
Wasserstoff auf das Wachstum von (In,Ga)As auf GaAs (311)A und die Bil-
dung von lateralen Quantendrähten untersucht. Atomarer Wasserstoff spielt
dabei die Rolle eines Surfaktanden und unterdrückt deutlich die Bildung von
dreidimensionalen Inseln.

Zweitens wurde das Wachstum von verspannten (In,Ga)As-Schichten
auf GaAs (100) untersucht. Es zeigte sich, dass die dreidimensionale In-
selbildung durch die Wachstumskinetik bestimmt ist, und ein Übergang
von symmetrischen zu asymmetrisch verlängerten Inseln bei Erhöhung der
Wachstumstemperatur auftritt. Dieser Prozeß wird durch das Zusammen-
spiel von Oberflächen- und Verspannungsenergie bestimmt, wobei die ex-
perimentellen Befunde in guter Übereinstimmung mit den theoretischen
Arbeiten von Tersoff und Tromp sind. Ausgehend von asymmetrischen
(In,Ga)As-Inseln wurden selbstorganisierte Quantendrähte hergestellt, de-
ren Homogenität und Länge sich durch Wachstum einer Vielschichtstruktur
deutlich erhöhen. Strukturell wurden die (In,Ga)As-Quantendrähte mittels
Rasterkraftmikroskopie (AFM), Röntgendiffraktometrie (XRD) und Trans-
missionselektronenmikroskopie (TEM) untersucht. Der laterale Ladungs-
trägereinschluss in den Quantendrähten zeigte sich deutlich in polarisations-
abhängigen Photolumineszenz- und Magnetophotolumineszenzmessungen.



Abstract

The present work focuses on two types of quantum wire structures
which were grown by molecular beam epitaxy (MBE). First, the sidewall
quantum wires based on the selective growth on mesa stripe patterned
GaAs(311)A are studied. Single stacked sidewall quantum wires with
strong electronic coupling have been fabricated. p-i-n type LEDs of the
quantum wires employing the amphoteric Si incorporation for p- and n-type
doping on GaAs(311)A have been fabricated. Strong selective carrier
injection into the quantum wires is observed in electroluminescence (EL)
measurements. The samples are characterized by micro-photoluminescence
(µ-PL), cathodoluminescence (CL), as well as electron beam induced current
(EBIC) measurements. To account for the highly selective EL, a model
is proposed, which is based on the lateral diffusion of electrons and holes
resulting in self-enhanced carrier injection into the quantum wires.

Atomic hydrogen effects in the growth of (In,Ga)As on GaAs(311)A
and its application to the sidewall quantum wire are investigated. It
is found that atomic hydrogen suppresses island formation. Atomic hy-
drogen delays the relaxation by islanding thus playing the role of a surfactant.

Second, the growth of (In,Ga)As layers on GaAs(100) is investigated
showing that the formation of coherent 3D islands is a kinetically limited
process. The transition from square-shaped islands to elongated islands is
observed by changing the growth temperature for the growth of (In,Ga)As
single layers. The elongation of the islands is a tradeoff between the surface
free energy and the strain energy. A quantitative comparison between the
experimental results and the theoretical work done by Tersoff and Tromp
shows a good agreement. Self-organized quantum wires based on elongated
discolation-free islands have been fabricated. The uniformity of the quantum
wires is greatly improved by a superlattice growth scheme which also makes
the wires much longer. The structural characterization of the quantum
wires is performed by atomic force microscopy (AFM), x-ray diffractometry
(XRD), and transmission electron microscopy (TEM). The lateral carrier
confinement in the quantum wires is confirmed by polarization dependent
PL and magneto-PL measurements.
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Selbständigkeitserklärung 116

3



Introduction

With the refinement of crystal growth technologies, especially molecular
beam epitaxy (MBE) and metalorganic vapor phase epitaxy (MOVPE), het-
eroepitaxial films with thickness accuracy on the atomic layer scale can be
fabricated [1]. This opens up the possibility to fabricate novel electronic de-
vices utilizing quantum size effects. If a thin semiconductor layer is grown
between two semiconductor barriers with wider energy gap, one dimensional
(1D) quantum confinement is achieved when the layer thickness is smaller
than or comparable to the de Broglie wavelength of the electron. This is
the quantum well structure in which carriers are confined in one dimension.
The quantum confinement will modify the density of states affecting the elec-
tronic properties. Compared to conventional double heterostructure lasers,
quantum well lasers exhibit superior characteristics such as ultra low thresh-
old current density [2], less temperature dependence of the threshold current
[3], narrow gain spectrum [4, 5], etc. Further reduction of the dimensionality
will make these advantages more remarkable due to a more peaked energy
dependence of the density of states [3, 4]. It is also expected that the ex-
citon binding energy is enhanced with reducing the dimensionality [1]. The
structures in which carriers are confined in two or three dimensions are the
so-called quantum wires (1D free motion) or quantum dots (0D free mo-
tion). The density of states of electrons ρc for the bulk crystal (ρbc), quantum
well (ρ2Dc ), quantum wire (ρ1Dc ), and quantum dot (box) (ρ0Dc ) structures,
respectively, are expressed as [3]

ρbc(E) =
(2mc/h̄

2)
3
2

(2π2)
E

1
2 , (1)

ρ2Dc (E) =
∑
n

mc

(πh̄2Lz)
H(E − Ez(n)), (2)

1
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Figure 1: Schematic drawing of the physical shape and the corresponding density of
states of electrons for bulk crystal (a), quantum well (b), quantum wire (c), and quantum
dot (d).

ρ1Dc (E) =
∑
n,l

(mc

2h̄2 )
1
2/(πLyLz)

[E − Ey(l)− Ez(n)] 12
, (3)

ρ0Dc (E) =
∑
n,l,k

1

(LzLyLx)
δ(E − Ex(k)− Ey(l)− Ez(n)). (4)

Here, mc is the effective mass of the electron; E is the energy measured
from the bottom of the conduction band and E(n),E(l), and E(k) denote
the quantized energy levels with quantum numbers n, l, k; h̄ is the reduced
Plancks constant; H(E) is the Heaviside function, i.e., E = 0 for E < 0
and E = 1 for E ≥ 0; Lx, Ly, and Lz denote, respectively, the thickness
in the x, y, and z directions where the quantum confinement arises from
and δ(E) is the delta function. The density of states of holes is analogous.
Figures 1(a), (b), (c), and (d) schematically depict the physical shape and the
corresponding density of states of electrons for bulk crystal, quantum well,
quantum wire, and quantum dot structures, respectively. It can be seen that
the reduced dimensionality results in a more peaked density of states.



3

In spite of the attractive properties of low dimensional structures, it is
proved that the fabrication of quantum wire and quantum dot structures has
always been a challenge for state-of-the-art crystal growth technology. There
is a wide variety of methods for the fabrication of quantum wire and quantum
dot structures. The conventional methods to fabricate quantum wire struc-
tures include mesa etching followed by a subsequent epitaxial regrowth [6].
The first evidence of the lateral quantum confinement was the observation
of a blueshift of the cathodoluminescence peak for the mesa etched quantum
wire [6]. However, the wet and dry chemical etchings always cause damages
at the interfaces resulting in nonradiative centers. Therefore, this method is
detrimental for device applications. Quantum wire structures have also been
obtained by focused-ion-beam implantation of Ga atoms producing lateral
potential barriers [7]. At present, the fabrication methods may be roughly
classified in two groups: one is based on the selective growth on patterned
substrates and the other is based on the self-organized formation of three
dimensional (3D) islands. Here, we briefly introduce some typical methods
for the fabrication of quantum wires. Of course, it is impossible to include
all methods for the fabrication of quantum wires considering the very large
amount of literature.

(a) Ridge quantum wire
The ridge quantum wire is formed by selective epitaxy on mesa stripe etched
GaAs (100) substrates prepared by photolithography and reactive ion etch-
ing with SiCl4 [8, 9]. The depth and width of the etched mesa is several
µm. For the etched mesa stripe along the [011] direction, under certain
growth conditions, (100)-{111}B facet structures appear. When continuing
the growth of GaAs, the (100) facet diminishes its width due to the migration
of Ga adatoms from the {111}B facets to the (100) plane resulting in a sharp
ridge structure with {111}B side-facets (the width of the ridge is typically
about 20 nm in MBE) [9]. After the sharp ridge structure is formed, an
AlAs/GaAs/AlAs quantum well structure is deposited, The quantum well
on the top of the ridge is thicker than that on the {111}B facets due to the
migration of Ga adatoms from the {111}B facets to the (100) plane and the
different angles of the incoming Ga flux. Therefore, electrons and holes are
laterally confined in the thicker GaAs region at the top of the ridge mak-
ing this ridge structure acting as a quantum wire structure. Figure 2(a)
schematically illustrates this process. This ridge quantum wire structure can
be grown by MBE and MOVPE [8, 9]. For the mesa stripe oriented along the
[011̄] direction, {111}A side-facets are formed and the quantum wire struc-
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Figure 2: Schematic drawing of different methods for the fabrication of quantum wire
structures. (a): ridge quantum wire; (b): quantum wire on V-grooved GaAs(100); (c):
T-shaped edge quantum wire; (d): fractional layer superlattice quantum wire.

ture can similarly be realized [10]. However, experimental results indicate
that the stripe orientation along the [011] direction is better for the forma-
tion of quantum wire structures than that along the [011̄] direction because,
for the [011̄] stripe orientation, some macrosteps are formed on the {111}A
planes resulting in kinks on the top of the (100) plane [10].

(b) Quantum wire on V-grooved substrate
Figure 2(b) schematically shows the quantum wire on V-grooved GaAs(100)
[11]. The V-groove oriented along the [011̄] direction is patterned by pho-
tolithography and conventional wet chemical etching. The V-groove is usu-
ally several µm wide and deep. For the [011̄] oriented V-groove, {111}A
crystal planes are formed on the sides of the V-groove and the bottom of the
V-groove is the (100) plane. During the growth of GaAs, because the growth
rate is larger for the (100) plane than for the {111}A sidewalls, the bottom of
the V-groove becomes thicker leading to a crescent-shaped GaAs region. The
carriers are laterally confined in the thicker crescent-shaped GaAs region due
to the lateral thickness variation of the quantum well which serves as a lateral
potential well [12]. Therefore, the crescent-shaped quantum well acts as a
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quantum wire. For the vertical stack of the quantum wires, a relatively thick
(Al,Ga)As layer has to be grown to sharpen the V-groove bottom because the
{111}A crystal planes grows faster. In this quantum wire structure, a vertical
quantum well is inserted, as depicted in Figure 2(b). Because Ga adatoms
migrate faster towards the bottom of the V-groove than Al adatoms, the Al
concentration at the bottom is lower than in the surrounding regions result-
ing in a vertical quantum well. A significant linear polarization anisotropy
of photoluminescence (PL) and PL excitation (PLE) was observed for the
quantum wire structure on V-grooved substrates demonstrating an effective
lateral carrier confinement [13]. V-groove quantum wire lasers have been
fabricated [14]. This quantum wire structure is very successful.

(c) T-shaped edge quantum wire
T-shaped edge quantum wires are formed by overgrowth of a cleaved edge
[15]. As schematically illustrated in Figure 2(c), a conventional quantum well
structure is first grown on the GaAs (100) substrate. Then the substrate is
cleaved in the ultra high vacuum chamber. The cleaved cross-sectional edge is
treated as a new surface for the growth of the second quantum well. Electrons
and holes can be confined at the intersection region of the edge (T-junction)
where the quantum energy has a minimum [16]. Very small scale 1D struc-
tures can be fabricated because the size of the edge quantum wire depends
on the thickness of the quantum well which can be well controlled. It was
reported that the lasers made from this quantum wire operate at 4.2 K [17].
However, because the quantum wire is formed on the very narrow cleavage
plane, further processing of this quantum wire structure by photolithography
and metallization is difficult.

(d) Fractional layer superlattice quantum wire on vicinal GaAs(100)
The fractional layer superlattice quantum wire is formed on a vicinal surface
by step flow growth [18, 19]. The vicinal surface, where the surface orienta-
tion is not along one of the primary crystallographic axis, but is cut several
degrees off is composed of periodic step arrays with monolayer height. As
schematically shown in Figure 2(d), the width of the step p is determined by
the miscut angle θ by the relation: p = h/ tan θ, where h is the monolayer
height (for the vicinal GaAs(100), h =2.83 Å). For example, on the vicinal
GaAs (100) surface, a miscut angle of 2◦ corresponds to a surface step width
of 81 Å. Under step flow growth, the impinging atoms tend to migrate and
deposit at the step edge rather than to deposit on the top of the terrace.
In this case, the surface morphology during growth propagates rather than
changes periodically, therefore, the reflection high energy electron diffraction
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(RHEED) oscillations do not occur. If a fraction of one monolayer material
like GaAs is deposited under the step flow growth conditions, the deposited
material will cover a fraction of the step terraces near the step edges. After-
wards, if another material like AlAs is deposited also under step flow growth
mode, the material will cover the remaining area of the terrace. If the quan-
tity of the two deposited materials exactly amounts to one monolayer, the
step edges will be the same as those before the depositions. Periodic repeti-
tion of this process generates a lateral superlattice in which the two materials
are vertically stacked. Electrons and holes are confined laterally producing a
1D quantum wire structure. For the current MBE equipment, it is difficult
to control the deposited materials to be exactly one monolayer. A slight
deviation away from one monolayer per cycle will result in a large tilt of
the stacked materials, therefore, this structure is also called tilted superlat-
tice quantum wires [19]. However, it has been shown that this structure is
not truly 1D. This is caused by two reasons. One is that the steps on the
vicinal surface are not ideal resulting in a nonuniform distribution of the
lateral confinement regions. The other reason is the intermixing between the
two deposited materials resulting in a reduction of the energy barrier height.
If the tilt of the stacked materials is varied continuously by controlling the
amount of the deposition per cycle, a structure called serpentine superlat-
tice quantum wire can be obtained [20]. Compared to the tilted superlattice
structure, the 1D characteristic of the serpentine superlattice quantum wire
structure is reinforced because the carriers are mainly confined in the thicker
middle part of the serpentine-shaped region and the tilt sensitivity is partly
avoided [20].

(e) Strained quantum wires based on 3D islands
In Stranski-Krastanov systems, on the one hand, great efforts have been
devoted to the fabrication of quantum dots which are based on symmetrically
shaped 3D islands [21, 22, 23, 24, 25]; on the other hand, elongated islands
have been reported [26, 27, 28, 29, 30]. These elongated islands may be used
as templates to fabricate quantum wires. However, these elongated islands
usually have a large size nonuniformity which can wash out the expected
1D saw-tooth like density of states. Therefore, it is very critical to improve
the size uniformity of the elongated islands. In the meantime, the physical
process which governs the formation of the elongated islands is still discussed.

In this work, we investigate some properties and fabrication technologies
of quantum wire structure from two aspects. Two kinds of quantum wire
structures are prepared by MBE. The first one is the quantum wire struc-
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ture based on selective epitaxy on stripe-patterned GaAs (311)A substrates.
For this part (Chapter 1), we focus on some applications of this quantum
wire structure instead of its formation mechanism, which has been investi-
gated in previously published articles. A p-i-n type light emitting diode of
the sidewall quantum wires has been fabricated. A strongly selective carrier
injection into the quantum wires is observed and its mechanism is discussed.
Strongly coupled sidewall quantum wires have also been fabricated. The role
of atomic hydrogen during the growth of (In,Ga)As on GaAs(311)A and its
influence on the formation of the strained sidewall quantum wires are investi-
gated. Second (Chapter 2), we have developed a self-organized quantum wire
structure based on elongated dislocation-free islands formed during growth
of (In,Ga)As/GaAs on GaAs(100). The uniformity of the quantum wire ar-
ray is greatly improved by a superlattice growth scheme, which also makes
the wires much longer. The quantum wires are characterized and the lateral
carrier confinement is confirmed. The shape transition from symmetric to
elongated islands is understood by the investigation of (In,Ga)As single layer
growth. Finally, the work is summarized.



Chapter 1

Quantum wires on patterned
GaAs(311)A

1.1 Introduction to sidewall quantum wires

Experimentally it was found that, during the MBE growth of GaAs, a fast
growing sidewall is formed on mesa stripe patterned GaAs (311)A substrates
along the [011̄] direction in the sector towards the next (100) plane, while
the opposite sidewall in the sector towards the next (111) plane shows a slow
growing (111) side facet [31]. For mesa stripes oriented along the [2̄33] di-
rection on patterned GaAs(311)A, two slow growing side facets towards the
next {331} planes are observed. The fast growing sidewall shows a smooth
and convex-curved surface profile without facetting. It was shown that the
formation of the fast growing sidewall is due to the preferential migration of
Ga adatoms from the mesa top and the mesa bottom towards the sidewall,
while the slow growing sidewall is formed due to the preferential migration
of adatoms away from the sidewall generating a concave surface profile at
the mesa bottom [31]. Figures 1.1(a) and (b) show the schematic illustration
of the growth mode on patterned GaAs (311)A substrates with mesa stripes
oriented along the [011̄] and [2̄33] direction, respectively. Two samples com-
posed of layered GaAs (100 nm)/(Al,Ga)As (100 nm) heterostructures with
30 nm thick GaAs buffer layers were grown on 400 nm high mesa stripes
patterned on GaAs (311)A substrates along the [011̄] and the [2̄33] direc-
tions. The AFM studies confirmed the surface morphology illustrated in
Figures 1.1(a) and (b) [32]. The selectivity of growth for the formation of

8
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Figure 1.1: Schematics of the growth mode on patterned GaAs (311)A substrates with
mesa stripes oriented along the [011̄] (a) and [2̄33] (b) directions. The arrows indicate the
preferential migration of Ga atoms. (R. Nötzel, et al., [31]).

the fast growing sidewall is stable when the misalignment angle of the pat-
terned mesa stripe with respect to the [011̄] direction is smaller than 20◦ [33].

The fast growing sidewall is only formed on the patterned GaAs (311)A
substrate with mesa stripes oriented along the [011̄] direction in the sec-
tor towards the next (100) plane. For other mesa stripe patterned sub-
strates like GaAs (211)A, (411)A, (511)A, and (311)B, only slow growing
sidewalls are formed, which was evidenced by the AFM investigations of
the samples overgrown with layered GaAs/(Al,Ga)As on these substrates
[35]. The evolution of the fast growing sidewall was studied by TEM for the
GaAs/(Al,Ga)As multilayer structure grown on the 400 nm high mesa stripe
[34]. Figures 1.2(a) and (b) show the cross-sectional TEM images with low
and high magnification, respectively. It is seen that the fast growing sidewall
diminishes its size with GaAs overgrowth to end up with a convex curved
surface profile at the bottom of the sidewall. The GaAs layers at the bottom
and the top of the mesa are thinner than that at the sidewall due to the
preferential migration of Ga adatoms from the mesa top and bottom to the
sidewall. No variation of the (Al,Ga)As layer thickness is found due to the
small surface migration length of Al adatoms. Recently, the evolution of the
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Figure 1.2: Cross-sectional TEM image viewed along the [011̄] direction showing the
evolution of the fast growing sidewall of the mesa stripe along the [011̄] direction on
patterned GaAs(311)A (a). In (b), the scale is magnified. The dark and white regions
correspond to the GaAs and (Al,Ga)As layers, respectively. (R. Nötzel, et al., [34]).

fast and slow growing sidewalls were also studied by cross-sectional AFM
showing good agreement with the cross-sectional TEM results [36].

The unique growth mechanism for the formation of the fast growing side-
wall on stripe patterned GaAs(311) can be applied to fabricate quantum wire
structures when the height of the mesa stripe is in the quantum size regime
of 10-20 nm. In Ref. [37], a quantum wire sample with a 6 nm thick GaAs
quantum well inserted in two 50-nm thick Al0.5Ga0.5As barrier layers grown
on a 50 nm thick GaAs buffer layer and capped with 20 nm GaAs was grown.
The height of the mesa stripe was 15 nm. Figures 1.3(a) and (b) show the
AFM image and the cross-sectional TEM image at the fast growing sidewall
[37]. The TEM image [Figure 1.3(b)] shows that the fast growing sidewall
has a convex curved surface profile with the GaAs quantum well thickness of
about twice that of the adjacent well. CL spectra reveal two separated peaks,
and spatially resolved CL images show that the peak at the low-energy side
is due to the fast growing sidewall. It was also shown that the quantum well
close to the edge of the sidewall is thinner. The lateral carrier confinement in
the sidewall quantum wires was confirmed by linear-polarization dependent
µ-PL measurements [38], by the appearance of the one dimensional subband
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Figure 1.3: (a) AFM image of the convex curved sample surface of the fast growing
sidewall with a height of 10-15 nm on patterned GaAs(311)A. (b) cross-sectional TEM
image viewed along the [011̄] direction. (R. Nötzel, et al., [37]).

structure in PL excitation (PLE) investigations performed by scanning near
field optical microscopy [39], and by the observation of the transition from
2D to magnetic confinement in magneto-PL spectroscopy [35].
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1.2 Strongly coupled sidewall quantum wires

1.2.1 Introduction

Strongly quantum-mechanically-coupled low-dimensional structures, in
which the wave function is delocalized, are very important not only for fun-
damental research but also for potential applications in devices. They play
a unique role for studying the tunneling and coupling of electronic states in
different dimensions [40]. For quantum dot structures with quantum con-
finement in three dimensions, the behavior is similar to “artificial atoms”
[41, 42]. Therefore, strongly coupled quantum dot structures are appropri-
ate systems to study the bonding and anti-bonding states of the “artificial
atoms” and their dependence on the separation between the dots, which is
well described in the textbooks of quantum mechanics. Thus, such a study
offers new insights into the fundamental physics of coupled quantum objects
[41]. Strongly coupled quantum wire structures have also been used to in-
vestigate tunneling and coupling between one-dimensional states [40]. On
the other hand, from the device application point of view, the coupled low-
dimensional structures are unique candidates. Strongly coupled quantum
dots have been utilized to fabricate semiconductor lasers whose performance
is improved due to the enhanced active volume [23, 24]. Strongly coupled
low-dimensional structures can also be used to make ultrafast optoelectronic
devices utilizing quantum oscillations [43]. For example, supposing there are
two quantum wells separated by a barrier: a wide one and a narrow one. We
denote the wavefunction and the eigenenergy of the uncoupled wide quantum
well as Ψ and E, respectively, and those of the narrow well with a prime,
i.e., Ψ′ and E ′, respectively. If the barrier is very thin and the two wells are
sufficiently close, an overlap of wavefunctions between the two wells will oc-
cur due to electronic coupling. In the meantime, if an electric field is applied
to the strongly coupled structure, the two lowest energy levels for electrons
(E1 and E ′

1) can be adjusted to resonance. Far away from resonance, the
wavefunctions of the electrons are localized in one well or the other, while
when resonance is approached, the wavefunctions of electrons become more
delocalized (the energy levels for holes are still nonresonant). In this case,
if an electronic wave packet is prepared in one well, for example, by an ul-
trafast laser pulse, the probability density of the electron wavefunctions will
oscillate back and forth between the two quantum wells resulting in an oscil-
lating electric dipole radiation. This process can be understood very well by
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the time-dependent Schrödinger equation. The time evolution of the wave
packet for electrons in the two coupled quantum wells is expressed as

Ψ(z, t) = Ψ1(z, t)e
−iE1t/h̄ +Ψ′

1(z, t)e
−iE′

1t/h̄, (1.1)

where z denotes the direction of wave packet oscillation. The probability
density P (z, t) is then given by

P (z, t) ≡ |Ψ(z, t)|2 = |Ψ1(z, t)|2 + |Ψ′
1(z, t)|2 + 2ReΨ∗

1Ψ
′
1e

−i(E1−E′
1)t/h̄. (1.2)

Therefore, the probability density oscillates coherently in time between the
two extreme values (|Ψ1| − |Ψ′

1|)2 and (|Ψ1|+ |Ψ′
1|)2 with a period given by

τcoh = h/∆E, (1.3)

where ∆E is the energy difference |E1 − E ′
1| and τcoh/2 is called the tunnel-

ing time [44]. Such coherently oscillating waves have been experimentally
observed [43]. A new quantum-effect electronic device called quantum field-
effect directional coupler, which is based on the ideas discussed above, has
been proposed [45].

However, the fabrication of strongly coupled quantum wire and quantum
dot structures has always been a great challenge in spite of their attractive
potential device applications. In fact, much efforts have been devoted to the
fabrication of strongly coupled quantum dots and quantum wires. Strongly
coupled quantum dots have been fabricated by the cleaved edge overgrowth
method [41]. However, this method is very time-consuming and complicated
and thus might not be a practical choice in terms of device application.
Electronically coupled InAs quantum dots formed by the coherent Stranski-
Krastanov growth have also been fabricated [46, 47, 48, 49]. However, the
size and the distribution of the self-organized quantum dots are still difficult
to control in a satisfactory way. Strong electronic coupling has also been
demonstrated for V-grooved quantum wires [50, 51, 52]. In spite of the
success, V-groove quantum wires can be fabricated to be strongly coupled,
but the wires then are different. This restriction arises from the growth
mechanism because, in order to obtain identical wires, the barrier layer which
separates the top wire and the bottom wire should be thick enough to recover
the “V” shape [12]. Therefore, for strongly coupled V-groove quantum wires,
the top quantum wire is slightly thinner and wider than the bottom one
[50, 51]. However, the largest electronic coupling is achieved when the two
quantum wires are identical.
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It has been shown that the sidewall quantum wires on patterned GaAs
(311)A substrates can be vertically stacked [53]. One experimental fact is
that no variation of the thickness of the (Al,Ga)As layer across the patterned
edge is observed due to the small surface migration length of Al atoms while
a thicker fast growing GaAs sidewall is formed at the edge due to the prefer-
ential migration of Ga atoms. Therefore, the sidewall quantum wires may be
strongly coupled with identical shape. For this purpose, a series of samples
has been grown.

1.2.2 Fabrication

The semi-insulating GaAs (311)A substrates were patterned with mesa
stripes of 15-20 nm depth oriented along the [011̄] direction by standard pho-
tolithography and wet chemical etching. After cleaning with concentrated
sulphuric acid and rinsing in de-ionized water, the sample was transferred
into the MBE growth chamber. The native oxide was desorbed at 580◦C
and then the substrate was heated to 610◦C for the growth of the other lay-
ers. After the deposition of a 50 nm thick GaAs buffer layer, a 50 nm thick
Al0.3Ga0.7As barrier was grown followed by two 3 nm thick GaAs quantum
wells separated by a Al0.3Ga0.7As barrier. Then a 50-nm-thick Al0.3Ga0.7As
layer was grown and finally, a 20-nm-thick GaAs cap layer was deposited.
We grew four samples denoted as cpl1, cpl2, cpl3, and cpl10 corresponding
to the Al0.3Ga0.7As barrier thickness of 1, 2, 3, and 10 nm, respectively. The
width of the patterned mesa stripe is 75 µm for samples cp1 and cp3, and 16
µm for samples cp2 and cp10. The As4 to Ga flux ratio is about 5 and the
growth rate of GaAs and AlAs is 0.5880 µ/h and 0.2732 µ/h, respectively.
Before growing this series of samples, the growth rates of GaAs and AlAs
were carefully calibrated by x-ray diffraction. The whole growth process was
monitored in situ by RHEED showing a clear (8× 1) surface reconstruction
during the growth of GaAs.

1.2.3 Results and discussion

Figure 1.4 depicts the AFM image of sample cp12 measured at the fast
growing sidewall, showing a convex curved surface profile. The samples were
characterized by µ-PL which uses a microscope to focus the optical excitation
and/or detection on the sample surface. The spot diameter on the sample was
reduced by a confocal imaging system to about 2 µm. The Ar+ laser (514.5
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Figure 1.4: AFM image of the fast growing sidewall of sample cpl2 showing a convex
curved surface profile.

nm) was used as excitation source for the µ-PL measurements. Figure 1.5
shows the µ-PL spectra of the series of samples taken at 10 K with the laser
spot exciting at the fast growing sidewall. The peak at the low-energy side
is attributed to the quantum wire peak and that at high-energy side to the
quantum well. The linewidth of the quantum wire peak is about 10 meV for
all samples indicating a good quality of the quantum wires. The deterioration
of the shape of the quantum well peak for samples cp2 and cp10 might be
due to the smaller width of the patterned stripes. The µ-PL spectra clearly
show a redshift of the quantum wire peak with decreasing (Al,Ga)As barrier
thickness. This redshift is due to the electronic coupling. The (Al,Ga)As
barrier of sample cp10 is 10 nm and, thus there is almost no coupling while
the other three samples are strongly coupled. When the (Al,Ga)As barrier
thickness varies from 10 to 1 nm, the quantum wire peak redshifts by 18
meV.

Although the redshift of the quantum wire peak with decreasing bar-
rier thickness proves that strong electronic-coupling between the two stacked
quantum wires has been achieved, it is difficult to know whether or not the
two strongly coupled quantum wires are identical. For this purpose, the
Schrödinger equation should be solved numerically and then the obtained
energy values should be compared with the PL peak energy positions. Pre-
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Figure 1.5: µ-PL spectra of the series of samples with (Al,Ga)As barrier thickness of
10, 3, 2, and 1 nm, respectively, measured at the fast growing sidewall at 10 K. The peak
at the low energy side is attributed to the quantum wire.

vious investigations show that the PL peak energy position of the sidewall
quantum wire corresponds to that of a quantum well whose thickness is twice
the nominal thickness of the grown quantum well [37]. Therefore, as an ap-
proximation, we treat the sidewall quantum wire as a 6 nm thick quantum
well and solve the one-dimensional Schrödinger equation numerically. The
used conduction to valence band offset ratio is 60:40, which is widely ac-
cepted for the (Al,Ga)As/GaAs system [54]. The AlxGa1−xAs band gap at
the Γ point, Eg, at room temperature (T=300 K) is Eg = 1.424 + 1.247x eV
for 0 < x < 0.45, and the temperature dependence of the energy gap at the Γ
point is obtained by the linear dependence: dEg

dT
= (−3.95−1.15x)·10−4eV/K

[55]. The obtained band gap of Al0.3Ga0.7As is 1.92266 eV at 10 K. For GaAs,
the band gap at 10 K is 1.51875 eV, which is obtained by the empirical re-
lation Eg = 1.519 − 5.408 × 10−4T 2/(T + 204) [55], where the unit of the
energy is eV and that of the temperature is K. The different effective mass
of the heavy hole m∗

hh for the [311] orientation has been taken into account
[56]. For GaAs(311)A, m∗

hh = 0.49m0, while m
∗
hh = 0.34m0 for GaAs(100),

where m0 is the free electron mass. The effective mass of heavy holes for
Al0.3Ga0.7As on GaAs(311)A is m∗

hh = 0.601m0, which is obtained by inter-
polating the values between GaAs (0.49 m0) and AlAs (0.86m0) according
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to the Al composition x [57]. The effective mass of the electron, which is not
related to substrate orientation, is m∗

e = 0.0665 + 0.0835x in units of m0 for
AlxGa1−xAs. Figure 1.6 shows the calculated energy value of the e1 − hh1
transition and the PL peak energy position in dependence on the (Al,Ga)As
barrier thickness for the quantum well and the quantum wire. The peak po-
sition of the quantum wells is obtained by measuring at the flat part of the
mesa because the quantum well at the edge is thinner than that in the flat
part [37]. For the quantum well, the calculation and the experiments show
an agreement except for the sample with 10-nm thick barrier. The discrep-
ancy between the calculation and the experiments could be caused by the
exciton effect which is not taken into account in the calculation. The exciton
binding energy increases for narrower quantum wells [58], therefore, for the
10 nm barrier sample whose wavefunction is localized in the two quantum
wells, the exciton binding energy is larger than that of the strongly coupled
samples whose wavefunctions are delocalized in the two quantum wells. For
the quantum wire, except for the sample with 1 nm thick barrier, an agree-
ment between the calculation and the experiments is obtained considering
the small corrections caused by exciton effects. The µ-PL measurements
seem to support that the two strongly coupled quantum wires are identical,
even when the barrier is only 2 nm thick. However, a definite conclusion
needs further evidences, such as TEM and PLE, etc.

1.3 p-i-n type LEDs of the sidewall quantum

wires

1.3.1 Fabrication of p-i-n type LED

We have fabricated p-i-n type light emitting diodes (LEDs) with the side-
wall quantum wires and observed strongly selective carrier injection into the
quantum wires [59]. Also, in order to investigate the Stark effect of the
strongly coupled wires, the sidewall quantum wires are single-stacked in the
intrinsic region. Amphoteric incorporation of Si is used for the p- and n-type
doping. Before we discuss the fabrication process of the sidewall quantum
wire LED, two things should be explained in advance. First, appropriate
thicknesses of the undoped (Al,Ga)As layers in the intrinsic region are im-
portant. Figure 1.7 depicts the schematic cross-section of the structure of
the sidewall quantum wire LED. For the quantum confined Stark effect, the
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Figure 1.6: Quantum wire and quantum well peak position versus the (Al,Ga)As barrier
thickness for the series of samples. The experimental and calculated values, respectively,
are obtained from µ-PL measurements and by solving the Schrödinger equation numeri-
cally.

maximum electric field is usually smaller than 1× 105 V/cm. Therefore, the
(Al,Ga)As layers should not be too thin; otherwise, the generated electric
field will be too strong resulting in a breakdown of the p-i-n junction. It may
be a good choice that several volts of the applied bias generate the electric
field of 5×104 V/cm. When vext−vbi is 1.5, 2, and 3 V, the obtained thickness
of the undoped (Al,Ga)As layer is 150, 200 and 300 nm, respectively, where
vext and vbi denote the applied bias and the built-in voltage, respectively.
Therefore, the (Al,Ga)As layers are selected to be 200-nm thick.

Second, the amphoteric Si doping on GaAs(311)A should be discussed.
Si is an n-type dopant for [100]-oriented GaAs in MBE growth and the con-
ventional p-type dopant is Be, while it was found that the conduction type
of Si can be p- and n-type on GaAs (311)A substrates, depending on the
growth conditions [60]. The advantage of the replacement of Be by Si for the
p-type doping is to avoid the strong segregation of Be. P-type doping of Si
on GaAs(311)A can be achieved at higher growth temperature and/or lower
V4 to III flux ratio, while n-type doping can be accomplished at lower growth
temperature and/or higher V4 to III flux ratio. The GaAs buffer layer grown
at higher substrate temperature has a better surface morphology, therefore,
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Figure 1.7: Schematic drawing of the structure of the p-i-n type LED of the sidewall
quantum wire. The denotations of A and C are for the discussion in 1.3.4.

a p-type GaAs buffer layer grown at higher temperature is preferential to
a n-type buffer grown at lower temperature. This is the reason why a p-
type GaAs (311)A substrate is selected for the LED structure. The phase
diagram for the conduction type of Si doping on GaAs(311)A in [60] shows
that the conduction conversion between p- and n-type is quite abrupt. The
amphoteric incorporation behavior of Si on GaAs(311)A is as yet not well
understood, but the possible mechanism might be related to the microscopic
corrugation-like reconstruction of the GaAs (311)A surface [60].

The p-type GaAs (311)A substrates were patterned with mesa stripes of
75 µm width and 17 nm depth oriented along the [011̄] direction by standard
photolithography and wet chemical etching. After cleaning with concentrated
sulphuric acid and rinsing in de-ionized water, the sample was transferred
into the MBE growth chamber. The native oxide was desorbed at 580◦C.
The Si-doped 50 nm thick p+-(1 × 1018cm−3) GaAs buffer layer was grown
at 610◦C for the sake of better surface morphology. The As4 to Ga flux
ratio was about 5 so that Si is incorporated as an acceptor. The intrinsic
layers were grown at the same conditions and are comprised of two 200 nm
thick Al0.3Ga0.7As layers interspersed by a stack of two 3-nm-thick GaAs
quantum well layers separated by an Al0.3Ga0.7As barrier. We grew four
samples among which the only difference is the thickness of the Al0.3Ga0.7As
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S: slow growing sidewall
F: fast growing sidewall

Figure 1.8: Microscopic image of the photolithographic mask pattern projected onto the
surface of the as-grown samples for the fabrication of the small contacts.

barrier inserted in between the two GaAs layers. The four samples with
the Al0.3Ga0.7As layer thickness of 1, 2, 3, and 10 nm are denoted as pin1,
pin2, pin3 and pin10, respectively. After growth of the intrinsic layer, the
substrate was cooled down to 490◦C and, simultaneously, the As4/Ga flux
ratio was increased to about 20 in order to obtain n-type doping by Si for
the following 100 nm n- (0.6× 1018cm−3) Al0.3Ga0.7As layer capped by a 40
nm n+- (1 × 1018cm−3) GaAs contact layer. The as-grown structures were
processed into circular mesas which are etched down to the p-Al0.3Ga0.7As
layer. Ohmic Au/Be ring contacts were fabricated on the mesa top and
ohmic Au/Ge contacts were prepared on the backside of the substrate by the
techniques of metal evaporation and photolithography. The contact points
(similar to the bonding area) were fabricated with a two-component silver-
filled epoxy which was hardened at 150◦C for about 15 minutes. After the
hardening, the epoxy points become conductive. Two kinds of mesas with the
inner diameter of the ring of 120 and 220 µm were utilized. Figure 1.8 shows
the microscopic images of the photolithographic mask pattern projected onto
the surfaces of the as-grown samples for the fabrication of the small ring
contacts. The patterned stripes after the overgrowth can be seen clearly,
and “F” and “S” in the two images denote fast-growing and slow-growing
sidewalls, respectively. For the small ring contacts with the inner diameter
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Au/Be contact

bonding area

Figure 1.9: Top view of the processed mesa diode with the small ring contacts viewed
through an optical microscope.

of 120 µm (Figure 1.8), the photolithographic alignment is adjusted so that
there is only one fast growing sidewall within the inner part of the ring
contacts. Figure 1.9 shows the top view of the processed mesa diode with
the small ring contacts viewed through an optical microscope.

1.3.2 Injection EL

Electroluminescence (EL) refers to excitation by a voltage applied to a lumi-
nescent substance. In order to convert the electric energy from the applied
voltage into radiation, usually three sequential processes are involved: exci-
tation by the applied field, energy transport and radiative de-excitation [61].
There are several mechanisms of EL [61, 62]. Here we focus on injection EL
in a p-n junction (p-i-n junction is similar). In this case, the excitation first
injects minority charge carriers to become “hot” carriers. After excitation
it is necessary to transport the excitation energy to a region where radia-
tive de-excitation, which may be inter- or intraband transition, can occur.
This process can be understood clearly using a band model. At zero bias,
which corresponds to the equilibrium condition, the Fermi level of the p-n
junction is horizontal and continuous across the junction, determining the
majority carrier densities (electrons on the n-side and holes on the p-side).
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Figure 1.10: Schematic illustration showing the process of injection EL in a p-n junction
biased in the forward direction using the band model.

When a forward bias is applied, the built-in voltage is diminished and more
carriers can then cross the reduced barrier. After traversing the barrier, the
injected carriers become minority carriers. In this case, the applied forward
bias separates the Fermi levels and the concentration of free minority carri-
ers can be described by a quasi-Fermi level. Here we denote En

F and Ep
F the

quasi-Fermi levels for electrons and holes, respectively. The change of the
quasi-Fermi level depends on the position. For instance, in the diffusion re-
gion of holes (located near the n-side), because the concentration of electrons
is very high, the change of the quasi-Fermi level of electrons can be neglected
and the quasi-Fermi level of electrons En

F can be regarded as constant. How-
ever, the concentration of holes is very small in this region. Therefore, the
quasi-Fermi level of holes Ep

F varies drastically. When the holes are injected
into the n-type part from the p-type part, their concentration is decreased
due to recombination. In the n-side region far away from the boundary of
the n-side, the concentration of non-equilibrium holes attenuates to zero and
therefore, the quasi-Fermi level of the holes equals that of the electrons, i.e.,
Ep
F = En

F . The case for electrons can be analyzed analogously. Figure 1.10
schematically shows the process of injection EL in a p-n junction biased in
the forward direction using the band model.
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1.3.3 Selective carrier injection into the quantum wires

The EL properties were examined for all samples. Strongly selective carrier
injection into the quantum wires were observed for all samples. The use of
a single stack of quantum wires enhances the overall efficiency of the LED,
however, it is not relevant to the selective carrier injection discussed here.
At low temperatures and small injection currents, the EL of our quantum
wire LED solely originates from the single stack of quantum wires within
the inner ring contacts without detectable emission from the surrounding
quantum wells. Although the EL from the quantum wells increases relative to
that from the quantum wires with increasing temperature, the EL emission
density, i.e., intensity per unit area in the quantum wire regions, is still
two orders of magnitude larger than that in the well regions even at room
temperature. The spatially well defined emission pattern from the quantum
wires is directly observed through an optical microscope as a bright line
within the otherwise dark mesa.

Here we focus on sample pin2 for the discussion of the EL properties.
Figure 1.11 shows the EL spectra for increasing forward bias detected at 10
K through a confocal imaging system with the diameter of the optical probe
area of 10 µm. Starting from the onset of the EL at about 1.8 V, strong
emission is observed solely from the quantum wire up to a forward bias of
1.9 V (0.7 mA). With increasing forward bias from 2.1 V (1.3 mA) to 2.3
V (3.2 mA), a weak emission from the quantum wells appears. Figure 1.12
shows the dependence of the EL peak intensities of the quantum wires and
quantum wells on the forward bias displayed on logarithmic scale (a) and
linear scale (b). The EL peak intensities of the quantum wires and quantum
wells increase almost linearly with current in the measured regime. The ab-
solute current values, however, may vary by several mA from measurement
to measurement and after subsequent sample cooling, most probably due to
persistent photoconductivity effects in the (Al,Ga)As layers at low tempera-
tures. The selective carrier injection into the quantum wires is most effective
at the onset of the EL emission and can be clearly seen in Figure 1.12(a)
(logarithmic scale). With increasing forward bias, the EL emission from the
quantum wells grows in intensity more slowly compared to that of the quan-
tum wires, which can be seen clearly from Figure 1.12(b) (linear scale). The
blueshift and linewidth broadening of the quantum wire and quantum well
EL peaks with increasing forward bias are attributed to band filling effects.

Selective carrier injection into the quantum wires is observed up to room
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Figure 1.11: EL spectra of the quantum wire LED detected at 10 K for increasing
forward bias.
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Figure 1.12: EL emission intensity from the quantum wire and quantum well versus the
applied forward bias drawn in logarithmic (a) and linear scale (b).
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temperature. Figure 1.13 shows the EL spectra as a function of temper-
ature keeping the injection current fixed at about 5 mA. With increasing
temperature, the selectivity of the EL emission is gradually reduced. This
is attributed to carrier heating which increases the carrier injection into the
quantum wells relative to that into the quantum wires. The nonequilib-
rium carriers should adhere to the Fermi-Dirac distribution resulting in a
larger possibility of recombination for electrons and holes in quantum wells
at higher temperature. Therefore, with increasing temperature, the quantum
well peak becomes stronger. However, if we take into account the area ratio of
the quantum well to the quantum wire, i.e., the diameter of the optical probe
area (about 10 µm) divided by the effective quantum wire width of about 50
nm, and assume a comparable radiative efficiency of the quantum wells and
quantum wires (indicated by the comparable intensity ratio of the quantum
well to quantum wire emission at 10 K and room temperature in µ-PL), the
EL intensity per unit area and the electron-hole pair density for the quantum
wire position at room temperature are still about two orders of magnitude
larger than that of the quantum wells. With increasing temperature, the EL
efficiency is reduced by increased non-radiative recombination channels as its
selectivity. The redshifts of the quantum well peak and quantum wire peak
at higher temperature are attributed to the shrinkage of the band gap. The
inset of Figure 1.13 depicts the current-voltage characteristic of the quantum
wire LED measured at room temperature. The I-V characteristic follows
the exponential relation i0 = e

eV
kT in the transition region corresponding to

very low injection current. When the injected carrier density is small and
diffusion-limited, the minority carrier current is expressed as [61]

I = en(
D

τ
)

1
2 (e

eV
kT − 1), (1.4)

where n is the density of excess minority carriers, τ is their lifetime, and D is
their diffusion constant, which is related to the drift mobility µ by D = kT

e
µ.

At higher applied voltage, the carrier motion is determined by the electric
field, not by diffusion, and equation (1.4) does not apply [61].

As a consequence of the high emission density, the EL emission of the
quantum wires is directly visible through an optical microscope as a bright
line inside the ring contact. Figures 1.14(a) and (b) show the images of the EL
through an optical microscope measured at 10 K and at room temperature,
respectively, for the small mesa (the inner diameter of the ring contact is 120
µm). At low temperature [Figure 1.14(a)], the bright quantum wire EL is
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Figure 1.13: EL spectra of the quantum wire LED for about 5 mA forward current
between 10 K and room temperature. The inset shows the current-voltage characteristic
at room temperature.

(a) (b)

Figure 1.14: Images of the EL through an optical microscope (a) at 10 K and (b) at
room temperature. The inner diameter of the ring contact is 120 µm.
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seen with several bright spots along its line, which also appear in the quantum
well regions. These bright spots are attributed to several cluster-like defects
in the quantum wires and quantum wells involving regions of lower band gap
energy compared to that of the surrounding quantum wire and quantum well
regions. Therefore, similar selective carrier injection is assumed to apply for
these clusters. But the energy difference between these cluster-like defects
and the surrounding quantum wire and well regions is only several meV,
which is much smaller than the energy difference of 70 meV between the
quantum wire and the quantum-well peaks. Therefore, the EL emission
from these localized clusters vanishes at about 50 K due to the thermally
activated escape of the injected carriers, while that of the quantum wires
persists up to room temperature. Consequently, the spatial homogeneity of
the EL emission of the quantum wires at room temperature in Figure 1.14(b)
becomes much more uniform compared to that at low temperatures due to the
suppression of the EL emission from the cluster-like defects. To get a more
direct impression of the EL emission from the quantum wires, we recorded
two images [Figures 1.15(a) and (b)] viewed through an optical microscope
and measured at room temperature. Figure 1.15(a) shows the top view of a
small mesa of the quantum wire LED illuminated with white light, but no
forward bias is applied. Figure 1.15(b) shows the same image, with a forward
bias of 1.9 V applied. The EL emission from the quantum wires is only seen
as a bright line when the forward bias is applied.

As discussed in section 1.1, the quantum wires are formed at a fast grow-
ing sidewall. To address the question about the EL properties of the slow
growing sidewall, an optical microscope image of the EL from the large mesa
(the inner diameter of the ring contact is 220 µm) measured at 10 K is shown
in Figure 1.16. The slow growing sidewall is imaged as a dark line indicating
that there is no EL emission coming from the slow growing sidewall, while
the fast growing sidewalls still demonstrate EL emission as two bright lines.
This indicates that selective carrier injection only occurs in the fast grow-
ing sidewalls. The distance between the slow growing sidewall and the fast
growing sidewall is 75 µm, which is just the width of the patterned stripe of
the substrate. Figure 1.16 clearly shows the difference of the EL properties
between the fast growing and slow growing sidewalls, which is due to the
absence of the growth selectivity for the slow growing sidewall.
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(a)

(b)

EL emission from wire

Figure 1.15: (a) shows the top view of a small mesa of the quantum wire LED at room
temperature illuminated with white light, but no forward bias is applied. (b) shows the
same image, but 1.9 V forward bias is applied.

1.3.4 Electron beam induced current

In order to account for the selective carrier injection into the quantum wire,
electron beam induced current (EBIC) measurements, which are very sensi-
tive to the carrier capture, were performed for the series of p-i-n type LED
samples. The technique of EBIC has been widely used for characterization of
semiconductor materials and structures [63, 64, 65]. It can provide spatially
resolved information about extended defect properties and recombination
center distributions and is very useful for the investigation of electrically ac-
tive inhomogeneities in as-grown as well as in processed materials [66]. For
the measurement of EBIC, the formation of a depletion layer built in by
Schottky barrier or p-n junction is indispensable. This technique utilizes the
imaging of the electron beam induced current between two sample contacts
as a function of incident electron beam position. When the sample is irra-
diated by electrons, the generated electron-hole pairs are separated by the
built-in electric fields. Then carriers redistribute within and outside the field
of the depletion region to minimize their free energy. This relaxation from a
configuration of high concentration near the generation point occurs through
all available current paths and some of them produce the charge-collection



29

slow growing sidewall

fast growing sidewall
fast growing sidewall

Figure 1.16: Images of the EL through an optical microscope at 10 K. The inner diameter
of the ring contact is 220 µm. No EL emission is observed from the slow growing sidewall.

current or EBIC current in an external circuit which, after amplification,
is used to form an EBIC image [66, 67]. For a p-n junction, the built-in
electric field always points from the n-type part to the p-type part, there-
fore, the direction of the EBIC current flow is also from n-type to p-type.
There are different geometries for observing EBIC. The schematic drawing
of the EBIC geometry employed in our experiments is shown in Figure 1.17.
EBIC is very sensitive to the presence of dislocations, strain, damage, dop-
ing variations, compositional variations (band gap), and width variations of
the depletion region of the respective p-n junction. Anything modifying re-
combination lifetime due to the variation of carrier capture can result in a
local variation of the EBIC signal producing a corresponding contrast. For
example, dislocations decrease the locally induced current and are imaged as
dark regions in EBIC images [63, 64]. The disadvantage of EBIC microscopy
is that the measured EBIC current integrates over the whole layer and over
different contributions. Since it is difficult to distinguish between different
contributions, the resulting EBIC contrast is hard to interpret clearly.

EBIC measurements were performed for all the p-i-n type LED samples.
Because of the disadvantage mentioned above, some details of the EBIC re-
sults of our p-i-n type LED samples are not yet well understood. Here, we
focus our discussion on sample pin1. Figures 1.18(a), (b) (the bottom part)
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Figure 1.17: Schematic drawing of the experimental setup of EBIC microscopy.

and (c) depict the EBIC images of sample pin1 taken at 5 K with an applied
forward bias voltage of 1.45, 1.5 and 1.55 V, respectively. The top part of
Figure 1.18(b) shows the CL-intensity mapping for a CL detection energy
set to the quantum wire peak position. Three dark stripes denoted as A,
B and C are observed indicating regions with lower EBIC current compared
with the surrounding neighborhood. To clarify the origin of the contrast, we
varied the excitation depth by varying the electron beam energy. For the ex-
citation with low-energy electrons (not shown here), only the regions B and
C are observed. Moreover, a comparison of the secondary electron image
with the EBIC one reveals that region C appears at a surface edge corre-
sponding to the patterning position of the sample after the growth. With
increasing excitation energy of the electrons, region A appears. Therefore,
regions C and A are attributed to the mesa edge regions on the surface af-
ter and before overgrowth, respectively, approximately corresponding to the
positions denoted as C and A in Figure 1.7. As discussed above in 1.3.1,
the sidewall quantum wires are formed on patterned substrates. The corre-
sponding wet chemical mesa-etching gives probably rise to an accumulation
of nonradiative centers in particular at the mesa edges. Therefore, the EBIC
current is decreased due to the enhanced carrier capture by these nonradia-
tive centers. Consequently, the distance between the regions A and C of the
EBIC images suggests a lateral shift of the mesa edge of about 3 µm during
the growth of the p-i-n structure. This observation is consistent with TEM
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results of a threefold stacked sidewall quantum wire system grown under
similar conditions as the present p-i-n structures [53]. The respective TEM
images reveal a lateral movement of the mesa edge during the deposition
of the GaAs quantum wells due to the accumulation of material at the fast
growing sidewall. The angle between the shift direction and the sample sur-
face amounts to about 12◦. Since the shape of the deposited layers does not
change for the MBE growth of (Al,Ga)As, the shift angle should be nearly
constant for various GaAs/(Al,Ga)As structures. Assuming a movement of
the mesa edge during the growth of the p-i-n structure discussed above under
the same angle we obtain indeed a lateral shift of the edge of about 3 µm.
From Figure 1.18(b), it can be seen that the spatial position of the quantum
wire related CL emission corresponds to region B of the EBIC image indi-
cating that region B is due to the sidewall quantum wire. With increasing
forward bias voltage, the EBIC contrast of this region becomes darker and
wider indicating an enhancement of carrier capture with a subsequent radia-
tive and/or nonradiative recombination in the vicinity of the wire, which is
not observed for the surrounding quantum well regions. The reason for this
enhanced carrier capture in the quantum wire region with increasing forward
bias is explained by the model proposed in the following paragraph. To get
an impression about the contrast variation in the quantum well and quan-
tum wire, the solid line in Figure 1.19 displays a linescan of the EBIC signal
along the path marked as a white line in the EBIC image of the inset of
Figure 1.19. The applied forward bias amounts to 1.53 V. The open circled
curve in Figure 1.19 shows the CL emission in the quantum wire region. It
is seen that the spatial position of the quantum wire emission corresponds
to the position of the EBIC minimum confirming that region B in the EBIC
image is due to the quantum wire. The contrast variation between the wire
region and the well region is only about 3%.

1.3.5 A model for the selective EL

It should be noted again that the inner diameter of the small ring contacts
is 120 µm and there is only one stack of the quantum wires in such a large
area. This suggests that the observed selective EL emission is a strong ef-
fect. Before presenting our model to explain the strong EL selectivity in the
present quantum wire LED, several alternative mechanisms have to be dis-
cussed. First, enhanced carrier capture in the quantum wires due to larger
layer thicknesses. However, such an enhanced carrier capture would equally
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Figure 1.18: (a), (b) (the bottom part) and (c) depict the EBIC image of sample pin1
taken at 5 K with the applied forward bias of 1.45, 1.5 and 1.55 V, respectively. The
acceleration voltage of electrons is 10 kV. The top part of (b) shows the CL-intensity
mapping detected at the quantum wire peak position. The region B is attributed to the
quantum wire region.

apply to µ-PL and CL measurements [37]. If it were true, we should ob-
serve such strong enhancement of the quantum wire emission for µ-PL and
CL measurements. However, the µ-PL and CL measurements of the series
of LEDs and of undoped reference structures always reveal strong emission
from the quantum well for comparable electron-hole pair generation densities
with similar radiative efficiency. This fact indicates that the injection mech-
anism for PL is different from that for EL. The principal difference between
EL and PL is that, for the former case, electrons and holes are injected sep-
arately from the n-type region and p-type region, while for the latter case
the photon-generated electrons and holes diffuse together from the surface
[61, 62]. As the EBIC results indicate, the carrier capture in the quantum
wire region is enhanced when increasing the applied forward bias. This point
suggests that the operation of light-emitting devices based on lateral nanos-
tructures, i.e., quantum wires and quantum dots, crucially depends on the
underlying mechanism for carrier injection and capture. These mechanisms
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Figure 1.19: EBIC linescan (solid line) and CL linscan for sample pin1 taken at 5 K
with the applied forward bias of 1.53 V. The inset shows the corresponding EBIC image
and the white line depicts the linescan position.

may be remarkably different from beam excitation techniques, such as PL or
CL, usually employed to characterize optical properties.

Second, reduced Al composition of the (Al,Ga)As barriers in the quantum
wire regions providing injection channels of lower band gap energy. In fact,
this injection mechanism has been employed to account for the selective car-
rier injection observed for the MOVPE-grown V-groove quantum wire struc-
tures [68]. The reduced Al composition at the top of the V-groove quantum
wires, i.e., the vertical quantum well [schematically drawn in Figure 2(b)],
plays a crucial role in guiding the carriers into the quantum wire regions.
However, spatially resolved CL spectroscopy of the (Al,Ga)As barriers shows
a negligible variation of the band gap energy, i.e., Al composition across our
MBE-grown quasi-planar sidewall quantum wires. Moreover, the small 500
nm periodicity, used for the V grooves of Ref. [68], has been shown to re-
sult in almost complete suppression of the quantum well PL for our sidewall
quantum wires [53] due to efficient diffusion of free carriers into the wires
(the diffusion length is in the µm range) without the necessity of selective
injection.

Third, nonuniform doping. As we discussed in 1.3.4, the EBIC mea-
surements, which are very sensitive to lateral potential modulations due to
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nonuniform doping (or Al composition) as well as carrier capture in the in-
trinsic region and neighboring doped layers, reveal a contrast variation in the
quantum wire region of at most several percent. Finally, the vertical asym-
metry of V-groove structures (the quantum wires are closer to the bottom
contact than the quantum wells) has been considered in 4 µm pitch V-groove
quantum wires showing a much smaller degree of EL selectivity [69]. How-
ever, our sidewall quantum wires are quasi-planar in geometry (for T-shaped
quantum wires, no explanation has been given for the selective carrier injec-
tion at low temperatures in Ref. [17]). From the above discussion, we exclude
structural nonuniformities or carrier capture mechanisms due to the larger
layer thickness in the wire region to account for the observed EL selectivity
in our sidewall quantum wire LED and propose the following model.

Starting from a homogeneous separate injection of electrons and holes
from the n-type and p-type regions into the quantum wells and the quantum
wires, the carriers in the quantum wells diffuse laterally as free electrons
and holes or excitons into the wires over distances within their diffusion
length because the energy level in the quantum wire is lower than that of the
quantum well. From the fraction of electrons and holes diffusing separately,
more electrons are trapped in the quantum wire regions due to their larger
migration length. Therefore, the wires become negatively charged so that
they effectively attract holes and, most importantly, reduce their injection
barrier for the holes into the wire region. Namely, there is a strong selective
attraction for holes into the quantum wire region and the consequence is the
observed selective EL emission from the quantum wires. This reduction of
injection barrier for holes into the wire region results in an enhanced carrier
capture in the wire region for EL, as indicated by the EBIC measurements.
Figure 1.20 schematically illustrates the whole process based on the lateral
diffusion of electrons and holes in the quantum well leading to selective carrier
injection into the quantum wire. The same mechanism explains the bright
EL spots at low temperatures from any cluster-like defects having a locally
reduced band gap energy. Hence, unlike the beam excitation techniques, such
as PL and CL, the lateral diffusion of electrons and holes in EL affects the
injection mechanism itself by increasing the current in the wire region. In
addition, the fraction of electrons and holes diffusing separately is enhanced
in EL due to their separate injection, while for optical and beam excitation
the generation of electrons and holes is correlated in space and time enhancing
the probability for exciton formation. The result is selective carrier injection
into the quantum wires with a steeper increase of the quantum wire EL
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Figure 1.20: Schematic illustration of the lateral diffusion of electrons and holes in the
quantum well leading to selective carrier injection into the quantum wire. Z denotes the
growth direction and the horizontal direction is across the wire region, and the vertical
one is energy.

compared to that of the quantum wells as a function of forward bias. As
we mentioned above, two stacked or even more stacked quantum wires make
no difference with one quantum wire in terms of selective carrier injection.
This indicates that the selective EL is an intrinsic characteristic of the fast-
growing sidewall quantum wire structures suggesting a promising potential
application for optoelectronic devices.

1.3.6 Stark effect of the sidewall quantum wires

When electric fields are applied perpendicular to a semiconductor quantum
well structure, the optical absorption, reflection and PL properties will be
changed. A significant redshift of the exciton absorption can be observed.
This effect is called the quantum confined Stark effect (QCSE) [1]. This effect
can be employed to make optical modulators and switches since the optical
absorption is modified by the applied electric field [70]. For a quantum wire
or quantum dot structure, confinement potentials arising in two or three
dimensions result in a larger oscillator strength due to enhanced excitonic
effects [71]. Therefore, the QCSE in quantum wire [72, 73] or quantum
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dot structures could be employed for making optoelectronic nanostructure
devices. Furthermore, it is predicted that electroabsorption in quantum wires
and quantum dots will be reinforced due to their enhanced oscillator strength
[71].

We use the series of p-i-n type LED structures to investigate the behavior
of the strongly coupled quantum wires under vertically applied electric field,
i.e., the QCSE of the strongly coupled quantum wires by µ-PL spectroscopy.
The µ-PL measurements were performed with an Ar+ laser excitation at 10
K. The spot diameter on the sample was reduced by a confocal imaging sys-
tem to about 2 µm. Figure 1.21(a) shows the dependence of µ-PL spectra on
the externally applied bias measured at the fast growing sidewall for sample
pin2. It can be clearly seen that the intensity of the quantum wire peak is
comparable to that of the quantum well peak and no selective emission from
the quantum wires is observed for PL measurements. This point has been
discussed in 1.3.5. When the applied bias changes from 1.6 to -0.4 V, signifi-
cant redshifts are observed for the quantum wire peak and the quantum well
peak. The built-in voltage for the series of LEDs is 1.6 V. Therefore, when
the applied bias changes from 1.6 to -0.4 V, the electric field is increased. It is
observed that the linewidth of the quantum wire peak and the quantum well
peak increases with increasing electric field. For a quantum well structure,
this can be explained by an enhanced recombination lifetime of excitons due
to the increase of the spatial separation of electrons and holes when increas-
ing the applied electric field [74]. Such an increased broadening of the exciton
linewidth was also observed in a short-period GaAs/(Al,Ga)As superlattice
structure and explained by enhanced interface roughness scattering of elec-
tronic states due to Wannier-Stark localization [75]. The increased slope at
the high energy side is attributed to the doped (Al,Ga)As layer, while such a
tendency is completely quenched for the EL spectra as shown in Figures 1.11
and 1.13. The reason is that electrons and holes only recombine in the intrin-
sic region due to separated injection for EL, but the recombination occurs
in the intrinsic layers as well as in the doped layers for PL. Figure 1.21(b)
shows the µ-PL spectra measured at the fast growing sidewall of sample pin1
at different bias. The linewidth of the quantum wire peak of samples pin2
and pin1 at flat band condition (with the forward bias of 1.6 V) is 13 and 15
meV, respectively. Compared to sample pin1 [Figure 1.21(b)], the quantum
well peak of sample pin2 [Figure 1.21(a)] becomes deteriorated, while the
quantum wire peaks of the two samples still show a reasonable shape.

Figures 1.22(a), (b) and (c) depict the energy position of the quantum
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well peak with respect to the applied electric field for the samples pin10,
pin2 and pin1, respectively, and correspondingly, Figures 1.22(d), (e) and (f)
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Figure 1.21: (a) µ-PL spectra taken at 10 K from the fast growing sidewall for sample
pin2 when the externally applied bias changes from -0.4 to 1.6 V. (b) those for sample
pin1.
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show those of the quantum wire peak for the three samples. Here the energy
position of the quantum well peak is obtained from the µ-PL measurements
with the laser spot exciting on the flat part of the patterned stripe, i.e., not
on a sidewall position. The Al0.3Ga0.7As barrier between the two quantum
wires is 10 nm thick for sample pin10, thus the two quantum wires and
quantum wells are electronically weakly coupled for sample pin10, while they
are strongly coupled for samples pin2 and pin1. It can be seen that the
quantum well peak as well as the quantum wire peak do almost not change
when increasing the applied electric field for the weakly coupled sample,
while a significant redshift with increasing electric field is observed for the
strongly coupled samples. For the weakly coupled sample, the wave function
is localized in the two quantum wells or the two quantum wires, while for the
strongly coupled sample, the wave function is more delocalized. Therefore,
the behavior of the redshift when increasing the applied electric field for the
strongly coupled sample is due to the strong electronic coupling compared
to the weakly coupled sample. The variation of the wave function of the
ground state for electrons in a strongly coupled quantum well with changing
applied electric field is shown in Figure 1.23, which is obtained by solving
the Schrödinger equation numerically. The potential is schematically drawn.
The calculation indicates that the eigenenergy is decreased with increasing
applied electric field. The redshift of the quantum wire peak is larger than
that of the quantum well peak. For example, for sample pin2, when the
applied electric field is changed from 0 to about 5× 104 V/cm, the quantum
wire peak is redshifted by 29 meV, but the quantum well peak is redshifed by
only 10 meV. The reason is due to the larger layer thickness of the quantum
wire compared to the quantum well.

Although we have observed a significant Stark effect for the strongly cou-
pled sample, the observed effect is still difficult to directly connect to a quan-
tum wire structure. In principle, it is possible to connect the Stark effect with
a quantum wire structure by observing a blueshift of the PL peak [73]. Nev-
ertheless, this is only true for very narrow quantum wire structures. When
an external electric field Eext is applied to a quantum well or quantum wire,
the redshift can be observed if the following relation is satisfied:

Eb(0)− Eb(Eext) < Eq(0)− Eq(Eext), (1.5)

where Eb and Eq denote the exciton binding energy and the quantized ener-
gies of electrons and holes without considering excitonic effect. For a quan-
tum well structure, equation (1.5) is always satisfied. But for a very narrow
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Figure 1.22: (a), (b) and (c) depict the energy position of the quantum well peaks versus
the applied electric field for samples pin10, pin2, and pin1, respectively. (d), (e) and (f)
show those of the quantum wire peaks for the three samples.

quantum wire structure, the exciton binding energy is very large when no
electric field is applied, while, when an electric field is applied, the binding
energy Eb(E) is greatly decreased. The consequence is that, in a range of the
applied electric field from zero to a certain value E0, the following relation is
satisfied:

Eb(0)− Eb(Eext) > Eq(0)− Eq(Eext) (0 < Eext < E0). (1.6)

The above relation then results in a blueshift of the PL peak in quantum wire
structures. Therefore, the possible blueshift is due to the enhanced binding
energy of excitons in quantum wires. For a relatively wide quantum wire,
equation 1.6 cannot be satisfied for any electric field Eext and correspondingly,
no blueshift is observed. In Ref. [73], when the lateral width of the V-groove
is 35 nm, the blue shift is already completely quenched. The width of our
sidewall quantum wire is about 50 nm [37]. This is probably the reason why
we do not observe a blueshift when electric fields are applied to our sidewall
quantum wires.
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Figure 1.23: Variation of the electron wave function of the ground state in a strongly
coupled quantum well when changing the applied electric field.

1.4 Atomic hydrogen effect and its applica-

tion to the sidewall quantum wires

1.4.1 Introduction

Since the first report about the influence of surface-active species, called
surfactants, in heteroepitaxial crystal growth [76], there has been a great
interest in surfactants. During heteroepitaxy, if material A is grown on ma-
terial B in a Frank-van der Merwe or Stranski-Krastanov mode, B will be
grown on A in a Volmer-Weber mode, namely, if A wets B, B will not
wet A [77]. The growth modes are discussed in detail in paragraph 2.1.1.
Therefore, a fundamental difficulty occurs if an A/B/A heterostructure is to
be grown. This disadvantage can be diminished by introducing surfactants,
which can reduce the surface free energy. Atomic hydrogen has been stud-
ied by different groups. Atomic hydrogen is found to be a surfactant in the
heteroepitaxial growth of lattice mismatched systems [78, 79, 80, 81] on sin-
gular surfaces. The merit of introducing atomic hydrogen during growth is to
promote layer-by-layer growth and to suppress island formation by delaying
onset of islanding. For lattice matched homo- and hetero-epitaxy on singular
GaAs(100) and InP(100), atomic hydrogen has been shown to result in a
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flatter surface morphology [82, 83, 84]. On the other hand, atomic hydrogen
induces step-bunching for GaAs grown on high index surfaces, like GaAs(331)
and GaAs(311)A [85, 86]. Moreover, atomic hydrogen shows advantages in
surface cleaning. Compared to the conventional annealing method, atomic
hydrogen can greatly remove carbon and oxygen contaminants due to the
formation of the hydrides of carbon and oxygen and other volatile oxides
[87, 88, 80]. At the same time, the substrate temperature for atomic hydro-
gen cleaning is low (about 400◦C), which is especially good for InP substrates
due to their low congruent temperature [87].

High index surfaces play a promising and advantageous role in the fabrica-
tion of nanostructures by spontaneous pattern formation. It has been shown
that a wire-like morphology can be obtained for the growth of (In,Ga)As on
GaAs (311)A surface [89, 90]. The Stranski-Krastanov transformation for the
growth of (In,Ga)As on GaAs (311)A substrates is delayed compared to that
on conventional (100) substrates [91]. On the other hand, the spontaneous
formation of surface corrugation combined with patterning the substrate of-
fers a new pathway for synthesizing nanostructures [92]. However, studies
about the atomic hydrogen effect in lattice mismatched heteroepitaxy on
high index surfaces and its influence on the sidewall nanostructures is still
lacking. We investigate the influence of atomic hydrogen in the growth of
(In,Ga)As on GaAs(311)A and its application to the sidewall quantum wires.

1.4.2 Results and discussion

Semi-insulating GaAs (311)A substrates were patterned with mesa stripes of
75 µm width and 20 nm depth along the [011̄] direction by photolithography
and wet chemical etching. After cleaning with concentrated sulphuric acid
and rinsing in de-ionized water, the sample was transferred into the MBE
growth chamber. Although H can be used for surface cleaning, in order to
compare between with and without H cases, the native oxide was desorbed
at 580◦C as is done by the conventional method. After a 50 nm GaAs buffer
layer was grown at 610◦C, the substrate was cooled down to 540◦C for the
growth of the other layers. A 3 nm (In,Ga)As layer was grown followed by
3-monolayer GaAs deposition without growth interruption to suppress the In
segregation. Then, after a growth interruption of 10 seconds, a 50 nm GaAs
layer was deposited. Finally, a 3 nm (In,Ga)As top layer was grown for the
observation of the surface morphology by AFM. Here we study two samples.
One is grown without H and the other one is grown by introducing H only
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Figure 1.24: AFM top views of the (In,Ga)As/GaAs quantum well samples with In
composition of 0.28 capped with 3 nm thick (In,Ga)As layer grown without (a) and with
H (b), respectively, on GaAs(311)A. The scan field is 2 µm×2 µm. The black-to-white
height contrast in (a) and (b) is 5 nm.

during the deposition of the (In,Ga)As layer. H was produced by cracking
molecular hydrogen through a hot tungsten filament heated to about 1800◦C.
During the growth with H, the background pressure in the MBE growth
chamber is 3.6×106 Torr. The indium composition of the two samples is
0.28. The growth rate of GaAs is 0.235 µm/h and the As to Ga flux ratio is
about 5.

Figures 1.24(a) and (b) depict the AFM top views of the samples grown
without and with H measured in air, respectively. Both images reveal ar-
rays of laterally periodic wire-like islands oriented along the [2̄33] direction
[90, 91]. The period of the lateral corrugations for the two samples amounts
to about 70 nm and the width of the corrugation is about 50 nm, which
is in agreement with the result of Ref.[89] by MOVPE. The periodicity of
the lateral corrugation is related to the In composition [89]. For higher In
composition, the lateral periodicity is decreased. For the without-H case
[Figure 1.24(a)], some randomly distributed islands are superimposed on
the laterally periodic corrugations, indicating that the Stranski-Krastanov
transformation has occurred. On the other hand, for the with-H case, these
superimposed islands are greatly reduced, implying that atomic hydrogen
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suppresses island formation and delays the onset of islanding. It should
be noted that such a corrugation can appear even for GaAs homoepitaxial
layers grown on GaAs(311)A [91]. The reason can be found in the unique
corrugation-like reconstruction of the GaAs (311)A surface [93, 94]. The
corrugation of (In,Ga)As epilayers already relaxes the strain energy delaying
the Stranski-Krastanov transformation. From this point of view, the cor-
rugations on GaAs(311)A seems to behave like a “wetting” layer, although
they are actually 3D islands.

For the Stranski-Krastanov growth mode, the thickness for the transition
from two dimensional (2D) growth to three dimensional (3D) island forma-
tion will decrease with increasing the growth temperature [95]. Growth at
high temperature is closer to equilibrium, indicating that the relaxation by
islanding is energetically favored. From this point of view, we propose that
H decreases the adatom migration length, thus resulting in a delay of the
onset of islanding, as has been shown by our results. However, it should be
noted that this is still a topic of great debate in the case of GaAs (100) sur-
faces [84, 96]. We also grew two (In,Ga)As single layer samples. For one of
them, H was introduced during the deposition of (In,Ga)As. The 3 nm thick
(In,Ga)As layer is grown after the deposition of the 50 nm thick GaAs buffer
layer. The In composition of the two samples is 0.2. Figures 1.25(a) and (b)
depict the AFM top views for the without- and with-H case, respectively.
For both samples, no superimposed dot-like islands are observed. For this
situation, the AFM images show no significant difference between the with-H
and without-H samples indicating that the influence of atomic hydrogen on
the growth of the wire-like corrugations is negligible. The long corrugations
can be directly used to fabricate quantum wires.

Next we consider (In,Ga)As growth on patterned GaAs (311)A substrates.
Figures 1.26(a) and (b) show the AFM images measured at the edge of the
fast growing sidewall for the samples on patterned GaAs(311)A without and
with H, respectively. For the without-H case, the superimposed islands ap-
pear at the top and the bottom of the mesa, but the edge of the mesa within
about 1 µm range is completely free of islands and only the spontaneous cor-
rugation can be seen. Two possibilities might explain the fact that no islands
form on the edge of the mesa. One is that In adatoms migrate away from
the edge of the mesa. The other is that the convex shape of the fast growing
sidewall can partially relax strain and, thus, the relaxation by islanding is
not favored at the edge of the fast growing sidewall. Because the former
seems not to result in a fast growing sidewall, we tend to favor the latter
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Figure 1.25: AFM top views of the single-layer (In,Ga)As samples with In composition
of 0.2 grown without (a) and with H (b), respectively, on GaAs(311)A. The scan field is 2
µm×2 µm. The black-to-white height contrast in (a) and (b) is 4 nm.

explanation. For the with-H case, the islands at the top and the bottom of
the mesa have been greatly suppressed.

Figure 1.27 shows the µ-PL spectra measured at 12 K with the laser spot
exciting at the fast growing sidewall for the with-H (top of Figure 1.27) and
without-H (bottom of Figure 1.27) samples. The diameter of the laser spot
was controlled to be about 2 µm by a confocal imaging system. The peak
located at the lower-energy side is attributed to the nanostructures from
the edge of the mesa and that at the higher energy side is related to the
nanostructures from the top and the bottom of the mesa. The undulation
peaks appearing on the envelopes of the two peaks are due to the structural
nonuniformity. The µ-PL peak separation between the two peaks are 23 meV
for the with-H sample and 13 meV for the without-H sample, respectively,
while both spectra reveal that the peak positions of the nanostructures at the
edge of the mesa are the same for the two samples. This can be understood
by examining the Figures 1.26(a) and (b). Because H strongly suppresses
the island formation, the average layer thickness of (In,Ga)As at the top and
the bottom of the mesa of the without-H sample is smaller than that of the
with-H sample. This result in a blueshift of the peak at the higher energy
side for the with-H case compared to the without-H case. For the potential
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Figure 1.26: AFM images of (In,Ga)As samples grown on patterned GaAs(311)A with-
out H (a) and with H (b), measured arround the fastgrowing sidewall.

device applications of the sidewall nanostructures at room temperature, it
is essential to make the peak separation larger. We thus conclude that the
utilization of H is beneficial to the sidewall nanostructures.

In conclusion, atomic hydrogen plays a surfactant role in the growth of
(In,Ga)As on GaAs(311)A. Atomic hydrogen suppresses island formation
and delays the relaxation by islanding. We propose that atomic hydrogen
decreases the adatom migration length in lattice mismatched systems. The
utilization of atomic hydrogen enlarges the PL peak separation between the
nanostructures located at the edge of the mesa and those at the top and the
bottom of the mesa on patterned GaAs (311)A substrate.
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Figure 1.27: µ-PL spectra measured at 12 K with the laser spot exciting at the fast
growing sidewall for the with-H (top) and the without-H (bottom) samples, respectively.
The peak located at the lower energy side is attributed to the nanostructures at the edge
of the mesa. The peak at the higher energy side is attributed to the nanostructures at the
top and bottom of the mesa.



Chapter 2

Self-organized quantum wires
on GaAs(100)

2.1 Shape transition

2.1.1 Growth mode

The study of epitaxial growth mechanisms has a long history and a large
variety of material systems have been investigated. Three growth modes are
usually distinguished in heteroepitaxy, called Frank-van der Merwe, Volmer-
Weber, and Stranski-Krastanov, describing layer-by-layer, islanding, and
layer-by-layer plus islanding [77, 97]. Theoretically, neglecting strain energy,
the growth mode is determined by the surface free energy of the epitaxial
film, the surface free energy of the substrate, and the interface energy. For
very thin layers, if material A is deposited on material B, only two kinds
of surface morphologies are possible [98]. As schematically shown in Figures
2.1(a) and (b), one case is that material A uniformly covers material B and
the other case is that material A forms 3D islands on material B. Supposing
that η per cent of the surface is covered by 3D islands for the latter case,
the total energy per unit area corresponding to the cases (a) and (b) then
is, respectively, Ea = γA + γi and Eb = ηγA + ηγi + (1 − η)γB, where γA,
γB, and γi denote the surface free energies per unit area of the interface be-
tween material A and the vacuum, of the interface between material B and
the vacuum, and of the interface between material A and B, respectively.
The growth mode is determined by the relationship of Ea and Eb which is
equivalent to that of γi + γA and γB. Hence, if γi + γA > γB, the growth of
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Figure 2.1: Two alternative epitaxial growth modes neglecting strain. (a): The epitaxial
layer uniformly covers the surface of substrate; (b): the epitaxial layer forms 3D islands
on the surface of the substrate (A. Zangwill, [98]).

3D islands is favored, i.e., Volmer-Weber growth mode occurs. On the other
hand, if γi+γA < γB, the growth mode is Frank-van der Merwe. For strained
systems, the lattice misfit introduces a strain energy which increases linearly
with the overlayer thickness. This misfit induced strain energy does not allow
growth of more than several monolayers and can be relaxed by formation of
3D islands. Therefore, Stranski-Krastanov growth occurs for systems with
small interface energy and large lattice mismatch with the formation of a 2D
“wetting” layer [99, 100] in the initial stage of growth, which is absent in the
Volmer-Weber growth mode. Figure 2.2 schematically shows the topological
evolution of the three distinct epitaxial growth modes [97].

Experimentally, the growth mode can be distinguished by the favored
surface morphology after deposition of one monolayer of material [101]. If
the morphology shows 3D clusters, it is a Volmer-Weber system. If the
morphology shows a uniform layer, it is either a Frank-van der Merwe or a
Stranski-Krastanov system. The latter can be distinguished by the occur-
rence of 3D islands at a coverage above one monolayer.

2.1.2 Surface morphorlogy of (In,Ga)As single layers

The three growth modes discussed before are found experimentally in the epi-
taxy of semiconductors and metals. For semiconductors, the heteroepitaxy
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Figure 2.2: Schematic views of the three topologically distinct epitaxial growth modes
(Kern, Le Lay and Metois, [97]).

of Ge on Si and (In,Ga)As on GaAs follows the Stranski-Krastanov growth
mode which has been studied intensively. Traditionally, the creation of dis-
locations is regarded as a prerequisite for the transformation from 2D layers
to 3D islands for the Stranski-Krastanov growth mode [102]. However, uni-
formly strained 2D layers are generally unstable or metastable [103, 104, 105]
and can also relax by undergoing a morphological change of the surface pro-
file [106, 107]. For thin films, this results in the formation of dislocation-free
islands, the “coherent” Stranski-Krastanov growth mode. After the first ex-
perimental report of dislocation-free islands in the growth of Ge on Si [106],
this coherent Stranski-Krastanov mode was also reported for highly strained
(In,Ga)As on GaAs(100) [107]. The importance of the study of the relaxation
process [108, 109, 110, 111, 112, 113, 114] lies in two aspects: one is to under-
stand the growth mechanisms and accordingly to get optimum experimental
conditions for crystal growth. The other is that these coherent 3D islands
can be utilized to fabricate quantum dots, most prominent InAs quantum
dots on GaAs, which is currently studied intensively [21, 22, 23, 24, 25].

Quantum dots are 3D islands of a low-band-gap semiconductor enclosed
by a wide-band-gap semiconductor matrix. The size of the dots should be
small enough to show quantum confinement, on the other hand, they should
be large enough that at least one bound state levels exists. If elongated
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Figure 2.3: AFM top views of the 1.8-nm thick (In,Ga)As single layer samples with the
In composition of 0.35 grown at 540 (a), 475 (b), and 430◦C (c) on GaAs(100). The scan
field of (a), (b) and (c) is 1 µm×1 µm, 0.5 µm×0.5 µm, and 0.5 µm×0.5 µm, respectively.
The black-to-white height contrast is 3 nm for all images.

islands can be obtained, they may be used as a template for quantum wire
formation. Therefore, it is of importance to study the influence of the growth
conditions on the shape and size of 3D islands [115, 116, 22, 117, 118].

A series of (In,Ga)As single layer samples with different In compositions
were grown on GaAs(100) at different growth temperatures. In order to
investigate the shape transition (this will be discussed in detail in paragraph
2.1.4), the thickness of the (In,Ga)As single layers is kept constant at 1.8 nm.
The samples were grown by conventional solid source MBE. After the native
oxide was desorbed at 580◦C, a 110 nm thick GaAs buffer layer was grown
before the substrate was cooled down to the temperature for the (In,Ga)As
single layer deposition. The growth rate of GaAs was 0.235 µm/h and the
As to Ga flux ratio was about 5 with the As4 background pressure during
growth of about 3.8×10−8 Torr. The AFM measurements were performed ex
situ in contact mode in air by using a 75 µm scanner.

Figures 2.3(a), (b) and (c) display the AFM top views of the samples with
In composition of 0.35 (In composition determined by XRD and RHEED
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oscillations discussed later) grown at the substrate temperatures of 540, 475
and 430◦C, respectively. In-situ monitoring of RHEED intensity oscillations
shows that the initial growth is layer-by-layer which is already suppressed
after 1.8 nm (In,Ga)As deposition (after about 20 seconds) showing that the
growth follows Stranski-Krastanov mode under these growth conditions. The
three AFM images in Figure 2.3 reveal the surface morphologies of 3D islands
indicating that Stranski-Krastanov growth transformation has occurred. For
the sample grown at 540◦C [Figure 2.3(a)], the islands are slightly elongated
(for most islands, the length to width ratio is about 6). At relatively low
growth temperatures [Figures 2.3(b) and (c)], more symmetrically shaped
islands are revealed. The average diameters of the islands in Figures 2.3(b)
and (c) are about 28 and 18 nm, respectively, demonstrating that, for a fixed
In composition and layer thickness, the sizes of the islands can be varied by
changing the growth temperature. From AFM measurements, it is clear that
different morphologies are obtained at different growth temperature. Since
the growth temperature directly governs the surface diffusion length, it is
thus concluded that the formation of dislocation-free islands is a kinetically
limited process [116]. On the other hand, Figures 2.4(a) and (b) display AFM
images of samples grown at 540◦C with the In composition of 0.25 and 0.45,
respectively. Comparison of Figures 2.4(a) and (b) with Figures 2.3(a), (b)
and (c) reveals that, with increasing In composition, elongated islands tend to
transform into more round-shaped islands suggesting that the islands shape
is also controlled by adjusting the In composition. We believe that elongated
island formation is possible even for layers with higher In composition if the
growth temperature and layer thickness are adjusted appropriately. This
shape transition will be discussed in detail in 2.1.4.

The growth of (In,Ga)As on GaAs follows the Stranski-Krastanov mode.
From AFM, it is in fact surprising that we do not observe a pure 2D growth
mode (also refer to the RHEED studies discussed later) even when the
(In,Ga)As layer is only 1.8-nm thick and the In composition is 0.35. How-
ever, this layer-by-layer growth is also a kinetically limited process [95]. For
a constant lattice mismatch, the thickness for transition from the 2D layer to
coherent 3D island formation increases with decreasing growth temperature,
i.e., decreasing surface diffusion length. At near-equilibrium conditions, i.e.,
at high growth temperature and small growth rate, where the diffusion length
is large, the transition layer thickness is very thin [95]. Therefore, for the
samples with dot- and wire-like morphologies, the wetting layer is expected
to be very thin, as indicated by the TEM images in paragraph 2.3. It should
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Figure 2.4: AFM top views of the 1.8-nm thick (In,Ga)As single layer samples with the
In composition of 0.28 (a) and 0.45 (b) grown at 540◦C on GaAs(100). The scan field of
(a) and (b) is 1 µm×1 µm. The black-to-white height contrast is 3 nm for the two images.

be emphasized that the formation of the Stranski-Krastanov growth mode
is based on an equilibrium concept implying that at near equilibrium condi-
tions the growth results in islands on a 2D wetting layer. At actual growth
conditions which are far from equilibrium, the growth mode for Stranski-
Krastanov systems at equilibrium can even be of Volmer-Weber type [119].
It is still not clear whether Stranski-Krastanov growth is a kinetically lim-
ited process. At actual growth conditions which are far from equilibrium,
the layer-by-layer growth can be greatly increased, which is confirmed by
our results. Correspondingly, the growth of a 1.8-nm-thick (In,Ga)As sin-
gle layer with In composition of 0.35 grown at 330◦C is found to be 2D,
as shown in Figure 2.5. Our results demonstrate that the shape and size
of 3D (In,Ga)As islands are kinetically controlled, i.e., strongly dependent
on the growth temperature. Therefore, to control the shape and the size of
the 3D islands, great attention must be paid to the growth kinetics which is
determined by the substrate temperature and growth rate.
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Figure 2.5: AFM top view of the 1.8-nm thick (In,Ga)As single layer sample with the
In composition of 0.35 grown at 330◦C (c) on GaAs(100). The scan field is 5 µm×5 µm.
The black-to-white height contrast is 2 nm.

2.1.3 RHEED characterization

Reflection high energy electron diffraction (RHEED) is the most powerful
technique to monitor in situ the layer growth by MBE [120, 1]. In RHEED,
electrons of a few keV to ∼ 100 keV are directed towards the surface of the
sample in an extremely small angles of incidence (0.5◦ to 2.5◦). Therefore,
electrons penetrate only the first to second topmost atomic layers of a smooth
surface making RHEED very sensitive to surface information. RHEED is an
established technique [121]. In the 1950s and 1960s, RHEED had been em-
ployed to determine the growth mode of epitaxial metal films [122]. However,
its truly wide use stems from the appearance of MBE because one constraint
for the employment of RHEED is that the vacuum must be high enough to
avoid the scattering of electrons by the background gas molecules. Therefore,
RHEED cannot be used in the normal pressure chemical vapor deposition
such as metalorganic vapor phase epitaxy. Moreover, the extreme small inci-
dence and exit angles of the electron beam facilitate the in situ observation
of RHEED in MBE. In MBE, RHEED has now become a routinely used and
very important tool for growth studies.

The diffraction of electrons in crystals can be understood by the classic
theory developed by Bragg and Laue. When strong diffraction occurs, the
condition, Ks − Ki = G, must be satisfied, where Ks, Ki, and G denote
the scattered wavevector, the incident wave vector, and a reciprocal lattice
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(a) (b)

Figure 2.6: RHEED patterns of the GaAs(100) surface showing (2 × 4) reconstruction.
(a) and (b) are viewed along the [011] and [01̄1] azimuths, respectively.

vector, respectively. This is the Laue condition which is equivalent to Bragg
law. However, in the case of RHEED, where only a few crystal planes parallel
to the surface contribute to the diffraction, the set of reciprocal lattice points
perpendicular to the surface is replaced by a set of continuous reciprocal
lattice ”rods”. This approximation can be thought of as relaxation of the
Laue condition from the three dimensional case to two dimensional case [121].
Thus, the RHEED pattern reflects the corresponding surface structure in
reciprocal space projected along the observation direction.

A very useful characteristic feature of RHEED for growth studies is the
periodic intensity oscillation of the RHEED pattern. Intensity oscillations
of RHEED patterns were first discovered in 1981 [123] and can provide a
fairly precise indication of the growth rate in MBE. A simple explanation
of RHEED oscillations relies on the assumption that the growth is layer-
by-layer via 2D island nucleation and coalescence [122]. When atoms are
impinging on the surface of the sample, they nucleate and develop as small
2D islands. These 2D islands then grow and coalesce via the Frank van der
Merwe growth mode. The reflectivity maxima correspond to scattering from
atomically smooth surfaces where the growth in the layer-by-layer mode is ei-
ther at the initial point or at the end point of one monolayer deposition, while
the reflectivity minima correspond to scattering from maximally disordered
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surfaces where the growth is at the point of half a monolayer deposition.
Therefore, one period of the intensity oscillations corresponds to one mono-
layer growth. Care should, however, be taken for the treatment of RHEED
oscillations because in principle the observed intensity integrates the contri-
butions from the elastically and the diffusely scattered electrons [122]. For a
fixed observation azimuth, the “phase” [124] of the oscillations strongly de-
pends on the incident angles, which can be qualitatively explained in terms
of the relative contributions of elastic scattering and diffuse scattering to the
measured intensity [122]. If intensity oscillations are recorded from locations
of the RHEED pattern which correspond to a mixture of elastic and diffuse
scattering, the oscillation periodicity may be maintained, but usually the
oscillation period is smaller compared to that where elastic or diffuse scat-
tering dominates [122]. This fact may partially be the reason why usually the
growth rate obtained from RHEED is larger than that obtained from x-ray
diffraction measurement. In practice, even for homoepitaxy such as GaAs
grown on GaAs, no persistent oscillations are maintained. This damping of
the oscillations can be interpreted by a step density model. When oscillations
occur, the step density changes periodically. When the oscillations are com-
pletely damped, the step density reaches a constant value when the arriving
adatoms migrate to the step edges of existing islands rather than to nucleate
new 2D islands on the terraces. Under this condition, growth occurs by a
regular step propagation.

During the deposition of the buffer layer, the RHEED pattern shows a
(2 × 4) surface reconstruction [125] as depicted in Figures 2.6(a) and (b).
Figure 2.7 shows the RHEED intensity oscillations measured at the specular
spot giving the growth rate of GaAs of 0.2487 µm/h, which is in agreement
with the value of 0.235 µm/h obtained from x-ray diffraction. Figure 2.8(a),
(b), and (c) depict the intensity oscillations of the background during the
deposition of (In,Ga)As for the samples with In composition of 0.35 grown
at the substrate temperatures of 540, 475, and 430◦C, respectively, i.e., corre-
sponding to the samples with surface morphologies shown in Figures 2.3(a),
(b) and (c), respectively. The intensity oscillations show that the initial de-
position stage of (In,Ga)As is layer-by-layer and, after about 4 monolayers
deposition, the 3D island formation is initiated which suppresses the inten-
sity oscillations, indicating that Stranski-Krastanov growth occurs. For the
layer by layer growth, when growth is initiated, the diffuse scattering is in-
creased [122]. The intensity recorded from a background spot is dominated
by diffuse scattering while that from a specular spot is dominated by elastic
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Figure 2.7: RHEED intensity oscillations for GaAs growth on GaAs(100). The obser-
vation is in the [011] azimuth at the specular spot. The surface reconstruction is (2 × 4).

scattering. Therefore, when growth is initiated, the intensity from a specular
spot is decreased while that from a background spot is increased [as shown in
Figures 2.8(a), (b) and (c)], i.e., the “phase” is different [122]. When growth
transforms from the layer-by-layer to 3D islanding mode, in our case, the
background intensity was found to increase continuously and then becomes
stable. However, the different background intensities for the three samples in
the final growth stage as shown in the inset of Figure 2.8 may indicate that
the (In,Ga)As single layers grown at different substrate temperatures have
a different surface morphology which results in different diffuse scattering.
In Ref. [126], when growth is in 3D islanding mode, the intensity recorded
from a specular spot is also found to increase continuously. The reason is
probably due to the continuously increased diffuse scattering. Figure 2.9 and
Figure 2.10 are the corresponding RHEED patterns recorded after deposition
of 1.8 nm (In,Ga)As at the growth temperatures of 540 and 475 ◦, respec-
tively. For the (In,Ga)As layer grown at 475◦C, the spotty RHEED patterns
[Figure 2.10(a) and (b)] looks similar when observed along the [011] and the
[01̄1] azimuths, while, for the (In,Ga)As layer grown at 540◦C, the RHEED
pattern is spotty when observed along the [011] azimuth [Figure 2.9(b)], but
is streaky when observed along the [01̄1] azimuth [Figure 2.9(a)]. The spotty
RHEED patterns indicate that 3D islands exist on the surface. Although
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Figure 2.8: RHEED intensity oscillations during the growth of In0.35Ga0.65As on
GaAs(100) at substrate temperatures of 540 (a), 475 (b) and 430◦C (c). The observa-
tion is along the [011] azimuth from a window set at the background. The inset shows the
same curves with low magnification.

there are several origins accounting for streaky RHEED patterns, consider-
ing the information given by AFM (Figure 2.3), we attribute the streaky
RHEED pattern observed along the [011] azimuth to the presence of elon-
gated islands along the [01̄1] direction. For the 1.8-nm thick (In,Ga)As layer
grown at 430◦C, the RHEED pattern looks similar to Figure 2.10 and is not
shown here. The In compositions obtained for different growth temperatures
from Figure 2.8(a), (b) and (c) are almost the same, indicating that In des-
orption can be neglected when the substrate temperature is below 540◦C.
The In composition determined from the RHEED oscillations, however, is
0.38, which is somewhat larger than the value of 0.35 obtained from x-ray
diffraction. The reason could be that overshooting of In flux in the initial
growth stage occurs when the shutter is opened.

Figures 2.11(a), (b) and (c) depict the intensity oscillations of the back-
ground during the deposition of (In,Ga)As for samples with In composition
of 0.35, 0.28 and 0.20, respectively, grown at the same substrate temperature
of 540◦C. The In source temperatures corresponding to Figures 2.11(a), (b)
and (c) are the same as those of samples SL25, SL17 and SL13, respectively.
The latter three samples will be discussed in the following part. It should be
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(a) (b)

Figure 2.9: RHEED patterns after 1.8-nm thick In0.35Ga0.65As is deposited at 540◦C.
(a) and (b) are observed along the [01̄1] and [011] directions, respectively.

Figure 2.10: RHEED patterns after 1.8-nm thick In0.35Ga0.65As is deposited at 475◦C.
(a) and (b) are observed along the [01̄1] and [011] directions, respectively.

noticed that the background intensity for the samples with In composition
of 0.35 and 0.28 increases continuously when 3D island growth starts to oc-
cur. On the other hand, such an increase of the background intensity is not
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Figure 2.11: RHEED intensity oscillations during the growth of (In,Ga)As with In
composition of 0.35 (a), 0.28 (b), and 0.20 (c) on GaAs(100) at the substrate temperature
of 540◦C. The observation is along the [011] azimuth at a background window. The inset
shows the same curves with low magnification.

found for the sample with In composition of 0.20. This implies that, after
1.8 nm (about 22 seconds) deposition of (In,Ga)As, 3D island formation still
does not occur, which is confirmed through the observations of the surface
morphology by AFM images shown in the subsequent part (Figure 2.19).
Figure 2.12 shows the RHEED pattern after 1.8 nm deposition of (In,Ga)As
for the sample with In composition of 0.35 grown at 330◦. The streaky
RHEED patterns, rather than spotty ones (like in Figures 2.9 and 2.10) is
indicative of 2D growth, which is again supported by the AFM observations
(Figure 2.5).

2.1.4 Shape transition

Theory

Tersoff and Tromp [127] have predicted that elongated island formation, as
an approach to the fabrication of quantum wires, is a universal property in
strained systems. Subsequent theoretical work [128, 129, 130] led to the same
conclusion. Their prediction has been confirmed for CoSi2 on Si(100) [131].
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(a) (b)

Figure 2.12: RHEED patterns after 1.8-nm thick In0.35Ga0.65As is deposited at 330◦C
on GaAs(100). (a) and (b) are observed along the [01̄1] and [011] azimuth directions,
respectively.

However, although some elongated island formation has been reported, such
as InAs on InP(100) [27] and (In,Ga)As on GaAs(100) [28, 132], to the best
of our knowledge, an experimental demonstration of the shape transition
from dot-like to elongated islands in some important strained systems, such
as (In,Ga)As on GaAs(100), still lacks. As shown in 2.1.2, our solution
to realize this shape transition in (In,Ga)As/GaAs(100) is by changing the
growth temperature. The shape transition, as shown in Figures 2.3 (a),
(b) and (c), can be explained by Tersoff and Tromp’s theoretical work [127]
described below.

For simplicity, Ref. [127] assumes a rectangularly shaped island with con-
tact angle θ, width s, length t, and height h, in the x, y, z directions, as
schematically shown in Figure 2.13. The island energy can be written as

E = Es + Er, (2.1)

where Es and Er denote the extra surface and interface energy, and the strain
energy, respectively. Neglecting the edge energy, the extra surface energy is

Es = st(γi + γt − γs) + 2(s+ t)[hγe csc θ − h cot θ(γt + γs − γi)/2], (2.2)
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where γs, γt, γe are the surface energy (per unit area) of the substrate and of
the island’s top and edge facets, respectively, and γi is the interface energy
between the island and the substrate. For Stranski-Krastanov growth, the
appropriate reference for the substrate is not the bare substrate surface, but
the surface of the wetting layer. Thus, with γt = γs and γi = 0, equation (2.2)
becomes

Es = 2(s+ t)hΓ, (2.3)

where Γ = γe csc θ − γs cot θ. For very thin films, where s 
 h and t 
 h,
the strain energy can be written as [127]

Er = −2ch2[s ln(
t

φh
) + t ln(

s

φh
)], (2.4)

where c = σ2b (1 − ν)/2πµ, ν and µ are the Poisson ratio and the shear
modulus of the substrate, and φ = e−3/2 cot θ for convenience. σb is the xx
or yy component of the bulk stress of the epilayer uniformly strained to fit
the substrate along the x and y directions. From equations (2.3) and (2.4),
the island energy per unit volume can be written as

E

V
= 2Γ(

1

s
+

1

t
)− 2ch[

1

s
ln(
s

φh
) +

1

t
ln(

t

φh
)], (2.5)

where V = hst denotes the volume of the island.
The island growth not only depends on energetics, but also on kinetics.

Ref. [127] considers the growth kinetics by assuming that as atoms arriving
on the surface diffuse towards the islands, where they tend to stick to the
beveled edge rather than to diffuse to the top facet of the island. This growth
kinetics results in a roughly constant height h of the island because the island
height h grows slowly compared to the island width s and length t. Thus,
the growth kinetics can be taken into account by minimizing the energy with
respect to s and t, keeping h constant. θ is also fixed for simplicity. There
are two distinct cases of the theory, which should be discussed separately.

(a), The energy per unit volume E
V

is minimized with respect to the
island width s and length t by optimizing the volume of the island instead
of fixing it. The resulting minimum E

V
corresponds to the island size where

s = t = a0 = eφhe
Γ
ch . This corresponds to the case where the adatom

diffusion length is large enough to pass materials between islands such that
isolated islands reach their optimized shape where the energy per unit volume
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Figure 2.13: Schematic drawing of the elongated shape of the island assumed in the
theory by Tersoff and Tromp, [127]. s, h and θ denote width, height and contact angle,
respectively.

is minimum. Namely, this case applies to very slow growth rates close to the
thermodynamic limit.

The physical origin of this case is that small islands have a large surface
energy per unit volume due to the large surface-to-volume ratio, and thus
are unfavorable. Large islands have a small surface energy per unit volume,
but cannot relax their elastic energy efficiently. The best trade-off between
surface energy and strain energy is thus realized at intermediate size.

(b), The energy per unit volume E
V

is minimized with respect to the is-
land shape, i.e., t/s, by fixing the volume of the island. This corresponds
to the case where the adatom diffusion length is small enough that the dif-
fusion between islands can be neglected and deposited material will attach
to the nearest island. The island then will grow without bounds, but for a
fixed island volume, the island shape is determined through the restriction
relationship of equation (2.5). This case applies to rapid growth and is prob-
ably more suitable for typical growth conditions, where the islands are too
far apart to coalesce or ripen. For the compactness of description, we use a
“reduced energy equation” by defining ε = E

2V ch
and s = σa0, t = τa0. Then

equation (2.5) becomes

a0ε = −σ + τ
στ

− 1

τ
ln τ − 1

σ
lnσ. (2.6)

Set λ = στ =⇒ τ = λ
σ
, and fix the volume V = hst. Because h is kept
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Figure 2.14: The solid line shows the width and length of island vs the area of island
recalculated numerically according to the theory by Tersoff and Tromp, Ref. [127]. The
solid circles are the experimental points corresponding to (a), (b) and (c) in Figure 2.3,
showing the shape transition from square to elongated islands. The unit of the width
and the length of the island is a0 = 281.4Å. The unit of the area of the island is a2

0 =
79185.96 Å2. The island becomes elongated when the area of the island is larger than
ea0 × ea0. The scales are logarithmic.

constant, fixing V is equivalent to fixing λ and equation (2.6) becomes

a0ε = −σ
λ
− 1

σ
− σ
λ
ln
λ

σ
− 1

σ
lnσ. (2.7)

Minimizing ε with respect to σ gives

∂ε

∂σ
=

1

σ2
lnσ − 1

λ
ln
λ

σ
= 0. (2.8)

Equation (2.8) can only be solved numerically. The solid line in Figure 2.14
shows the result of the numerical calculation of the island width σ and length
τ = λ/σ with respect to the island area λ2. Please note that in Figure 2.14,
the unit of the island width and length is a0 and the unit of the island area
is a20. It can be seen that the shape of the island remains squared, i.e., s = t,
when the island area is smaller than e2a20. However, the island becomes elon-
gated when its area increases beyond e2a20. As indicated in Figure 2.14, the
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Figure 2.15: The solid line shows energy per unit volume of the island, in units of ch
a0

,
vs the area of the island recalculated numerically according to the theory by Tersoff and
Tromp, Ref. [127], by assuming fixed h and θ. The dotted line shows the energy if the
shape of the island remained square.

island width asymptotically equals a0 for large island areas. This conclusion
can be directly deduced from equation (2.8). From equation (2.8), it follows
lnσ = σ2

λ+σ2
lnλ, therefore, when λ→ ∞, we get σ → 1 =⇒ s = σa0 → a0.

When the island becomes large enough, if the island is still square-shaped,
the elastic relaxation becomes negligible as the island grows. The island can
then achieve the optimal trade-off between surface energy and strain energy
by transforming into a rectangular shape. As shown by the calculated solid
line in Figure 2.14, the island can grow arbitrarily large, but the island width
is almost kept constant, implying that the uniformity of the islands could be
very good. This offers a very promising mechanism for self-organization of
quantum wires. The solid line in Figure 2.15 depicts the energy per unit
volume, in units of ch/a0, as a function of the island area calculated by
assuming the island shape as shown in Figure 2.14, while the dotted line
shows the energy per unit volume by assuming a square shape of the island. It
can be seen that, when the island area is larger than e2a20, the symmetrically-
shaped island has a larger energy and is therefore not favored.



65

Results and discussion

The three AFM images shown in Figure 2.3 in fact demonstrate the exis-
tence of the shape transition from isotropic islands to elongated islands. For
a quantitative comparison between the theory and the experiments, we use
the island height h = 1.8 nm and the contact angle θ = 9.3◦, which are ob-
tained from AFM line-scans. As mentioned above, the appropriate reference
for the substrate in this case is the (In,Ga)As wetting layer. The In compo-
sition corresponding to the three AFM images is 0.35. The elastic moduli of
(In,Ga)As are C11 = 10.592×1011 dyn/cm2, and C12 = 5.042×1011 dyn/cm2

[55]. Poisson ratio ν, shear modulus µ, and bulk stress σb are related to C11
and C12, and can be directly determined by the relationships:

ν =
C11

C11 + C12
, (2.9)

µ =
C211 + C11C12 − 2C212

2(C11 + C12)
, (2.10)

and

σb = (C11 + C12 − 2C212
C11

)ε‖. (2.11)

Here ε‖ is the lattice mismatch between the (In,Ga)As wetting layer and the
GaAs substrate. We use γe = 57 meV/Å2 and γs = 57 meV/Å2, which are
obtained by linearly interpolating between the surface free energy data of
GaAs and InAs [133, 134].

Finally, we get Γ = 4.63 meV/Å2 and a0 = 281.4 Å. The solid circles
in Figure 2.14 correspond to the experimental points determined from Fig-
ure 2.3. A good agreement between the theory and our experimental data
can be obtained for a0 = 280 Å, implying that the theoretical considerations
in the model describes the principal features of island growth and are thus
sufficient.

Several important features should be considered when comparing the
model with the experimental data. First, the key point to test the model
is to keep the island height h relatively constant. Our approach to realize
this shape transition is to deposit a constant number of monolayers of ma-
terial at different growth temperatures. In principle, 3D coherent strained
islands can lower their strain energy by increasing their height. However, if
the increase in height of a 3D island is kinetically limited, the island may
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grow only laterally keeping its height constant. Then shape transition oc-
curs. This is the key point for understanding the observed shape transition.
From the AFM images [Figure 2.3(a), (b), and (c)], the average height of
the islands corresponding to the samples grown at different temperatures is
relatively constant. Second, the surface free energy data for (In,Ga)As for ar-
bitrary In composition are not well documented in the literature. Therefore,
the data for the calculation are obtained by linearly interpolating between
the data of GaAs and InAs according to the In composition. The used data
of surface free energy for GaAs(100) and InAs(100) are 65 and 44 meV/Å2,
respectively [133, 134]. The value of γe used in the calculation is equal to
γs. This may be justified by the small contact angle between the two planes
of only about 9.3◦ by considering the Wulff plot [98, 135], which is a polar
plot of the surface free energy with respect to the surface orientation. Fi-
nally, the model in Ref. [127] assumes that the islands are well separated and
island-island interaction is not taken into account. Tersoff, however, pointed
out that the correction by considering island-island interaction is of relatively
little importance, even when the surface is half covered [136].

2.2 Self-organized quantum wires

2.2.1 Fabrication of self-organized quantum wires

Self-organized correlation

In section 2.1.4, we have demonstrated the shape transition from squared
to elongated islands for the growth of single layer (In,Ga)As on GaAs (100)
substrates and discussed the growth mechanism. In the following, fabrica-
tion of quantum wires based on these elongated islands will be pursued. The
uniformity of these elongated islands by the growth of (In,Ga)As single layer
can be rather good, however, it is not yet satisfactory for most practical ap-
plications. For potential applications in optoelectronic devices, it is crucial to
fabricate uniform and long wires. Fabrication of quantum wires and quantum
dots with regular in-plane spatial distribution and enhanced size uniformity
has always been a challenge for crystal growth technology. Thanks to the
nature of strained island formation, vertical self-organization, i.e., vertically
correlated arrangements of 3D islands, may be a key solution to this problem
[137]. Due to the strain field induced by the buried 3D islands on the sur-
face, subsequent island deposition will be favored at those substrate locations
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where the strain field induces a local minimum of lattice mismatch [138, 139].
Therefore, new islands tend to nucleate on the top of the buried strained is-
lands and a vertical correlation is then generated. Therefore, the growth of a
superlattice is a good scheme to generate such a vertical self-organization. In
fact, this vertical correlation has been reported for InAs dots on GaAs(100)
and SixGe1−x dots on Si(100). Xie et al [138] studied the vertical correlation
of InAs islands separated by GaAs spacer layers in dependence of the spacer
layer thickness and the lateral separation of the islands. A phenomenologi-
cal model was proposed to treat the interacting island-induced strain field,
which brings about a preferential migration of In adatoms, as the driving
force for vertical self-organization. They pointed out that a high pairing
probability, i.e., an obvious vertical alignment, is related to the thickness of
the spacer layer. Obvious vertical correlation occurs only when the spacer
layer is smaller than a critical value. Tersoff et al [139] gave a simple generic
model treating island formation as a process in which nucleation only occurs
at the surface locations where the misfit is at a local minimum, and nowhere
else. The simulated island positions show not only a vertical ordering but
also, astonishingly, a more uniform island size distribution and spacing with
increasing growth periods.

Uniformity enhancement by superlattice growth

In order to improve the uniformity of elongated islands, we grew two 15-
period (In,Ga)As/GaAs superlattice samples with In composition of 0.35
and 0.28, respectively. For both samples, a 120 nm thick GaAs buffer layer
was grown at 580◦C before the substrate was cooled down to 540◦C within
60 seconds for the superlattice growth. After the (In,Ga)As was deposited,
3-monolayer GaAs were deposited without growth interruption to suppress
indium segregation and then, after 10 second growth interruption, GaAs
growth was started. The layer thicknesses of (In,Ga)As and GaAs are 1.8
and 19 nm, respectively. Finally, to observe the influence of the superlattice
growth on the (In,Ga)As island formation by AFM, a 1.8 nm thick (In,Ga)As
top layer was deposited for both samples. The growth rate of GaAs and the
As to Ga flux ratio were the same as for the single layer growth.

Figure 2.16(a) and (b) depict the AFM top views of the two 15-period
samples with In composition of 0.35 and 0.28, denoted as SLC35 and SLC28,
respectively. Compared to the single layer samples [Figures 2.3(a) and
2.4(a)], the uniformity of the (In,Ga)As islands for both samples is greatly
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Figure 2.16: AFM top views of the 15-period (In,Ga)As/GaAs superlattice samples
continuously grown at 540◦C on GaAs(100) with the In composition of 0.35 (a) and 0.28
(c). The scan field of (a) and (b) is 2 µm×2 µm. The black-to-white height contrast is 8
nm for all images.

improved. For the sample with In composition of 0.35 [Figure 2.16(a)], the
islands become more elongated in some regions, while Figure 2.16(b) (the
sample with In composition of 0.28) does not reveal further island elonga-
tion compared to the single layer sample with the same In composition. The
question now arises if it is possible to further improve the uniformity of the
elongated (In,Ga)As islands and make them even more elongated. For this
purpose, a second series of samples was grown and the details of the sample
preparation are described below.

The series of samples are comprised of three 15-period (In,Ga)As/GaAs
superlattice structures grown at different indium source temperatures,
denoted as SL25, SL17, and SL13, respectively. The indium source temper-
ature of samples SL25 and SL17 were the same as that of samples SLC35
and SLC28, respectively. The thicknesses of the (In,Ga)As and GaAs
layers in the superlattice structures for the three samples were again 1.8
and 19 nm, respectively, for the purpose of comparison with the samples
mentioned above. The GaAs buffer layer of 120 nm was grown at 580◦C
and then the substrate was cooled down to 540◦C within 60 seconds. After
the growth of each (In,Ga)As layer at 540◦C, three monolayers GaAs were
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deposited without growth interruption to suppress indium segregation
before the substrate was heated up to 580◦C for GaAs growth. Finally, a
1.8 nm (In,Ga)As top layer was grown for the observation of the surface
morphology by AFM. The difference of the growth conditions between this
series of samples and the series of SLC35 and SLC28 is that the heating of
the substrate from 540◦C to 580◦C occurs for the preceding ones after the
growth of each (In,Ga)As layer covered by three monolayers GaAs. Some
features of the superlattice samples are displayed in the table below.

sample number SLC35 SLC28 SL25 SL17 SL13
In composition 0.35 0.28 0.25 0.17 0.13

period 15 15 15 15 15
(In,Ga)As 1.8 nm 1.8 nm 1.8 nm 1.8 nm 1.8 nm

layer thickness
GaAs 19 nm 19 nm 19 nm 19 nm 19 nm

layer thickness
growth temperature 540◦C 540◦C 540◦C 540◦C 540◦C

for (In,Ga)As
growth temperature 540◦C 540◦C 580◦C 580◦C 580◦C

for GaAs

Figure 2.17(a) and (b) display the AFM top views of samples SL25 and
SL17, respectively. For comparison, Figure 2.17(c) and (d) show the AFM
top views of the single layer samples which are grown at 540◦C at the same
indium source temperatures as that for samples SL25 and SL17, respectively.
Compared to the two single layer samples [Figures 2.17(c) and (d)] and also
the superlattice samples continuously grown at 540◦C [Figures 2.16(a) and
(b)], the AFM images manifest that the uniformity of the (In,Ga)As islands
for samples SL25 and SL17 has been greatly improved and the islands be-
come much longer (most islands for samples SL25 and SL17 are longer than
3 µm). The process resulting in the improvement of the island uniformity is
not yet well understood. It might be possible that, during the heating of the
substrate from 540 to 580◦, Ostwald ripening [101] occurs. But the ripening
process here seems to result in a more ordered arrangement of the islands
rather than a random one, which might be due to and proves the anisotropic
distribution of the strain field. It can be seen from the AFM images that the
spacing between these cigar-like islands along the [011] direction for the single
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Figure 2.17: (a) and (b) are the AFM images of samples SL25 and SL17 (refer to the
table on page 69), respectively; (c) and (d) are those of the 1.8-nm thick (In,Ga)As single
layer samples grown at 540◦C on GaAs(100) with the same In source temperatures as
SL25 and SL17, respectively. The black-to-white height contrast for (a), (b), (c) and (d)
is 15, 10, 3, and 3 nm, respectively. The scan field for all images is 5 µm×5 µm.

layer samples is the same as the lateral period of the corresponding super-
lattice samples (SLC35 and SLC28, and SL25 and SL17, respectively). This
fact indicates that the islands predominantly align and thus connect each
other along the [01̄1] direction during the ripening. Therefore, the islands
become longer and more laterally ordered. The islands in Figure 2.17(a) are
comprised of dots arranged very closely along the wire direction, which can
be easily seen from the AFM image with enhanced scale depicted in Fig-
ure 2.18(a), while those in Figure 2.17(b) show a more uniform contrast as
can be seen from Figure 2.18(b). The closely arranged dots along the [01̄1]
direction may be treated as a template for the fabrication of strongly coupled
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Figure 2.18: (a) Magnified image of Figure 2.17(a). (b) Magnified image of Fig-
ure 2.17(b). The scan field for (a) and (b) is 2 µm×2 µm. The black-to-white height
contrast is 15 and 10 nm for (a) and (b), respectively.

quantum dots. The root mean square (rms) roughness of the samples SL25
and SL17 over several µm amounts to 4 and 1.9 nm, respectively. The AFM
peak to valley height differences of samples SL25 and SL17 are 18 and 8 nm,
respectively. In contrast, the surface morphology of sample SL13 with the
smallest In composition is smooth, as shown in Figure 2.19. Within several
µm, the RMS roughness is only 0.2 nm and the AFM peak-to-valley height
difference is 0.8 nm. This finding indicates that, for a fixed layer thickness
and growth temperature, the wire-like morphology is obtained when the In
composition surpasses a critical value, and then changes to a dot-like mor-
phology for large In composition. Because AFM only shows the topmost
layer, in the following we employ double crystal x-ray diffractometry (XRD)
and transmission electron microscopy (TEM) to present detailed information
on the layered structure [140].
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Figure 2.19: AFM top view of sample SL13 (refer to the table on page 69). The scan
field is 3 µm×3 µm. The black-to-white height contrast is 2 nm.

2.2.2 X-ray diffraction characterization

Double crystal x-ray diffraction

The technique of x-ray diffraction (XRD) is one of the most widely used
tools for structural characterization. The advantage of this technique lies in
the fact that it is nondestructive and does not require any particular process
of sample preparation. XRD can provide a very accurate determination of
the strain state, the chemical composition, and the individual layer thickness
of semiconductor heterostructures and superlattices. Double crystal XRD is
by far the most common XRD technique utilized to characterize the struc-
ture of epitaxial layers and superlattices [141]. Figure 2.20 schematically
shows the experimental setup of a double crystal x-ray diffractometer em-
ploying the +− nondispersive Bragg geometry [142]. The x-rays from the
source tube first pass through the “first crystal” which is usually a single- or
multi-scattering dislocation-free Ge crystal serving as a monochromator and
collimator designed to diffract only CuKα1 radiation. In order to minimize
the angular divergence of the x-rays striking on the sample, the surface of
the first crystal is usually miscut with respect to the diffraction plane to
achieve an optimal choice of the asymmetry factor. In our case, a rotating
anode of Cu Kα1 radiation is used. A four-crystal Bartels-type configuration
using the Ge (220) reflection with the crystal surface miscut by 15◦ serves as
the monochromator and collimator. The monochromatic x-rays strike on the



73

Sample

X-Ray Source

Slit

Monochromator-
Collimator

Detector

ω θ

Figure 2.20: Schematic drawing of the set-up of the double crystal x-ray diffractometer
(L. Tapfer, [142]).

sample, the so-called “second crystal”, to diffract and finally are recorded
by a NaI scintillation detector. The angle between the incident beam and
the surface of the sample is usually denoted as ω, and that between the
diffracted beam and the surface of the sample as θ. The sample and the
detector rotations are driven by computer-controlled stepping motors.

There are two commonly used scanning modes for double crystal x-ray
diffraction. One is called ω scan, i.e., rocking curve mode, and the other is
called ω−2θ scan. The ω scan is realized by rocking the sample and fixing the
detector at the 2θB position, where θB denotes the kinematical Bragg angle.
The ω − 2θ scan is achieved by following the orientation of the sample and
the detector such that ∆ω = ∆θ is maintained, where ∆ω and ∆θ denote the
angle separations of the incident x-ray beam and the detector, respectively,
from the position where the condition of Bragg diffraction is satisfied. If there
is no slit mounted in front of the detector, namely, an open detector is used,
these two scanning modes are equivalent. However, the rocking curve scan
mode has only a limited angular detection range of about several degrees,
while the angular detection range for ω − 2θ scan mode, in principle, can be
arbitrarily large. The conventional double crystal x-ray diffractometer uses
an open detector and therefore integrates the scattering from the sample over
all angles within its aperture [143, 144, 145]. Therefore, it mixes the infor-
mation about orientation distribution and lattice spacing distribution. This
disadvantage can be diminished by performing ω scans and/or ω − 2θ scans
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with a very small slit mounted in front of the detector. This disadvantage
can be almost completely overcome by using an analysis crystal called ana-
lyzer in front of the detector instead of a small slit [143]. Such a system is
called triple-axis diffractometer. The triple-axis diffractometer has the same
geometry as a double crystal XRD, and can be regarded as a double crys-
tal XRD with a detector probe of almost zero width achieved by a certain
diffraction of the analyzer. ω scan and ω − 2θ scan are different and com-
plementary for triple axis diffraction. Therefore, triple axis diffraction can
distinguish between contributions to the intensity from mosaic spread (by ω
scan) and from lattice spacing distribution (by ω − 2θ scan) [146]. Recipro-
cal space mappings are obtained with triple axis diffraction by performing a
series of independent ω−2θ scans where ω is varied independently, and then
transforming the series of {∆ω−∆θ} data into reciprocal space coordinates
through the equations below [141]:

|k| = (k2⊥ + k2‖)
1
2 =

4π sin (θB +∆θ)

λ
, (2.12)

and
k‖/k⊥ = tan (α−∆θ +∆ω). (2.13)

Here, α is the angle between the diffraction planes and the surface of the
sample. Reciprocal space mapping can give more complete and detailed
information about the sample structure and the strain state, however, the
measurement is much more time-consuming and not convenient. In spite of
the disadvantage, it is more accurate and clear to understand crystal diffrac-
tion by using the reciprocal space (k-space) description. Therefore, the basic
rationale of how to transform XRD data into reciprocal space coordinates
is described here. In the following part, the diffraction of strained epitaxial
layers and that of quantum wires arrays are described by using the reciprocal
space description.

Theory

The fundamental understanding of x-ray diffraction in a crystal is given by
the famous Bragg law:

nλ = 2d sin θB, (2.14)

Where n is the diffraction order, λ is the wavelength of the incident x-rays, d
is the spacing between the diffracting planes, and θB is the angle between the
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incident x-rays and the diffracting planes, usually called kinematical Bragg
angle. Although the theory of x-ray diffraction was established quite long
time ago and is regarded as a “ripe” theory, a relatively deep and com-
plete understanding of the diffraction behavior can hardly be qualified by
the mere use of Bragg’s law. Some books, for example, those written by
Kittel [147] and Zachariasen [148], provide a complete and clear description
about the theory of x-ray diffraction. The dynamical theory of x-ray diffrac-
tion takes into account the effect of multiple scattering and thus is very
accurate for arbitrary layer thickness. The dynamical theory can be derived
from the Takagi-Taupin differential equation and can only be expressed as
a recurrence formalism [142]. Its concrete application to multi-layers and
superlattice structures can be found in scientific journal papers, for example,
those by Vardanyan and Manoukyan et al. [149, 150], and by Bartels et al
[151]. The kinematical approximation is valid when the total thickness of
the heteroepitaxial layers is smaller than the extinction length lex, which is
expressed as

lex =
λ

√
(γ0|γh|)

π
√
|XhXh|

. (2.15)

Here, γ0 = cos [π
2
− (α− θB)] and γh = cos [π

2
− (α+ θB)] are the direction

cosines of the incident and diffracted waves, respectively, with respect to
the inward normal of the sample surface, and Xh and Xh are the hth and
hth Fourier coefficients of the polarizability, respectively, which are propor-
tional to the structural factor of the corresponding diffraction. The typical
value of the extinction length for III-V compound semiconductors is 0.5-1.5
µm for CuKα1 radiation [142]. The application of the kinematical theory
to the diffraction of strained superlattice structures has been developed by
Mathieson [152], Speriosu [153], and Speriosu and Vreeland [154]. A semi-
kinematical theory, which can be regarded as in between the dynamical and
kinematical theories, but is easier to mathematically deal with, has been
established by Tapfer and Ploog [155]. Here we will only describe the re-
lated theories which are applied to this work rather than give a complete
and detailed description of the dynamical and kinematical theories.

Chemical composition and layer thickness of superlattice structure

The feature of x-ray diffraction for a single strained layer can be expressed
very clearly in reciprocal space. The lattice point in reciprocal space, Ghkl,
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Figure 2.21: Illustration of the changes in reciprocal space positions in the {110} plane
for unstrained, compressive, and tensile commensurately strained layers and strain-relieved
layers for the 400 and 422 positions (Picraux et al, [141]).

is expressed as
G = hA + kB + lC. (2.16)

Here, A, B, and C are the basic vectors in reciprocal space and are defined
as

A = 2π
b × c

a · (b × c)
B = 2π

c × a

a · (b × c)
C = 2π

a × b

a · (b × c)
. (2.17)

a, b, and c are the basic vectors in real space. The choice of the con-
ventional cell instead of the primitive cell is more convenient for the cubic
diamond and zinc-blend lattices. When a strained single crystalline layer
is grown on top of the substrate crystal, the strain will distort the lattice
constants of the epitaxial layer and therefore results in changes of reciprocal
space points of the epitaxial layer through the definitions of equations (2.16)
and (2.17). The concrete position of the epitaxial layer relative to that of
the substrate in reciprocal space depends on the strain state. A detailed
treatment of the problem is given in Ref. [141] , which is outlined in the fol-
lowing. Figure 2.21 schematically depicts the position changes in reciprocal
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space of the {011} plane for unstrained (substrate), compressive, and tensile
commensurately strained and strain-relieved layers for the 400 and 422 po-
sitions [141]. For pseudomorphic growth, where the epitaxial layers have the
same in-plane lattice constant as the substrate, the filled and open triangles
show the compressive- and tensile-distorted lattice positions. It can be seen
that for the pseudomorphic growth, the positions of both the symmetric and
asymmetric diffraction, for example, the (400) and (422) diffractions, are ver-
tically aligned relative to that of the substrate along the growth direction.
On the other hand, for strain-relieved lattices (depicted as filled and open
squares), the vertical alignment relative to the substrate along the growth
direction breaks down. Therefore, to determine the vertical and in-plane
strain, at least two diffractions, a symmetric one and an asymmetric one, are
required.

For a strained single layer, the peak separation ∆ω for the epitaxial layer
with respect to the substrate can be expressed by the relation

−∆ω = tan θB
∆d

dhkl
+∆α, (2.18)

where the first term describes the contribution due to the change of the hkl
plane spacing ∆d, and the second term describes that due to the rotation of
these planes. The two terms are related to the perpendicular and parallel
strains by

∆d

d
= ε⊥epi cosα

2 + ε
‖
epi sinα

2, (2.19)

and
∆α = ±(ε⊥epi − ε‖epi) sinα cosα, (2.20)

and equation (2.18) then becomes

−∆ω = (ε⊥epi cosα
2 + ε

‖
epi sinα

2) tan θB ± (ε⊥epi − ε‖epi) sinα cosα. (2.21)

Here, the + and − signs correspond to the cases of incident angles of θB −α
and θB+α, respectively. ε⊥ and ε‖ are the perpendicular and parallel strains
with respect to the substrate, defined as

ε⊥epi =
a⊥epi − asub
asub

, ε
‖
epi =

a
‖
epi − asub
asub

. (2.22)

Here a⊥epi, a
‖
epi, and asub denote the vertical and parallel lattice constants of the

epitaxial layer, and that of the substrate. If a symmetric and an asymmetric



78

diffractions are measured, the perpendicular and parallel strain relative to
the substrate can be determined by equation(2.21), and then the vertical
and parallel lattice constants are determined by equation (2.22). It should

be noted that ε⊥epi and ε
‖
epi are the strains with respect to the substrate, called

“x-ray strains” [141], while the “true” perpendicular and in-plane strains are
defined as

e⊥ =
a⊥epi − a0epi
a0epi

e‖ =
a
‖
epi − a0epi
a0epi

. (2.23)

Here, a0epi denotes the lattice constant of the unstrained epitaxial layer. If
the epitaxial layer is an alloy material, a0epi can be expressed by Vegard’s law
and the chemical composition can be determined by the relation

e⊥ = − 2ν

1− ν e‖, (2.24)

where ν is the Poisson ratio, which was defined in equation (2.9).
For the superlattice structure, the average strain 〈εSL〉 and the average

chemical composition x can be determined analogously through the equa-
tions (2.21)-(2.24), but ∆ω should be the peak separation between the ze-

roth order satellite of superlattice and the substrate peak, and ε⊥epi and ε
‖
‖

should be substituted by the average perpendicular 〈εSL〉⊥ and parallel 〈εSL〉‖
strains, respectively. 〈εSL〉⊥ and 〈εSL〉‖ are defined as

〈εSL〉⊥ =
Taε

⊥
SL(a) + Tbε

⊥
SL(b)

P
, 〈εSL〉‖ =

Taε
‖
SL(a) + Tbε

‖
SL(b)

P
, (2.25)

where Ta and Tb are the individual layer width of the superlattice within one
period and P = Ta + Tb is the period. The period is determined according
to the peak separation between the satellites, ∆θ, by

P =
λ|γh|

∆θ sin 2θB
. (2.26)

In principle, the chemical composition and the thickness of the individ-
ual layer can be obtained by simulating the experimental curves with x-ray
diffraction theory. But if the deposition time of the individual layer is known,
all these parameters can be directly obtained without simulation. Supposed
there are two different layers within one period denoted as AC and BxA1−xC
and the deposition time for AC and BxA1−xC is ta and tb, respectively. In
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this case, the growth rate for AC and BC layers denoted as vAC and vBC ,
respectively, can be determined by

vAC =
P (1− x)
ta + tb

, vBC =
Px

ta + tb
. (2.27)

The chemical composition x is then determined by

x =
vBC

vBC + vAC
. (2.28)

Accordingly, the individual layer thicknesses of AC and BxA1−xC are calcu-
lated by tavAC and tbvBxA1−xC .

X-ray diffraction of quantum wire arrays

X-ray diffraction is not only a powerful tool to characterize the vertically peri-
odic structure, but is also sensitive to laterally surface-corrugated or periodic
surface-modulated structures such as quantum wire [156, 157, 158, 159, 160]
or quantum dot [161, 162, 163] arrays. The x-ray diffraction of a surface
grating (or quantum wire arrays) can be regarded as a multi-slit Fraunhofer
diffraction. The reason is, because the distance between the detector and the
sample is much larger than the size of the sample, the diffraction belongs to
the Fraunhofer regime. When the corrugation depth is much smaller than
the extinction length, the kinematical theory can be used. The reflectivity,
R, of quantum wire arrays for the Bragg case can be expressed as [157, 164]

R(∆θ) = Φ2hD
2I2, (2.29)

where ∆θ is the angular deviation with respect to the Bragg angle. Φh can
be expressed by the kinematical theory. If the corrugation is located in a
vertical superlattice matrix, this term is written by the kinematical theory
for the superlattice. D is called the diffraction term, which describes the
contribution of the diffraction of a single slit (one period for the quantum
wire array). Its concrete form can be obtained from the Fourier transform of
the shape of the wire. If the quantum wire is rectangular-shaped, D becomes

D =
sin β

β
, (2.30)

with

β =
πd sin (2θB) ·∆θ

λ cos θe
. (2.31)
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Figure 2.22: Schematic drawing showing the feature of x-ray diffraction of an ideal quan-
tum wire array in reciprocal space in the vicinity of the 400 point of the substrate. SL and
W denote the satellites due to superlattice and due to quantum wire array, respectively.

d is the width of the quantum wire and θe is the angle between the reflected
beam and the surface of the sample. I in equation (2.29) is called the inter-
ference term, which describes the interference among the quantum wires:

I =
sin (Nα)

N sinα
, (2.32)

with

α =
πL sin (2θB) ·∆θ

λ cos θe
. (2.33)

Here L is the period of the quantum wires and N is the number of the
coherently illuminated quantum wires by the x-ray beam. This term is ob-
tained from the Fourier transform of a Dirac-δ lattice with period L. When
sin (Nα)/ sinα = N , i.e., α = ±nπ, there are local maxima for the interfer-
ence term. These local maxima of the interference term are called satellites
of the quantum wires. Therefore, comparing to vertical superlattice struc-
tures, an extra series of satellites induced by the quantum wires will appear
in the diffraction curve. Figure 2.22 schematically shows the features of the
diffraction pattern of the quantum wire arrays in the vicinity of the substrate
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Figure 2.23: ω−2θ scans of samples SL25 (a), SL17 (b), and SL13 (c) (refer to the table
on page 69) in the vicinity of the GaAs (400) reflection.

(400) diffraction in reciprocal space. The filled squares, denoted as SLi, are
the satellites of the superlattice and the open circles, denoted as W j

i , are the
satellites due to the quantum wires. Accordingly, the period of the quan-
tum wires is derived from the angular separation between the n1th and n2th
satellites, ∆θn1,n2 :

L =
|n1 − n2|λ cos θe
∆θn1,n2 · sin (2θB)

. (2.34)

As mentioned above, the XRD of the quantum wire arrays can be regarded as
a multi-slit Fraunhofer diffraction. When the x-ray beam is perpendicular to
the quantum wire arrays, the quantum wire satellites will appear, while for
the x-ray beam parallel to the quantum wires, no quantum wire satellites will
be available. Therefore, for the characterization of the quantum wire arrays,
at least two diffractions with the x-ray beam perpendicular and parallel are
required.

It should be noted that the period derived from equation (2.34) is not
related to the wire shape because this relationship is deduced only from the
interference term which is not related to the wire shape. If the sidewalls of the
quantum wires are not rectangular-shaped, however, the satellites of quantum
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Figure 2.24: ω − 2θ scans of the (422) glancing incidence reflections for sample SL25
(refer to the table on page 69) measured with the x-ray beam parallel (a) and perpendicular
(b) to the wire axis.

wires will be smeared out to some degree. N in the interference term does
not influence the positions of the wire satellites but their linewidths. The
linewidth of the wire satellites decreases with increasing N . If N → ∞, the
satellites will become δ-like functions.

2.2.3 Results and discussions

Chemical composition

Figure 2.23(a), (b), and (c) depict the ω − 2θ scans of samples SL25, SL17
and SL13 (refer to the table on page 69), respectively, measured with an
open detector. The asymmetric measurements around the substrate GaAs
(422) diffraction for sample SL25 are performed to reveal the in-plane lattice
mismatch. Figures 2.24(a) and (b) show the glancing incidence (422) diffrac-
tions in the [01̄1] and the [011] azimuths, i.e., parallel and perpendicular to
the wire direction, respectively. In principle, it is possible that the in-plane
lattice strain along the wire could be different from that perpendicular to
the wire owing to anisotropic elastic strain relaxation for the two directions
[142]. However, the angular spacings between the zeroth order satellite and
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Figure 2.25: ω−2θ scans of samples SLC35 (a) and SLC28 (b) (refer to the table on page
69) in the vicinity of the GaAs (400) reflection. The inset shows the magnified spectrum
around the 0-th satellite (S0).

the substrate peak for the (422) reflections measured with the x-ray beam
parallel and perpendicular to the wire direction do not show a clear differ-
ence within the measurement resolution (14.4 arc seconds). Calculations by
combining the (400) and (422) reflections prove that the growth of (In,Ga)As
on GaAs for sample SL25 is coherent and the In composition is 25.6%. Since
sample SL25 has the largest In composition among the three samples, it
is thus reasonable to assume that (In,Ga)As growth on GaAs for samples
SL17 and SL13 is also coherent. Accordingly, the obtained values of the In
composition for samples SL17 and SL13 are 0.17 and 0.13, respectively.

Samples SLC35 and SLC28, which were continuously grown at 540◦C, are
characterized by XRD in the same way. Figure 2.25 depict the ω − 2θ scans
for samples SLC35 and SLC28, respectively. The In compositions of the
(In,Ga)As single layer samples grown with the same In source temperatures
as samples SLC35 and SLC28 should be the same as those of SLC35 and
SLC28, respectively. The obtained values of the In composition for samples
SLC35 and SLC28 are, however, 0.35 and 0.28 respectively, indicating that,
during the growth of samples SL25 and SL17, the heating of the substrate
from 540 to 580◦C results in a desorption of In. As discussed above, the
heating process might result in ripening, on the other hand, it causes In
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desorption as proved by the results of x-ray diffraction. Evidently, to get
more ordered 3D islands with low In composition, the heating of the substrate
plays a crucial role.

Asymmetric x-ray diffraction for the self-organized quantum wires

For the characterization of the quantum wires with XRD, the choice of the
diffraction geometry is very critical. The number of the coherently illumi-
nated wires can be estimated by using the wave-coherence theory [159]:

N ≈ λ

π∆θγ0L
, (2.35)

where ∆θ denotes the horizontal divergence of the x-ray beam diffracted from
the monochromator and incident on the sample, and the other symbols have
been defined in the preceding part. After the diffraction on the sample, the
divergence ∆θh of the diffracted waves becomes:

∆θh = |b|∆θ. (2.36)

Here, b, defined as b = γ0/γh, is the asymmetry factor. Because only the
waves whose wave fronts can overlap before reaching the detector can inter-
fere, only a fraction of the coherently diffracted waves N can interfere on the
detector. If the distance between the sample and the detector is denoted as
D0, the fraction p can be expressed as:

p =
b2∆θ2πD0

λ
. (2.37)

It can be seen that the number of the coherently diffracted waves which
can interfere on the detector is proportional to the square of the asymmetry
factor, b2. Thus, asymmetric diffraction with large incident angle and small
exit angle, i.e., glancing exit reflection, is more sensitive than symmetric
one to detect and analyze periodic surface corrugations like quantum wire
or quantum dot arrays. As an example, for the commonly used asymmetric
diffraction geometry, let’s compare the (422) and (311) diffractions. b2 for
the glancing exit (422) and (311) reflections is 71.8 and 774.3, respectively,
indicating that the glancing exit (311) reflection is the preferential choice.

Figures 2.26(a) and (b) show the (311) glancing exit diffractions (ω − 2θ
scans) for samples SL25 and SL17 measured with an open detector. When the
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Figure 2.26: ω − 2θ scans of the (311) glancing exit reflection. The top (bottom) is
measured when the x-ray beam is perpendicular to (parallel to) the wire direction. (a)
and (b) correspond to samples SL25 and SL17 (refer to the table on page 69), respectively.
The insets show the schematic diffraction geometry.

x-ray beam is parallel to the [01̄1] direction, i.e., the wire direction, only the
substrate peak appears. On the other hand, for the x-ray beam perpendicular
to the wires, three satellite peaks are visible with one of them having the same
position as the substrate reflection. This confirms that the laterally periodic
modulation exists in the whole epilayer stack. The satellite peaks are due
to the interference induced by different slits (different gratings), therefore,
the lateral period can be directly determined from the spacing between the
satellites by using equation (2.34). The obtained values for samples SL25 and
SL17 are 145 and 188 nm, respectively, implying that the lateral periodicity
is related to the In composition and thus can be adjusted by it. Considering
that x-ray diffraction averages over a relatively large volume, the appearance
of the satellite peaks indicates that the lateral periodicity of the two samples
is uniform.
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Figure 2.27: Bright field cross-sectional TEM images viewed along the [01̄1] (a) and
[011] (b) directions of sample SL17 (refer to the table on page 69), respectively.

2.3 TEM characterization

To get detailed information about whether or not there are dislocations in the
superlattice samples, transmission electron microscopy (TEM) measurements
were performed. Different techniques usually have their advantages and, on
the other hand, disadvantages, and usually are complimentary to each other.
The technique of x-ray diffraction is very important, but it is only sensitive
to the average strain state and is not sensitive to local dislocations. TEM is
typically employed to characterize and image the defects in heteroepitaxial
films [165, 166]. It is very sensitive to strain-relieving dislocations. In TEM,
the image contrast is ascribed to differences in local diffraction caused by
the strain field around the dislocations. But TEM is a microscopic technique
and has a very small view field. It is only very sensitive to the local strain
field on the order of 10 nm away from the dislocation core. TEM can only
find the dislocations distributed very closely in space.

Figures 2.27(a) and (b) [Figures 2.28(a) and (b)] show the bright field
cross-sectional TEM images viewed along the [01̄1] and [011] directions, re-
spectively, of sample SL17 (SL25). Figures 2.27(a) and Figure 2.28(a) clearly
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reveal that the wires are vertically aligned along the growth direction for the
two samples. This vertical correlation of islands occurs because, as already
discussed in section 2.2.1, island formation is favored at substrate locations
where strain induces a local minimum of lattice mismatch if the spacer layer
thickness is appropriately selected. For sample SL17 [Figure 2.27(a)], the lat-
eral periodicity of the wires starting from the first layer is nearly as uniform
as that of the other stacked wires. The cross-sectional TEM image of sample
SL17 viewed along the [011] direction shows a uniform superlattice structure.
For sample SL25 [Figure 2.28(b)], some nonuniformity occurs, which is prob-
ably due to the wiggle of the wires along the [01̄1] direction, as can be seen
from the AFM image in Figure 2.17(a). Further cross-sectional TEM inves-
tigations were carried out, where the samples were tilted against the (011)
zone axis, i.e., the (In,Ga)As/GaAs interface was inclined to the electron
beam. The heavy contrast demonstrates that sample SL17 is dislocation-free
from the first layer at the bottom to the topmost layer. For sample SL25, no
dislocations are detected in the 13 layers from the bottom, however, in some
parts of the top three layers, stacking faults are found. These stacking faults
may be due to the accumulation of strain in the top layers as compared to
the bottom ones.

In Figure 2.28(c), the islands in between the periodic wires in the ini-
tial several layers are attributed to nucleation sites where the strain field
is not at a distinct minimum. Therefore, these intermediate islands disap-
pear upon stacking more layers. This phenomenon can be well understood
through the simulation developed by Tersoff et al using a generic model [139].
Figure 2.28(a) demonstrates this process in a very clear and direct way. Con-
clusively, our TEM results indicate that the growth of a superlattice improves
the uniformity of the wires.

2.4 Lateral confinement of the quantum wires

2.4.1 Lateral confinement induced polarization anisotropy

In quantum wire structures, quantum confinement of electrons and holes is
present in two dimensions with one dimension of free motion. The tailored
density of states due to the two dimensional quantum confinement in such 1D
system is directly reflected in the optical properties. Polarization analysis of
the optical spectra has been used to evaluate the extent of the lateral carrier
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Figure 2.28: Bright field cross-sectional TEM images viewed along the [01̄1] (a) and
[011] (b) directions of sample SL25 (refer to the table on page 69), respectively. The
arrows denote the areas of the intermediate islands.

confinement in unstrained quantum wires [167, 168, 169, 170, 171, 172, 173,
20, 174]. First, we will give a very brief explanation about the origin of the
lateral confinement induced linear polarization effect in the absorption and
luminescence spectra for quantum wire structures, for which we follow the
theoretical analysis done by Bockelmann and Bastard [175]. Instead of giving
the detailed deduction process, only conclusions are presented.

The conduction-band (Γ6) wave functions are written as

Ψc
ms

(r) = f(r)cucms
(r), (2.38)

where f c denotes the envelope wave function and ucms
are the two spin-

degenerate ( s = 1
2
, ms = ±1

2
) Bloch functions at the bottom of the Γ6 bulk

band (K = 0). The valence band (Γ8) at K = 0 is four-fold degenerate
including the two-fold degenerate subbands for heavy holes (mj = ±3

2
) and

the two-fold degenerate subbands for light holes (mj = ±1
2
). The valence

band wave functions are written as

Ψv(r) =
∑
mj

f vmj
(r)uvmj

(r). (2.39)
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Here, uvmj
(r) are the degenerate Bloch functions at the top of the Γ8 bulk

bands. The eigen wave function of the conduction band is obtained by solving
the Schrödinger equation based on the effective mass approximation and that
of the valence band is obtained by solving the Schrödinger equation using
the Luttinger Hamiltonian. If the polarization vector of the light wave, ε, is
expressed in spherical coordinates as ε = (cosϕ sin θ, sinϕ sin θ, cos θ), finally,
the dipole matrix element of the transition between the conduction band and
the valence band is written as

∑
ms

|〈Ψc
ms

|ε · p|Ψv〉|2 = [
m0P

h̄
]2




2
3
(J2

1
2
+ J2

− 1
2
), for θ = 0

1
2
(J2

3
2
+ J2

− 3
2
) + 1

6
(J2

1
2
+ J2

− 1
2
)

− 1√
3
(J 3

2
J− 1

2
+ J 1

2
J− 3

2
) cos (2ϕ), for θ = Π

2

(2.40)
and

〈Ψc
ms

|ε · p|Ψv〉 = ∑
mj

Jmj
〈ucms

|ε · p|uvmj
〉, Jmj

= 〈f c(r)|f vmj
(r)〉. (2.41)

It can be seen from equation (2.40) that the in-plane anisotropy of the
transition probability is related to the term proportional to cos (2ϕ). In 2D
systems, this term is eliminated by the summation over the in-plane wave
vectors. In 1D systems, this term survives the integration over the in-wire
momentum. Therefore, the appearance of a linear polarization anisotropy in
the absorption and luminescence spectra in 1D systems is due to the mixing of
the j = ±3

2
and j = ±1

2
hole states of the valence subbands. Decoupled states

would not result in an in-plane polarization anisotropy. Anything changing
the total symmetry of the valence band will bring about the effect of polar-
ization anisotropy in the absorption or luminescence spectra. In quantum
wire structures, the lateral carrier confinement results in such a breaking of
the symmetry of the valence band. Therefore, polarization anisotropy can be
used as a test of the lateral carrier confinement in quantum wire structures.
However, this only holds for unstrained systems. The strain in quantum wire
structures is intrinsically nonbiaxial, but triaxial [176]. Thus, the anisotropic
strain can also cause polarization effects by modifying the symmetry of the
valence band [177]. It has been realized quite recently that the polarization
anisotropy of strained quantum wire structures arises from the contributions
mixed with the strain and the lateral carrier confinement [178].
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2.4.2 Separation of strain and lateral confinement in-
duced polarization anisotropy

Magneto-optical measurements can separate the contributions of lateral con-
finement and strain to the polarization anisotropy [176, 179, 180]. When
the magnetic field is applied normal to the in-wire plane (xy plane), a mag-
netic potential which is quadratically proportional to the magnetic field B
is introduced in the xy plane [181]. The in-plane motions of the excitons
are then quantized into a series of separate orbits, called cyclotron orbits
and the corresponding energy states are a series of quantized Landau levels.
The magnetic field does not influence the motion of the excitons along its
direction. The quantum wire states are determined by the magnetic poten-
tial and the lateral confinement potential. The magnetic field confinement
will compete with the lateral confinement. The cyclotron orbit diameter is
expressed as

2(
h̄

eB
)

1
2 (2n+ 1)

1
2 , n = 0, 1, 2, 3, . . . (2.42)

where n denotes the different Landau levels. When the magnetic field is small
and the diameter of the Landau orbit is larger than the width of the quan-
tum wire, lateral confinement dominates over the diamagnetic shift and the
magnetic confinement can be regarded as a perturbation [182, 183]. In this
case, the diamagnetic shift has a B2 dependent tendency. When the mag-
netic field is large enough so that the diameter of the Landau orbit is smaller
than the width of the quantum wire, the diamagnetic shift is dominated by
the magnetic confinement [184, 185, 186, 187]. Then the diamagnetic shift is
linearly dependent on the magnetic field B. Therefore, the changeover point
of magnetic field for diamagnetic shift from parabolic to linear tendency is
a quantitative measure for the lateral carrier confinement in the quantum
wires. The larger the changeover magnetic field is, the larger the lateral con-
finement of carriers is. On the other hand, since the influence of the magnetic
field on the strain can be ignored [182], if the optical polarization anisotropy
is only induced by the strain, the polarization anisotropy will not change with
the magnetic field. If the optical polarization anisotropy is only induced by
the lateral confinement, polarization anisotropy should be suppressed at a
high magnetic field. As a rough estimation, the difference of the degree of
polarization anisotropy measured between 0 Tesla and a high magnetic field
can be considered as only induced by the lateral confinement.
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Figure 2.29: Linear polarization resolved magneto-PL spectra of sample SL17 (refer to
the table on page 69) measured at 10 K with the applied vertical magnetic field of 0 (a)
and 14 Tesla (b). The solid and dotted lines are measured for the detected polarization
parallel and perpendicular to the wire axis, respectively.

2.4.3 Results and discussion

For the magneto-PL measurements, the 514.5 nm line of an Ar+ laser is used
as the excitation light which passes through an optical fiber attached to the
surface of the sample. The luminescence from the sample is collected through
the same fiber and is then dispersed through a monochromator. The sample
is mounted in a superconducting magnet which generates the magnetic field.
In our case, the maximum magnetic field available is 14 Tesla. The magnetic
field is applied in the Faraday configuration in which the applied magnetic
field is parallel to the normal of the surface of the sample (z direction), i.e.,
B ‖ z. The emitted light is also collected in z direction.

Figures 2.29(a) and (b) depict the linear polarization dependent PL spec-
tra of sample SL17 measured at 10 K with the applied vertical magnetic field
of 0 and 14 Tesla, respectively. The solid and the dotted lines correspond to
the PL spectra measured with the detected polarization parallel and perpen-
dicular to the wire direction, respectively. But the polarization anisotropy is
decreased in the presence of the magnetic field. Significant in-plane polariza-
tion anisotropy with the preferential emission along the wire axis is observed.
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Figure 2.30: Degree of the polarization anisotropy measured under magnetic field with
the excitation power of 0.664 mW (solid squares) and 0.013 mW (open circles) for sample
SL17 (refer to the table on page 69).

The linewidth of the PL spectra is 46 meV and does almost not change with
changing the applied magnetic field. The blueshift of the peak when the
magnetic field is applied is the so-called “diamagnetic shift”. When no mag-
netic field is applied, the peak at 1.490 eV is related to carbon acceptors in
the substrate and the peak at 1.510 eV is related to bulk GaAs. When the
applied magnetic field is 14 Tesla, the shoulder at the high energy side of the
peak related to the carbon acceptors in the substrate is regarded to be due
to Zeeman splitting. Polarization measurements should, however, be treated
very carefully since many things can cause polarization effects [188]. Because
the gratings in the monochromator might also have a polarization effect, in
order to eliminate this grating effect, the measured PL spectra are carefully
calibrated by the peak of the bulk GaAs and the carbon acceptor induced
peak, for which there should be no polarization effects.

Figure 2.30 displays the dependence of the polarization anisotropy at the
wire peak position as a function of the applied vertical magnetic field mea-
sured with the excitation power of 0.664 mW (solid squares) and 0.0133 mW
(open circles), respectively. When the excitation power is 0.664 mW, the de-
gree of the polarization anisotropy, defined as (I‖ − I⊥)/(I‖ + I⊥), decreases
continuously from 0.34 to 0.11 when increasing the vertical magnetic from 0
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Figure 2.31: PL spectrum of sample SL13 (refer to the table on page 69) measured at
77 K.

to 14 Tesla, where I‖ and I⊥ denote the PL intensities with the detected po-
larization parallel and perpendicular to the wire direction, respectively. This
demonstrates that the polarization anisotropy is predominantly induced by
the lateral confinement. As discussed above, the degree of the polarization
anisotropy induced by the lateral confinement in this sample is at least 0.23
demonstrating that the lateral confinement is strong. Because piezoelectric
effects are found for this sample (which will be discussed in 2.5), we measured
the polarization anisotropy at different excitation power. The open squares
in Figure 2.30 depict the measured polarization anisotropy with the applied
magnetic field at the excitation power of 0.0133 mW. In principle, a piezoelec-
tric field can influence the polarization effect by modifying the confinement
potential. As can be seen in Figure 2.30, the polarization anisotropy mea-
sured under different excitation power reveals the same tendency and shows
a difference of only several percent. We thus conclude that the degree of
polarization anisotropy due to piezoelectric effects is less than several per-
cents. The piezoelectric effect plays thus only an insignificant role for the
polarization effect.

As a comparison, for sample SL13 whose surface morphology does not
exhibit any islands as shown in Figure 2.19, we did not observe any polariza-
tion effects. Figure 2.31 shows the PL spectrum of sample SL13 measured at
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Figure 2.32: Diamagnetic shift of the PL peak of the quantum wire of sample SL17 (refer
to the table on page 69). The solid lines show parabolic and linear fit to the experimental
points for the magnetic field smaller and larger, respectively, than 4.5 Tesla.

77 K. The peak located at 1.467 eV is due to the (In,Ga)As/GaAs quantum
well. The very small peak at 1.508 eV is due to the bulk GaAs and the peak
position is in agreement with the empirical relation of the bulk GaAs band
gap: Eg = 1.519− 5.408× 10−4T 2/(T + 204), where T denotes the tempera-
ture in units of K. The peak located at 1.483 eV is attributed to the carbon
acceptors in the substrate. Compared to the quantum wire samples, the
peak due to the carbon acceptors is very strong for sample SL13. The reason
could be that, because the peak separation between the wire and the carbon
acceptor peaks for the quantum wire samples is larger than that between the
(In,Ga)As/GaAs quantum well and the carbon acceptors, the photogener-
ated carriers in the substrate, which have a higher energy than those in the
wire region, more easily diffuse to the wire region and then recombine [189].
For sample SL13, no peak shift is observed upon changing the excitation
power indicating the absence of a piezoelectric effect. These results reflect
in another perspective that the polarization anisotropy observed for sample
SL17 indeed arises from the lateral carrier confinement in the quantum wires.

Figure 2.32 depicts the measured diamagnetic shift as a function of the
applied magnetic field from 0 to 14 Tesla. At low magnetic fields, a parabolic
tendency is observed, while a linear tendency is observed at high magnetic
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fields. This transition clearly indicates the changeover from the dominant
lateral carrier confinement to the dominant magnetic confinement. The
changeover point of the magnetic field for the diamagnetic shift from the
parabolic to the linear tendency occurs at 4.5 Tesla and the correspond-
ing diameter of the cyclotron orbit is 24.2 nm for n = 0. This value is
even smaller than the wire width obtained from the cross-sectional TEM
image. The difference could arise from the fact that the edges of the wires
are usually highly strained area and the excitons are only confined in the
central part of the wire region resulting in a smaller effective confinement
area. A similar phenomenon has been reported for self-organized InAs/InP
quantum wire structures [190]. The parabolic tendency of the diamagnetic
shift for a magnetic field smaller than 4.5 Tesla is fitted by ∆E = βB2 with
β = 73 µeV/Tesla2 as shown as solid line in Figure 2.32, where ∆E denotes
the diamagnetic field. The fitted curve agrees well with the experimental
curve.

2.5 Piezoelectric effect

Zincblende III-V semiconductors are piezoelectric crystals. They should
demonstrate piezoelectric effect. Smith first predicted large piezoelectric
effects in strained heterostructures grown on (111) oriented substrate in
1986 [191]. Because the strain induced piezoelectric field can modify the
band gap structure of quantum well structures, it offers another design pa-
rameter for novel optical and electronic devices. Since then great efforts
have been devoted to the study of the piezoelectric effect in semiconductors
[192, 193, 194, 195, 196, 197, 198, 199, 200, 201, 202, 203, 204]. The strain
brings about the piezoelectric polarization whose direction depends on the
symmetry of the lattice of the substrate and the orientation of the surface
[205]. When the piezoelectric polarization crosses from one heterostructure
to another, an abrupt change will occur [192]. The divergence of piezoelectric
polarization gives piezopolarization charges expressed as ρpol = −�·P, where
ρpol and P denote the piezopolarization charges and the piezopolarization,
respectively. Therefore, the piezopolarization charges are only distributed at
the interface of the heterostructure thus generating a piezoelectric field. The
distribution of the piezoelectric field can be obtained by solving Poisson’s
equation. Piezopolarization is connected to the strain by the piezoelectric
tensor which is the third rank. For zincblende symmetry, using the contracted
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denotation for the piezoelectric tensor, the relationship between the piezopo-
larization and the strain is given by Pi = e14εjk [191], which is equivalent to
the matrix format below



P1
P2
P3


 =




0 0 0 e14 0 0
0 0 0 0 e14 0
0 0 0 0 0 e14







ε11
ε22
ε33
ε23
ε31
ε12



, (2.43)

where the subscripts 1, 2, 3 represent the x, y, z axes, respectively, and εjk
denote the different components of the strain tensor referred to the crys-
talline axes. The symmetry of the strain tensor leads to ε13 = ε31, ε23 = ε32
and ε12 = ε21. It can be seen from equation 2.43 that only shear strain in-
duces piezopolarization for zincblende structure [206, 207, 208], namely, the
piezopolarization is generated only if the strain distorts the angles of the
cubic unit cell away from 90◦.

For a pseudomorphic layer grown on (110) substrates, the piezopolariza-
tion occurs and its direction is parallel to the surface, but the piezoelectric
field is absent because there are no “boundaries ” for the piezopolarization
charges to generate piezoelectric field [205]. In practice, even for a quantum
well structure grown on (110) substrates, the lateral piezoelectric field ex-
ists due to the consequence of interface fluctuations which always exist and
can be regarded as such “boundaries ” for piezopolarization charges [209].
The lateral piezoelectric field on (110) oriented substrates have been demon-
strated experimentally [209]. For a quantum well structure grown on (111)
substrates, the piezopolarization is along the growth direction, therefore, only
a vertical piezoelectric field exist. For the other non-(100) substrate orienta-
tions, piezopolarization and piezoelectric field usually have both lateral and
vertical components [210, 211]. For a quantum well structure grown on (100)
oriented substrates, because shear strains are zero, no piezopolarization and
piezoelectric field exist. However, for a quantum wire structure on (100)
substrates, shear deformations could be present at the edges of the wires,
then piezopolarization is generated. But the shear strain is related to the
wire axis in this case. If the quantum wire is along the [001] direction, shear
deformations vanish, while, if the quantum wire is along the [01̄1] direction,
shear strain survives [212]. In this case, if we denote the growth direction
as z, εxy, i.e., ε12 is not zero. It can be seen from equation 2.43 that the
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Figure 2.33: PL spectra of sample SL17 (refer to the table on page 69) measured at
different excitation power.

piezopolarization is along the z axis, i.e., the growth direction and accord-
ingly, also the piezoelectric field [212]. This problem has been treated in
Ref. [212]. This point can be understood as due to a change of “boundary
conditions”. For a quantum well on (100) substrates, the boundary condition
requires the stress along the [100] direction to be zero, i.e., T[100] = 0, but for
a quantum wire structure oriented along the [01̄1] direction, the boundary
condition becomes T[100] = T[011] = 0, i.e., the stresses along the [100] and
the [011] directions are zero. This point has been confirmed in quantum well
structures which are grown on [100] substrate orientation, but mesa-etched
along the [01̄1] direction [212].

The self-organized (In,Ga)As quantum wires grown on (100) substrates
are oriented along the [01̄1] direction. Thus piezoelectric effects are expected.
For this purpose, excitation power dependent PL measurements are per-
formed. Figure 2.33 depicts the PL spectra of sample SL17 measured at
different excitation power. The measurement temperature is 77 K. When
changing the power of the excitation light from 0.0029 to 0.29 mW, the
quantum wire peak blueshifts by about 32 meV, which is strikingly large.
Because the photogenerated carriers partly screen the internal piezoelectric
field, the reduced internal electric field results in a blueshift. In this case,
due to the direction of the piezoelectric field along the growth direction, it
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is similar to the Stark effect. A larger excitation power results in more pho-
togenerated carriers, then the screening of the internal piezoelectric field is
more pronounced. For comparison, the superlattice quantum well sample,
SL13, was measured in the same way. The PL peak position does not change
with changing the excitation power indicating the absence of piezoelectric ef-
fects. Therefore, the observed blueshift for sample SL25 proves the existence
of piezoelectric effects.



Summary

This work has described fabrication technologies and properties of two types
of quantum wire structures based on the selective growth on the mesa stripe
patterned GaAs(311)A and on the self-organized formation of elongated 3D
islands in the strained (In,Ga)As/GaAs(100) system by MBE. For the former
case, single stacked sidewall quantum wires with strong electronic coupling
have been fabricated. p-i-n type LED’s of the sidewall quantum wires on
patterned GaAs (311)A substrates using all Si doping for the n- and p-type
regions have been fabricated. The EL spectra have shown strong selectivity
of the quantum wire emission with a steeper increase in intensity compared
to that of the surrounding quantum wells with increasing forward bias. The
EL from the quantum wires has been directly observed through an optical
microscope as a bright line within the otherwise rather dark region inside the
ring contacts of the diode. The selectivity of carrier injection was reduced
when increasing the temperature due to the increased thermal escape of car-
riers from the quantum wire region into the quantum well region. But even
up to room temperature, the emission density in the quantum wire region
is locally enhanced by two orders of magnitude compared to that from the
quantum-well regions. The samples were characterized by micro-PL, CL, as
well as EBIC measurements. The EBIC results have shown an enhanced car-
rier capture in the quantum wire region when increasing the applied forward
bias. To account for the highly selective EL, a model has been proposed,
which is based on the lateral diffusion of electrons and holes resulting in self-
enhanced carrier injection into the quantum wires. The results have provided
insight into the operation of light-emitting devices based on lateral nanos-
tructures, which may be advantageous for optical fiber applications utilizing
a locally enhanced emission density from single quantum wires and quantum
dots.

The influence of atomic hydrogen on the surface morphology of (In,Ga)As

99



100

grown on GaAs(311)A has been studied. It was found that atomic hydro-
gen suppresses island formation and delays the relaxation by islanding thus
playing a surfactant role in the growth of (In,Ga)As on GaAs(311)A. It has
been proposed that atomic hydrogen decreases the adatom migration length
in lattice mismatched systems. Atomic hydrogen has been applied to the
growth of strained (In,Ga)As sidewall quantum wires enlarging the PL peak
separation between the quantum wires and the quantum well.

For the latter case, the growth of (In,Ga)As single layers on GaAs (100)
substrate has been investigated. It was shown that the growth of the coherent
3D islands is a kinetically limited process. The transition from square shaped
islands to elongated islands was observed by changing the growth tempera-
ture of (In,Ga)As single layers. Under certain growth conditions, the increase
in height of 3D islands is kinetically limited and the islands may grow only
laterally keeping their height almost constant. This is the prerequisite for
the shape transition. The elongation of the islands is a tradeoff between the
surface free energy and the strain energy. A quantitative comparison be-
tween our experimental results and the theoretical work done by Tersoff and
Tromp shows a good agreement. Self-organized quantum wires based on the
elongated islands have been fabricated. The uniformity of the quantum wires
has been greatly improved by a superlattice growth scheme which also makes
the wires much longer (several µm). The structural characterization of the
quantum wires has been performed by AFM, XRD, and TEM. The quan-
tum wires are dislocation-free and vertically correlated. A large polarization
anisotropy of PL for the quantum wires has been observed. Magneto-PL
measurements have demonstrated that the polarization anisotropy is pre-
dominantly induced by the lateral carrier confinement. Piezoelectric effects
of the quantum wires were also discussed. Our results may experimentally
pave a way to the fabrication of very long and uniform quantum wires. The
quantum wires may have practical applications in optoelectronic devices.
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Rink and E. O. Göbel, p. 149. Berlin: Akademie Verlag, 1993.

[45] J. A. del Alamo and C. C. Eugster Appl. Phys. Lett., 78, 78 (1990).

[46] G. S. Solomon, J. A. Trezza, A. F. Marshall, and J. S. Harris Jr. Phys. Rev. Lett., 76, 952 (1996).

[47] G. S. Solomon, M. C. Larson, and J. S. Harris Jr. Appl. Phys. Lett., 69, 1897 (1996).

[48] L. Aigouy, T. Holden, F. Pollak, N. N. Ledentsov, W. M. Ustinov, P. S. Kop’ev, and D. Bimberg
Appl. Phys. Lett., 70, 3329 (1997).

[49] A. Tackeuchi, Y. Nakata, S. Muto, Y. Sugiyama, T. Inata, and N. Yokoyama Jpn. J. Appl. Phys.,
34, L405 (1995).

[50] K. Komori, X. Wang, M. Ogura, H. Matsuhata, and H. Imanishi Appl. Phys. Lett., 68, 3787
(1996).

[51] K. Komori, X. Wang, M. Ogura, and H. Matsuhata Appl. Phys. Lett., 71, 3350 (1997).

[52] K. Komori and M. Arakawa Jpn. J. Appl. Phys., 36, 1927 (1997).
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L. Däweritz, and K. H. Ploog Appl. Phys. Lett., 72, 2002 (1998).

[54] D. Gershoni, I. Brener, G. A. Baraff, S. N. G. Chu, L. N. Pfeiffer, and K. West Phys. Rev. B, 44,
1930 (1991).

[55] O. Madelung, ed., Landolt-Börnstein, 17a. Berlin: Springer Verlag, 1982.

[56] J.-B. Xia Phys. Rev. B, 43, 9856 (1991).
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Many ideas were created from the frequent discussions, and, more recently,
e-mail correspondence with him. I also thank him for the careful reading of
the thesis.

I wish to thank Mr. H.-P. Schönherr for his constant technical support.
If there were not his careful maintenance of the MBE system, this work
would have been difficult. I want to thank Dr. M. Ramsteiner and Dr. U.
Jahn. I got much help from Dr. Ramsteiner for the optical measurements.
The EBIC results were contributed by Dr. Jahn. It was always a pleasant
time to discuss and talk with them.

I want to thank our group leader, Dr. L. Däweritz, for the frequent
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AFM atomic force microscopy
CL cathodoluminescence
EBIC electron beam induced current
EL electroluminescence
GaAs(hkl)A Ga terminated GaAs (hkl) surface
GaAs(hkl)B As terminated GaAs (hkl) surface
LED light emitting diode
MBE molecular beam epitaxy
MOVPE metalorganic vapor phase epitaxy
PL photoluminescence
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PLE photoluminescence excitation
QCSE quantum confined Stark effect
RHEED reflection high energy electron diffraction
TEM transmission electron microscopy
XRD x-ray diffraction
C11, C12 elastic moduli
e electron charge
e14 piezoelectric constant
h Plank’s constant
h̄ Plank’s constant divided by 2π
k Boltzmann’s constant
m0 free electron mass
εij strain tensor
ν Poisson ratio
µ shear modulus
θB kinematical Bragg angle
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