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#### Abstract

This paper establishes a unified framework for the a posteriori error analysis of a large class of nonconforming finite element methods. The theory assures reliability and efficiency of explicit residual error estimates up to data oscillations under the conditions $(\boldsymbol{H} \mathbf{1})-(\boldsymbol{H} \mathbf{2})$ and applies to several nonconforming finite elements: the Crouzeix-Raviart triangle element, the Han parallelogram element, the nonconforming rotated ( $N R$ ) parallelogram element of Rannacher and Turek, the constrained $N R$ parallelogram element of Hu and Shi, the $P_{1}$ element on parallelograms due to Park and Sheen, and the DSSY parallelogram element.


## 1. Introduction

Nonconforming finite element methods are very appealing for the numerical approximation of partial differential equations, for they enjoy better stability properties compared to the conforming finite elements. While the study of the approximation properties of nonconforming triangular and quadrilateral elements has reached a certain level of maturity [17, 3, 26], the a posteriori error analysis of nonconforming quadrilateral finite element approximations is still in its infancy.

Following the contribution of $[15,14]$ the a posteriori error analysis for the $L^{2}$ norm of the piecewise gradient of the error, $\left\|\nabla_{h} e\right\|_{L^{2}(\Omega)}$, has been carried out successfully for triangular elements [9, 1] on the basis of two arguments: (a) the Helmholtz decomposition of $\nabla_{h} e$ and (b) some orthogonality with respect to some conforming finite element space $V_{h}^{c}$. Condition (b) fails for some quadrilateral nonconforming finite elements, e.g. the nonconforming rotated quadrilateral element of Rannacher and Turek, referred to as $N R$ element [24]. As a result, the a posteriori error analysis of $\left\|\nabla_{h} e\right\|_{L^{2}(\Omega)}$ for nonconforming quadrilateral elements appears as a minefield. For the $N R$ element, for instance, the work [22] bypasses condition (b) by some enlargement of $V_{h}^{n c}$ with local bubble trial functions but their analysis applies only for goal-oriented error control and cannot be extended to the control of $\left\|\nabla_{h} e\right\|_{L^{2}(\Omega)}$. Another inherent mathematical difficulty for the $N R$ element functions results from the non-equivalence of the continuity at midpoints and the equality of integral averages along edges. This makes the operator $\Pi$ in [2] not well defined (while correct for all triangular elements of [1]).

This paper aims at some clarification and a unified framework for the a posteriori error analysis of nonconforming finite element methods based on properties for parallelogram meshes. The resulting framework is exemplified on the $2 D$ elliptic model

[^0]problem
\[

$$
\begin{equation*}
\operatorname{div} \nabla u=f \text { in } \Omega, \quad u=u_{D} \text { on } \Gamma_{D}, \quad \nabla u \cdot \nu=g \text { on } \Gamma_{N}, \tag{1.1}
\end{equation*}
$$

\]

on some Lipschitz domain $\Omega \subset \mathbb{R}^{2}$ with the outward unit normal $\nu$ along $\partial \Omega:=$ $\Gamma_{D} \cup \Gamma_{N}$. Let $V:=\left\{v \in H^{1}(\Omega): v=0\right.$ on $\left.\Gamma_{D}\right\}$ denote the space of the test functions approximated by conforming, $V_{h, 0}^{c}$, and nonconforming finite element spaces, $V_{h, 0}^{n c}$, associated with a shape regular triangulation $\mathcal{T}$ with $\mathcal{E}$ the set of the edges while $\mathcal{E}(\Omega)$ and $\mathcal{E}\left(\Gamma_{D}\right)$ the interior and boundary edges, respectively. Also, define $\left[v_{h}\right]$ as the jump across $E \in \mathcal{E}(\Omega)$ of the general discontinuous $v_{h} \in V_{h}^{n c}$ and $\mathbb{P}_{k}(\omega)$ the polynomials of total degree $k$ on the domain $\omega$. Throughout the paper, the hypothesis $(\boldsymbol{H} \mathbf{1})-(\boldsymbol{H} \mathbf{2})$ characterize some class of nonconforming finite elements allowing for efficient and reliable error control:
$(\boldsymbol{H} \mathbf{1})$ For all $v_{h} \in V_{h}^{n c}$ there holds

$$
\begin{equation*}
\int_{E}\left[v_{h}\right] d s=0 \text { for } E \in \mathcal{E}(\Omega) \text { and } \int_{E}\left(v_{h}-u_{D}\right) d s=0 \text { for } E \in \mathcal{E}\left(\Gamma_{D}\right) . \tag{1.2}
\end{equation*}
$$

(H2) There exists some bounded, linear operator $\Pi: V \mapsto V_{h, 0}^{n c}$ and some mesh size independent constant $C_{\text {stab }}$ with the properties (1.3)-(1.6) for every $v_{h} \in V_{h, 0}^{c}, K \in$ $\mathcal{T}$, and $E \in \mathcal{E}$,

$$
\begin{array}{r}
\int_{K} \nabla w_{h} \cdot \nabla\left(v_{h}-\Pi v_{h}\right) d x=0 \quad \text { for all } w_{h} \in V_{h}^{n c} ; \\
\int_{K} q\left(v_{h}-\Pi v_{h}\right) d x=0 \quad \text { for all } q \in \mathbb{P}_{1}(K) ; \\
\int_{E} q\left(v_{h}-\Pi v_{h}\right) d s=0 \quad \text { for all } q \in \mathbb{P}_{0}(E) ; \\
h_{K}^{-1}\left\|v_{h}-\Pi v_{h}\right\|_{L^{2}(K)}+\left\|\nabla\left(v_{h}-\Pi v_{h}\right)\right\|_{L^{2}(K)} \leq C_{s t a b}\left\|\nabla v_{h}\right\|_{L^{2}(K)} \\
h_{E}^{-1 / 2}\left\|v_{h}-\Pi v_{h}\right\|_{L^{2}(E)} \leq C_{s t a b}\left\|\nabla v_{h}\right\|_{L^{2}\left(\omega_{E}\right)} . \tag{1.6}
\end{array}
$$

The main result of the paper (Theorem 3.1 below) establishes the reliability of

$$
\begin{align*}
\eta^{2} & :=\sum_{K \in \mathcal{T}} \eta_{K}^{2}+\sum_{E \in \mathcal{E}} \eta_{E}^{2}, \quad \text { with }  \tag{1.7}\\
\eta_{K}^{2} & :=h_{K}^{2}\left\|f+\operatorname{div} \nabla u_{h}\right\|_{L^{2}(K)}^{2} \text { for } K \in \mathcal{T}  \tag{1.8}\\
\eta_{E}^{2} & :=h_{E}\left(\left\|J_{E, \nu}\right\|_{L^{2}(E)}^{2}+\left\|J_{E, t}\right\|_{L^{2}(E)}^{2}\right) \text { for } E \in \mathcal{E}, \tag{1.9}
\end{align*}
$$

up to the data oscillations $\operatorname{osc}(f)$ and $\operatorname{osc}(g)$ (see Subsection 2.5 below):

$$
\begin{equation*}
\left\|\nabla_{h}\left(u-u_{h}\right)\right\|_{L^{2}(\Omega)} \leq C_{r e l}(\eta+\operatorname{osc}(f)+\operatorname{osc}(g)) . \tag{1.10}
\end{equation*}
$$

The weak continuity condition ( $\boldsymbol{H} \mathbf{1}$ ) is met by a quite large class of nonconforming finite elements proposed in literature [13, 18, 24, 16, 23, 20]. However, there are also elements that fail the above condition, for instance, the version of the RannacherTurek element [24] with local degree of freedom equal to the value of the function
at the midside nodes of each edge, and the nonconforming quadrilateral element of Wilson [28]. Both elements are therefore ruled out by the present analysis.

An outline of the remaining parts of the paper is as follows. Section 2 displays the set-up of the model problem (1.1), introduces the conforming and nonconforming finite element spaces as well as the a posteriori error estimate (1.7) and the data oscillations in (1.10). Theorem 3.1 shows that the abstract conditions (H1)-(H2) imply the reliability in the sense of (1.10). This is stated and proved in Section 3 in the abstract frame while the relevant examples follow in Section 4. Namely, applications of the theory are given for the Crouzeix-Raviart element, the Han element [18], the $N R$ element [24] with local degrees of freedom equal to the average value over the edges, the constrained nonconforming rotated element of Hu and Shi [20], the $P_{1}$ quadrilateral element of Park and Sheen [23], and the DSSY element [16]. Finally, some comments on the efficiency, an adaptive finite element method, a numerical example for the $N R$ element with hanging nodes, and possible generalizations of (1.1) conclude the paper in Section 5.

## 2. Notations and Preliminaries

2.1. Model problem. Let $\Omega$ be a polygonal domain in $\mathbb{R}^{2}$ with boundary $\Gamma:=\partial \Omega$ split into a closed Dirichlet boundary $\Gamma_{D} \subseteq \Gamma$ with positive surface measure and the remaining Neumann boundary $\Gamma_{N}:=\bar{\square} \backslash \Gamma_{D}$. Given $f \in L^{2}(\Omega), g \in L^{2}\left(\Gamma_{N}\right)$, $u_{D} \in H^{1 / 2}\left(\Gamma_{D}\right)$, and $V:=\left\{v \in H^{1}(\Omega): v=0\right.$ on $\left.\Gamma_{D}\right\}$ the solution of (1.1) satisfies

$$
\begin{equation*}
\int_{\Omega} \nabla u \cdot \nabla v d x=\int_{\Omega} f v d x+\int_{\Gamma_{N}} g v d s \text { for every } v \in V \tag{2.1}
\end{equation*}
$$

where the symbol - is the scalar product in the Euclidean space $R^{2}$. Furthermore, we denote by $L^{2}$ the Lebesgue space of square integrable functions, and by $H^{s}$ with $s>0$ the Sobolev space defined in the usual way [17]. For the corresponding norm we use the symbols $\|\cdot\|_{L^{2}}$ and $\|\cdot\|_{H^{s}}$, respectively, with explicit indication of the domain of integration. With $\Omega$ an open set of $\mathbb{R}^{2}$, and $\varphi \in H^{1}(\Omega)$, the curl- and gradient-operator are given as follows

$$
\begin{equation*}
\operatorname{curl} \varphi=\left(-\partial \varphi / \partial x_{2}, \partial \varphi / \partial x_{1}\right), \quad \nabla \varphi=\left(\partial \varphi / \partial x_{1}, \partial \varphi / \partial x_{2}\right) \tag{2.2}
\end{equation*}
$$

whereas for a $\mathbb{R}^{2}$-valued function $v=\left(v_{1}, v_{2}\right)$ the divergence is

$$
\begin{equation*}
\operatorname{div} v=\partial v_{1} / \partial x_{1}+\partial v_{2} / \partial x_{2} . \tag{2.3}
\end{equation*}
$$

Throughout the paper, the letter $C$ denotes a generic constant, not neceessarily the same at each occurrence.
2.2. Conforming finite element spaces. For approximating (2.1) by the finite element method, we introduce a regular triangulation $\mathcal{T}$ of $\bar{\Omega} \subset \mathbb{R}^{2}$ in the sense of Ciarlet $[11,6]$ in closed triangles, or convex quadrilaterals, such that $\bigcup_{K \in \mathcal{T}} K=\bar{\Omega}$, two distinct elements $K$ and $K^{\prime}$ in $\mathcal{T}$ are either disjoint, or share the common edge $E$, or a common vertex, that is, hanging nodes are not allowed. Let $\mathcal{E}$ denote the set of all edges in $\mathcal{T}$, and $\mathcal{N}$ the set of the midside nodes $m_{E}$ of the edges $E \in \mathcal{E}$. The set of interior edges of $\Omega$ are denoted by $\mathcal{E}(\Omega)$, the set of edges of the element $K$ by $\mathcal{E}(K)$, whereas those that belong to the Dirichlet and Neumann boundary are
denoted by $\mathcal{E}\left(\Gamma_{D}\right)$ and $\mathcal{E}\left(\Gamma_{N}\right)$, respectively. For the set of midpoints of the edges $E \in \mathcal{E}\left(\Gamma_{D}\right)$ we use the notation $\mathcal{N}\left(\Gamma_{D}\right)$. By $h_{K}$ and $h_{E}$ we denote the diameter of the element $K \in \mathcal{T}$ and of the edge $E \in \mathcal{E}$, respectively. Also, we denote by $\omega_{K}$ the patch of elements $K^{\prime} \in \mathcal{T}$ that share an edge with $K$, and by $\omega_{E}$ the patch of elements having in common the edge $E$. Given any edge $E \in \mathcal{E}$ we assign one fixed unit normal $\nu_{E}$; if ( $n_{1}, n_{2}$ ) are its components, $t_{E}$ denotes the orthogonal vector of components $\left(-n_{2}, n_{1}\right)$. For $E \in \mathcal{E}\left(\Gamma_{D}\right) \cup \mathcal{E}\left(\Gamma_{N}\right)$ on the boundary we choose $\nu_{E}=\nu$, the unit outward normal to $\Omega$, and concordingly the tangent versor $t$. Once $\nu_{E}$ and $t_{E}$ have been fixed on $E$, in relation to $\nu_{E}$ one defines the elements $K_{\text {in }} \in \mathcal{T}$ and $K_{\text {out }} \in \mathcal{T}$, with $E=K_{\text {out }} \cap K_{\text {in }}$, as depicted in Figure 1 .


Figure 1. Definition of the elements $K_{\text {in }}$ and $K_{\text {out }}$ in relation to $\nu_{E}$
Given $E \in \mathcal{E}(\Omega)$ and a $\mathbb{R}^{d}$-valued function $v$ defined in $\Omega$, with $d=1,2$, we denote by $[v]_{E}$ the jump of $v$ across $E$, that is,

$$
[v]_{E}(x)=\left(\left.v\right|_{K_{\text {out }}}(x)-\left.v\right|_{K_{\text {in }}}(x)\right) \quad \text { for } x \in E=K_{\text {in }} \cap K_{\text {out }},
$$

with the subscript $E$ that will be omitted whenever it is clear from the context. With the triangulation $\mathcal{T}$ we associate, moreover, the space $H^{1}(\mathcal{T})$ defined as

$$
H^{1}(\mathcal{T})=\left\{v \in L^{2}(\Omega): \forall K \in \mathcal{T},\left.v\right|_{K} \in H^{1}(K)\right\},
$$

and for $v \in H^{1}(\mathcal{T})$, we denote by $\nabla_{h} v$ the gradient operator defined piecewise with respect to $\mathcal{T}$, i.e.,

$$
\left.\nabla_{h} v\right|_{K}:=\nabla\left(\left.v\right|_{K}\right) .
$$

Whenever from the context it is clear that we are considering the restriction of $v$ to an element $K \in \mathcal{T}$, then we clearly write only $\nabla v$ in lieu of $\nabla_{h} v$.
For a non negative integer $k$ the space $Q_{k}(\omega)$ consists of polynomials of total degree at most $k$ defined over $\omega$ in the case $\omega=K$ is a triangle, whereas it denotes polynomials of degree at most $k$ in each variable in the case $K$ is a quadrilateral. For this presentation it will suffice to assume $k=1$. The corresponding conforming space will be denoted by

$$
V_{h}^{c}:=\left\{v \in H^{1}(\Omega):\left.v\right|_{K} \in Q_{1}(K)\right\} \text { and } V_{h, 0}^{c}:=\left\{v \in V_{h}^{c}: v=0 \text { on } \Gamma_{D}\right\} .
$$

Throughout the paper, for triangular elements, $V_{h, 0}^{c}$ stands for the conforming space of $P_{1}$ elements, whereas for quadrilateral elements it denotes the conforming space of bilinear elements.
Given the conforming finite element space $V_{h, 0}^{c}$, we consider the Clément interpolation operator or any other regularized conforming finite element approximation
operator $\mathcal{J}: H^{1}(\Omega) \mapsto V_{h}^{c}$ with the property

$$
\begin{align*}
& \|\nabla \mathcal{J} \varphi\|_{L^{2}(K)}+\left\|h_{K}^{-1}(\varphi-\mathcal{J} \varphi)\right\|_{L^{2}(K)} \leq C\|\nabla \varphi\|_{L^{2}\left(\omega_{K}\right)},  \tag{2.4}\\
& \left\|h_{E}^{-1 / 2}(\varphi-\mathcal{J} \varphi)\right\|_{L^{2}(E)} \leq C\|\nabla \varphi\|_{L^{2}\left(\omega_{E}\right)}, \tag{2.5}
\end{align*}
$$

for all $K \in \mathcal{T}, E \in \mathcal{E}$, and $\varphi \in H^{1}(\Omega)$. The existence of such operators is guaranteed, for instance, in [12, 25, 7, 5].
2.3. Nonconforming finite element spaces and a posteriori error estimator. A nonconforming finite element approximation is defined by a finite dimensional trial space $V_{h}^{n c} \subset H^{1}(\mathcal{T})$ along with the test space $V_{h, 0}^{n c}$ corresponding to the discrete homogeneous Dirichlet boundary conditions. The nonconforming finite element approximation $u_{h} \in V_{h}^{n c}$ of (2.1) then satisfies

$$
\begin{equation*}
\int_{\Omega} \nabla_{h} u_{h} \cdot \nabla_{h} v_{h} d x=\int_{\Omega} f v_{h} d x+\int_{\Gamma_{N}} g v_{h} d s \text { for every } v_{h} \in V_{h, 0}^{n c} . \tag{2.6}
\end{equation*}
$$

The Helmholtz decomposition is a well-established tool in the a posteriori error analysis of nonconforming finite element methods $[15,9]$.

Lemma 2.1. Given any $e \in V+V_{h}^{\text {nc }}$ such that $\nabla_{h} e \in L^{2}\left(\Omega ; \mathbb{R}^{2}\right)$ there exist $w, \varphi \in$ $H^{1}(\Omega)$ with $w=0$ on $\Gamma_{D}$, and $\nabla \varphi \cdot t=\operatorname{curl} \varphi \cdot \nu=0$ on $\Gamma_{N}$ such that

$$
\begin{gather*}
\nabla_{h} e=\nabla w+\operatorname{curl} \varphi,  \tag{2.7}\\
\left\|\nabla_{h} e\right\|_{L^{2}(\Omega)}^{2}=\|\nabla w\|_{L^{2}(\Omega)}^{2}+\|\operatorname{curl} \varphi\|_{L^{2}(\Omega)}^{2} . \tag{2.8}
\end{gather*}
$$

2.4. A posteriori error estimator. For each edge $E \in \mathcal{E}$, define $J_{E, \nu}$ the jump of $\nabla_{h} u_{h}$ across $E$ in direction $\nu_{E}$, i.e.,

$$
J_{E, \nu}:= \begin{cases}{\left[\nabla_{h} u_{h}\right]_{E} \cdot \nu_{E}} & \text { if } E \in \mathcal{E}_{\Omega},  \tag{2.9}\\ g-\nabla u_{h} \cdot \nu & \text { if } E \in \mathcal{E}_{N} \\ 0 & \text { if } E \in \mathcal{E}_{D}\end{cases}
$$

and $J_{E, t}$ the jump of $\nabla_{h} u_{h}$ across $E$ in direction $t_{E}$, i.e.,

$$
J_{E, t}:= \begin{cases}{\left[\nabla_{h} u_{h}\right]_{E} \cdot t_{E}} & \text { if } E \in \mathcal{E}_{\Omega},  \tag{2.10}\\ 0 & \text { if } E \in \mathcal{E}_{N} \\ \left(\nabla u_{D}-\nabla u_{h}\right) \cdot t & \text { if } E \in \mathcal{E}_{D}\end{cases}
$$

and recall $\eta$ from (1.7) with the local contributions $\eta_{K}$ (1.8) and $\eta_{E}$ (1.9) for each $K \in \mathcal{T}$ and $E \in \mathcal{E}$, respectively.
2.5. Data oscillations. For $f \in L^{2}(\Omega)$ and its piecewise affine approximation $f_{h}$ with respect to $\mathcal{T}$, we refer to $\operatorname{osc}(f)$ as oscillation of $f$ [27],

$$
\begin{equation*}
\operatorname{osc}^{2}(f):=\sum_{K \in \mathcal{T}} h_{K}^{2}\left\|f-f_{h}\right\|_{L^{2}(K)}^{2} . \tag{2.11}
\end{equation*}
$$

with $\operatorname{osc}(f)$ being a higher order term if $f \in H^{1}(\Omega)$. Similar definitions hold for the oscillations osc $\left(u_{D}\right)$ and $\operatorname{osc}(g)$ of the Dirichlet and Neumann boundary data, $u_{D} \in$
$H^{1 / 2}\left(\Gamma_{D}\right)$ and $g \in L^{2}\left(\Gamma_{N}\right)$, and their piecewise affine and constant approximations $u_{D, h}$ and $g_{h}$, respectively, as [27, 8]

$$
\begin{aligned}
\operatorname{osc}^{2}\left(u_{D}\right) & :=\sum_{E \in \mathcal{E}\left(\Gamma_{D}\right)} h_{E}\left\|\frac{\partial}{\partial s}\left(u_{D}-u_{D, h}\right)\right\|_{L^{2}(E)}^{2} \\
\operatorname{osc}^{2}(g) & :=\sum_{E \in \mathcal{E}\left(\Gamma_{N}\right)} h_{E}\left\|g-g_{h}\right\|_{L^{2}(E)}^{2}
\end{aligned}
$$

## 3. Reliability of $\eta$

This section presents the main result of this paper, that is, $(\boldsymbol{H} \mathbf{1})-(\boldsymbol{H} \mathbf{2})$ imply reliability of $\eta$. Throughout this section, let $u$ solve (2.1), $u_{h}$ solve (2.6), and set $e:=u-u_{h}$.

Theorem 3.1. Asssume that the space $V_{h}^{n c}$ along with the corresponding $V_{h, 0}^{n c}$ satisfy (H1)-(H2). Then, there esists a positive constant $C$ depending only on the minimum angle of $\mathcal{T}$ such that $\eta$ is reliable in the sense that

$$
\begin{equation*}
\left\|\nabla_{h} e\right\|_{L^{2}(\Omega)} \leq C(\eta+\operatorname{osc}(f)+\operatorname{osc}(g)) . \tag{3.1}
\end{equation*}
$$

The remainder of this section is devoted to the proof of Theorem 3.1. Here and throughout $f_{h}$ and $g_{h}$ denote piecewise affine and constant approximations of $f$ and $g$, respectively. From (H2) and for every $v_{h} \in V_{h, 0}^{c}$, there holds

$$
\begin{equation*}
\int_{\Omega} \nabla_{h} u_{h} \cdot \nabla v_{h} d x=\int_{\Omega} f \Pi v_{h} d x+\int_{\Gamma_{N}} g \Pi v_{h} d s \tag{3.2}
\end{equation*}
$$

Lemma 3.2. There exists a mesh size independent constant $C$ such that, for every $v_{h} \in V_{h, 0}^{c}$, there holds

$$
\begin{equation*}
\int_{\Omega} \nabla_{h} e \cdot \nabla v_{h} d x \leq C(\operatorname{osc}(f)+\operatorname{osc}(g))\left\|\nabla v_{h}\right\|_{L^{2}(\Omega)} \tag{3.3}
\end{equation*}
$$

Proof. From (2.1) and (3.2), for every $v_{h} \in V_{h, 0}^{c}$ it follows

$$
\begin{aligned}
\int_{\Omega} \nabla_{h} e \cdot \nabla v_{h} d x & =\sum_{K \in \mathcal{T}}\left(\int_{K}\left(f-f_{h}\right)\left(v_{h}-\Pi v_{h}\right) d x+\int_{K} f_{h}\left(v_{h}-\Pi v_{h}\right) d x\right) \\
& +\sum_{E \in \mathcal{E}\left(\Gamma_{N}\right)}\left(\int_{E}\left(g-g_{h}\right)\left(v_{h}-\Pi v_{h}\right) d s+\int_{E} g_{h}\left(v_{h}-\Pi v_{h}\right) d s\right)
\end{aligned}
$$

Since (1.4)-(1.5), this equals to

$$
\int_{\Omega}\left(f-f_{h}\right)\left(v_{h}-\Pi v_{h}\right) d x+\int_{\Gamma_{N}}\left(g-g_{h}\right)\left(v_{h}-\Pi v_{h}\right) d s
$$

The combination of Cauchy inequalities with (1.6) yield its upper bound

$$
C\left(\left(\sum_{K \in \mathcal{T}} h_{K}^{2}\left\|f-f_{h}\right\|_{L^{2}(K)}^{2}\right)^{1 / 2}+\left(\sum_{E \in \mathcal{E}\left(\Gamma_{n}\right)} h_{E}\left\|g-g_{h}\right\|_{L^{2}(E)}^{2}\right)^{1 / 2}\right)\left\|\nabla v_{h}\right\|_{L^{2}(\Omega)}
$$

Remark 3.1. If $V_{h, 0}^{c}$ is a subspace of $V_{h, 0}^{n c}$, then $(\boldsymbol{H} \mathbf{1})-(\mathbf{H 2})$ hold for $\Pi=I$ and (3) recovers the $L^{2}$-orthogonality of $\nabla_{h} e$ and $\nabla v_{h}$ for every $v_{h} \in V_{h, 0}^{c}$ /because $C=0$ in (1.6)].

The following orthogonality condition (3.4) is well established in the literature on a posteriori error estimates for nonconforming finite element schemes.

Lemma 3.3. For every $v_{h} \in V_{h}^{c}$ such that $\partial v_{h} / \partial s=0$ on $\Gamma_{N}$, there holds

$$
\begin{equation*}
\int_{\Omega} \nabla_{h} e \cdot \operatorname{curl} v_{h} d x=0 \tag{3.4}
\end{equation*}
$$

Proof. The proof is along the lines of [15, eq. (3.4)] for the Crouzeix-Raviart element. An integration by parts over each element gives

$$
\begin{equation*}
\int_{\Omega} \nabla_{h} e \cdot \operatorname{curl} v_{h} d x=\sum_{E \in \mathcal{E}} \int_{E}\left[u-u_{h}\right] \frac{\partial v_{h}}{\partial s} d s . \tag{3.5}
\end{equation*}
$$

Since for $v_{h} \in V_{h}^{c}, \partial v_{h} / \partial s$ is constant over each edge $E \in \mathcal{E}(\Omega) \cup \mathcal{E}\left(\Gamma_{D}\right)$, or is zero on $E \in \mathcal{E}\left(\Gamma_{N}\right)$, accounting for ( $\boldsymbol{H} \mathbf{1}$ ), one obtains (3.4).

The proof of (3.1) starts with the decomposition (2.7) and the interpolation operator $\mathcal{J}$ of Clément, and Lemma 3.3. Without loss of generality one can choose $\varphi$ in (2.7) to be equal to a constant on $\Gamma_{N}$, and $\left.\mathcal{J} \varphi\right|_{\Gamma_{N}}=\left.\varphi\right|_{\Gamma_{N}}$. Then, it follows that

$$
\begin{aligned}
\left\|\nabla_{h} e\right\|_{L^{2}(\Omega)}^{2} & =\int_{\Omega} \nabla_{h} e \cdot(\nabla w+\operatorname{curl} \varphi) d x=\int_{\Omega} \nabla_{h} e \cdot \nabla(w-\mathcal{J} w) d x \\
& +\int_{\Omega} \nabla_{h} e \cdot \operatorname{curl}(\varphi-\mathcal{J} \varphi) d x+\int_{\Omega} \nabla_{h} e \cdot \nabla \mathcal{J} w d x
\end{aligned}
$$

From Lemma 3.2 and the estimate (2.4), one obtains

$$
\begin{align*}
\int_{\Omega} \nabla_{h} e \cdot \nabla \mathcal{J} w d x & \leq C(\operatorname{osc}(f)+\operatorname{osc}(g))\|\nabla \mathcal{J} w\|_{L^{2}(\Omega)}  \tag{3.6}\\
& \leq C(\operatorname{osc}(f)+\operatorname{osc}(g))\|\nabla w\|_{L^{2}(\Omega)}
\end{align*}
$$

Since $(w-\mathcal{J} w)$ and $(\varphi-\mathcal{J} \varphi)$ belong to $H^{1}(\Omega)$, the use of the Stokes theorem and Green's formula over each element give, after some rearrangements,

$$
\begin{aligned}
& \int_{\Omega} \nabla_{h} e \cdot \nabla(w-\mathcal{J} w) d x+\int_{\Omega} \nabla_{h} e \cdot \operatorname{curl}(\varphi-\mathcal{J} \varphi) d x \\
& =\sum_{E \in \mathcal{E}}\left(\int_{E} J_{E, t}(\varphi-\mathcal{J} \varphi) d s+\int_{E} J_{E, \nu}(w-\mathcal{J} w) d s\right) \\
& +\sum_{K \in \mathcal{T}} \int_{K}\left(f+\operatorname{div} u_{h}\right)(w-\mathcal{J} w) d x
\end{aligned}
$$

It is a standard argument with Cauchy inequalities and (2.4)-(2.5) to bound this by

$$
C \eta\left(\|\nabla w\|_{L^{2}(\Omega)}+\|\nabla \varphi\|_{L^{2}(\Omega)}\right)
$$

with $\eta$ from (1.7). The combination of the aforementioned estimates with (2.8) concludes the proof of (3.1).

## 4. Examples

In this section, we verify ( $\boldsymbol{H} \mathbf{1})-(\boldsymbol{H} \mathbf{2})$ for several nonconforming finite elements proposed in literature. For the following examples, the operator $\Pi$ that enters (H2) is the interpolation operator of $V$ associated with $V_{h, 0}^{n c}$.
4.1. The Crouzeix-Raviart element. The nonconforming finite element space associated with the Crouzeix-Raviart element [13] reads
(4.1) $\quad V_{h}^{n c}:=\left\{v_{h} \in H^{1}(\mathcal{T}):\left.v_{h}\right|_{K} \in P_{1}(K) \quad \forall K \in \mathcal{T}, v_{h}\right.$ is continuous at each

$$
\left.m_{E} \in \mathcal{N} \backslash \mathcal{N}\left(\Gamma_{D}\right), \text { and } v_{h}\left(m_{E}\right)=u_{D}\left(m_{E}\right) \text { for } m_{E} \in \mathcal{N}\left(\Gamma_{D}\right)\right\}
$$

and $V_{h, 0}^{n c}$ denotes the space corresponding to the discrete homogeneous Dirichlet boundary conditions. For this element, it is trivial to check that the space $V_{h}^{n c}$ meets (H1). Furthermore, since $V_{h, 0}^{c} \subset V_{h, 0}^{n c},(H 2)$ follows immediately and Theorem 3.1 recovers the results of [15, 9].
4.2. The Han element. With respect to the global coordinate system $\left(x_{1}, x_{2}\right)$, the nonparametric formulation of rectangular and parallelogram elements proposed by Han in [18] is obtained by introducing the following local space

$$
\begin{equation*}
\mathcal{Q}_{\mathcal{H}}^{n c}=\operatorname{span}\left\{1, x_{1}, x_{2}, x_{1}^{2}-\frac{5}{3} x_{2}^{4}, x_{2}^{2}-\frac{5}{3} x_{1}^{4}\right\}, \tag{4.2}
\end{equation*}
$$

and the $\mathcal{Q}_{\mathcal{H}}^{n c}$-unisolvent set of linearly independent linear forms [11, 18] read

$$
\begin{equation*}
\mathcal{F}_{E}(v)=\frac{1}{h_{E}} \int_{E} v d s, \quad \mathcal{F}_{K}(v)=\frac{1}{|K|} \int_{K} v d x \text { with } E \in \mathcal{E}(K), \quad K \in \mathcal{T} . \tag{4.3}
\end{equation*}
$$

This defines the five degrees of freedom for the Han element. In (4.3), $|K|$ denotes the area of the element. Recall from [11] that given $E=K \cap K^{\prime}$ for $K, K^{\prime} \in \mathcal{T}$, and $v \in H^{1}(\mathcal{T})$ such that $\left.v\right|_{K} \in \mathcal{Q}_{\mathcal{H}}^{n c}(K)$, and $\left.v\right|_{K^{\prime}} \in \mathcal{Q}_{\mathcal{H}}^{n c}\left(K^{\prime}\right)$, we say that $v$ is continuous with respect to $\mathcal{F}_{E}$ if $\mathcal{F}_{E}\left(\left.v\right|_{K}\right)=\mathcal{F}_{E}\left(\left.v\right|_{K^{\prime}}\right)$. The nonconforming finite element space $V_{h}^{n c}$ is then defined as

$$
\begin{align*}
V_{h}^{n c}:= & \left\{v \in H^{1}(\mathcal{T}):\left.v\right|_{K} \in \mathcal{Q}_{\mathcal{H}}^{n c}(K) \text { for each } K \in \mathcal{T}, v\right. \text { continuous with respect }  \tag{4.4}\\
& \text { to } \left.\mathcal{F}_{E} \text { for all } E \in \mathcal{E}(\Omega), \text { and } \mathcal{F}_{E}(v)=\mathcal{F}_{E}\left(u_{D}\right) \text { for all } E \in \mathcal{E}\left(\Gamma_{D}\right)\right\},
\end{align*}
$$

whereas $V_{h, 0}^{n c}$ denotes the space corresponding to the discrete homogeneous Dirichlet boundary conditions in (4.4). For $v_{h} \in V_{h}^{n c}$, the definition (4.4) of $V_{h}^{n c}$ and (4.3) yield

$$
\begin{equation*}
\int_{E}\left[v_{h}\right] d s=0 \text { for all } E \in \mathcal{E}(\Omega) \text { and } \int_{E}\left(v_{h}-u_{D}\right) d s=0 \text { for all } E \in \mathcal{E}\left(\Gamma_{D}\right) \tag{4.5}
\end{equation*}
$$

and so $V_{h}^{n c}$ verifies $(\boldsymbol{H} \mathbf{1})$. Let $V_{h}^{c}$ be the conforming space of the bilinear elements constructed from the local spaces $\mathcal{Q}^{c}(K)=\operatorname{span}\left\{1, x_{1}, x_{2}, x_{1} x_{2}\right\}$. Consider then the interpolation operator $\Pi: V \mapsto V_{h, 0}^{n c}$ defined by the conditions: For all $E \in \mathcal{E}(K)$
and $K \in \mathcal{T}$,

$$
\begin{equation*}
\Pi v \in V_{h, 0}^{n c}, \quad \mathcal{F}_{E}\left(\left.\Pi v\right|_{K}\right)=\mathcal{F}_{E}\left(\left.v\right|_{K}\right), \quad \mathcal{F}_{K}\left(\left.\Pi v\right|_{K}\right)=\mathcal{F}_{K}\left(\left.v\right|_{K}\right) . \tag{4.6}
\end{equation*}
$$

Given $v \in V_{h, 0}^{c}$, the restriction of $v$ to $K \in \mathcal{T}$ has the following representation

$$
\begin{equation*}
v=a_{0}+a_{1} x_{1}+a_{2} x_{2}+a_{3} x_{1} x_{2}, \tag{4.7}
\end{equation*}
$$

for some interpolation constants $a_{i}, i=0, \ldots, 3$. Since the degrees of freedom (4.3) vanish over the bubble function $x_{1} x_{2} \in \mathcal{Q}^{c}(K)$, it follows that the restriction of $\Pi$ to $V_{h, 0}^{c}$ yields

$$
\begin{equation*}
\left.\Pi v\right|_{K}=a_{0}+a_{1} x_{1}+a_{2} x_{2} . \tag{4.8}
\end{equation*}
$$

Using standard estimates for polynomial approximations, one can easily verify that $\Pi$ meets the estimates (1.6). Furthemore, for every $v_{h} \in V_{h, 0}^{c}$ a direct evaluation of the integrals shows (1.3)-(1.5) over rectangular and parallelogram element domains, i.e., the space $V_{h}^{n c}$ meets ( $\boldsymbol{H} 2$ ).
4.3. The quadrilateral rotated nonconforming element. In [24] Rannacher and Turek introduce two types of quadrilateral nonconforming elements referred to as $N R$ element. The corresponding local finite element spaces are obtained by rotating the mixed term of the bilinear element, and assuming as local degree of freedom either the average of the function over the edge or its value at the midside node. In this section we consider the non parametric formulation for rectangular and parallelogram elements with the first choice of degree of freedom. More precisely, for each element $K \in \mathcal{T}$ and with respect to the global coordinate system ( $x_{1}, x_{2}$ ), we set [24]

$$
\begin{equation*}
\mathcal{Q}_{\mathcal{R}}^{n c}=\operatorname{span}\left\{1, x_{1}, x_{2}, x_{1}^{2}-x_{2}^{2}\right\}, \tag{4.9}
\end{equation*}
$$

and introduce the four degree of freedom as [11, 24]

$$
\begin{equation*}
\mathcal{F}_{E}(v)=\frac{1}{h_{E}} \int_{E} v d s \text { with } E \in \mathcal{E}(K) . \tag{4.10}
\end{equation*}
$$

With the corresponding nonconforming finite element space defined as in (4.4) and concordingly $V_{h, 0}^{n c}$, it follows that $V_{h}^{n c}$ meets ( $\boldsymbol{H} \mathbf{1}$ ).

For any $v \in V$, the interpolation operator $\Pi v \in V_{h, 0}^{n c}$ is defined as [24, 20]: For all $E \in \mathcal{E}(K)$, and $K \in \mathcal{T}$

$$
\begin{equation*}
\Pi v \in V_{h, 0}^{n c} \text { and } \mathcal{F}_{E}\left(\left.\Pi v\right|_{K}\right)=\mathcal{F}_{E}\left(\left.v\right|_{K}\right) \tag{4.11}
\end{equation*}
$$

hence, likewise the Han element, since $\mathcal{F}_{E}$ vanishes over the bubble function $x_{1} x_{2} \in$ $\mathcal{Q}^{c}(K)$, the restriction of $\Pi$ to $V_{h, 0}^{c} \subset V$ is represented locally by (4.8). Therefore, the above arguments verify ( $\boldsymbol{H} 2$ ).

Remark 4.1. For the version of the $N R$ element with function evaluation at the midpoints as degree of freedom, $(\mathbf{H 1})$ is not satisfied and we refer to Section 4.5 for a modification of the NR element.

Remark 4.2. The proof of Lemma 3.3 for the NR element can be found in [19, 21].
Remark 4.3. The interpolation operator $\Pi_{\mathcal{P}}$ defined in $[2$, eq. (6)] does, in general, not map into the space $X_{\mathcal{P}, E}$ of the $N R$ element functions continuous at the midside
nodes [2, page 4]. This results in a gap in the analysis of [2] for this finite element; the remaining assertions in [2] seem to be correct.

Remark 4.4. The present analysis shows that the augmentation of $V_{h}^{n c}$ with local bubble trial functions proposed in [22] is not necessary for the error control of $\left\|\nabla_{h} e\right\|$; this proves a conjecture in [22].
4.4. The constrained $N R$ element and the $P_{1}$-quadrilateral element. The constrained rotated nonconforming finite element (referred to as CNR element) introduced in [19, 20] is obtained by enforcing a constraint on the degree of freedom of the $N R$ element described in Section 4.3. With $\mathcal{Q}_{\mathcal{R}}^{n c}$ denoting here the space of the global trial functions defined over $\Omega$ and corresponding to the $N R$ element, the space of the $C N R$ element is then defined as follows

$$
\begin{equation*}
\mathcal{Q}_{\mathcal{J}}^{n c}:=\left\{v \in \mathcal{Q}_{\mathcal{R}}^{n c}: \forall K \in \mathcal{T} \int_{E_{1}} v d s+\int_{E_{3}} v d s=\int_{E_{2}} v d s+\int_{E_{4}} v d s\right. \tag{4.12}
\end{equation*}
$$

with $E_{i} \quad 1 \leq i \leq 4$ edges of $K \in \mathcal{T}$ numbered in counterclockwise order $\}$.
For rectangular and parallelogram element domains, here considered, the element is equivalent to the $P_{1}$-quadrilateral element of [23]. For homogeneous Dirichlet boundary conditions, it is trivial to check that the space $V_{h}^{n c}$ meets ( $\boldsymbol{H} \mathbf{1}$ ), for being the $C N R$ space a subspace of $N R$. Furthermore, in $[19,20]$ it is also proved that on the generic element $K \in \mathcal{T}$ with vertices 1, 2, 3, 4 labelled in counterclockwise, the interpolation $\Pi v \in V_{h, 0}^{n c}$ defined as in (4.11) and for $v \in V_{h, 0}^{c}$ has the following representation

$$
\begin{equation*}
\left.\Pi v\right|_{K}=v_{1} \phi_{1}+v_{2} \phi_{2}+v_{3} \phi_{3}+v_{4} \phi_{4} \tag{4.13}
\end{equation*}
$$

with $v_{i}$ nodal value of $v \in V_{h, 0}^{c}$ and

$$
\begin{array}{ll}
\phi_{1}\left(x_{1}, x_{2}\right)=\frac{1}{4}\left(1-x_{1}-x_{2}\right), & \phi_{2}\left(x_{1}, x_{2}\right)=\frac{1}{4}\left(1-x_{1}+x_{2}\right), \\
\phi_{3}\left(x_{1}, x_{2}\right)=\frac{1}{4}\left(1+x_{1}+x_{2}\right), & \phi_{4}\left(x_{1}, x_{2}\right)=\frac{1}{4}\left(1-x_{1}+x_{2}\right), \tag{4.14}
\end{array}
$$

associated with each of such vertices. The arguments of Section 4.3 show (H2).
4.5. The $D S S Y$ element. The main motivation for the definition of this element is to obtain a quadrilateral element with approximation properties similar to that of the Crouzeix-Raviart element. For parallelogram elements these properties were identified in [16] by ( $i$ ) continuity at the midpoints of each edge, (ii) value of the function at these points as degrees of freedom, and (iii) validity of the orthogonality condition [16, eq. (6.1)]: For all $v_{h} \in V_{h, 0}^{n c}$ there holds

$$
\begin{equation*}
\int_{E}\left[v_{h}\right] d s=0 \text { for } E \in \mathcal{E}(\Omega) . \tag{4.15}
\end{equation*}
$$

The latter condition plays a crucial role in the proof of optimal error estimates as realized in [16], for instance, by two spaces of local basis obtained by an ad hoc
modification of the local basis of the Rannacher-Turek element. Set

$$
\theta_{\ell}(t)= \begin{cases}t^{2}-\frac{5}{3} t^{4} & \text { for } \ell=1,  \tag{4.16}\\ t^{2}-\frac{25}{6} t^{4}+\frac{7}{2} t^{6} & \text { for } \ell=2\end{cases}
$$

Then the local space reads

$$
\begin{equation*}
\mathcal{Q}_{\mathcal{D}}^{n c}=\operatorname{span}\left\{1, x_{1}, x_{2}, \theta_{\ell}\left(x_{1}\right)-\theta_{\ell}\left(x_{2}\right)\right\} \quad \text { for } \ell=1,2, \tag{4.17}
\end{equation*}
$$

and the $\mathcal{Q}_{\mathcal{D}}^{\text {nc }}$-unisolvent linear forms read

$$
\begin{equation*}
\mathcal{F}_{E_{i}}\left(\left.v_{h}\right|_{K}\right)=\left.v_{h}\right|_{K}\left(m_{E_{i}}\right) \text { for } E_{i} \in \mathcal{E}(K), 1 \leq i \leq 4, v_{h} \in \mathcal{Q}_{\mathcal{D}}^{n c}, \tag{4.18}
\end{equation*}
$$

with $m_{E_{i}}$ midside nodes of the edge $E_{i}$. The nonconforming finite element spaces $V_{h}^{n c}$ and $V_{h, 0}^{n c}$ are then defined as in (4.4) with $\mathcal{Q}_{\mathcal{H}}^{n c}$ replaced by $\mathcal{Q}_{\mathcal{D}}^{n c}$. Following [16], one can show that ( $\boldsymbol{H} \mathbf{1}$ ) holds. Furthermore, with the interpolation operator $\Pi: V \mapsto V_{h, 0}^{n c}$ defined as in (4.11), one obtains
(4.19) $\quad \Pi v \in V_{h, 0}^{n c},\left.\quad \Pi v\right|_{K}\left(m_{E}\right)=\frac{1}{h_{E}} \int_{E} v d s$ for each edge $E \in \mathcal{E}(K), \quad K \in \mathcal{T}$, with the restriction of $\Pi$ to the space $V_{h, 0}^{c}$ having the local representation (4.8) that implies (H2).

## 5. Comments

This section concludes the paper with remarks on extensions and generalizations.
5.1. Efficiency. The efficiency of $\eta$ in the sense that there exists a mesh size independent constant $C$ such that

$$
\begin{equation*}
\eta \leq C\left(\left\|\nabla_{h} e\right\|_{L^{2}(\Omega)}+\operatorname{osc}(f)+\operatorname{osc}\left(u_{D}\right)+\operatorname{osc}(g)\right) . \tag{5.1}
\end{equation*}
$$

follows from the local bounds

$$
\begin{align*}
\eta_{K}^{2} & \leq C\left(\left\|\nabla_{h} e\right\|_{L^{2}\left(\omega_{K}\right)}^{2}+h_{K}^{2}\left\|f-f_{h}\right\|_{L^{2}\left(\omega_{K}\right)}^{2}\right) \text { for each } K \in \mathcal{T} \\
\eta_{E}^{2} & \leq C\left(\left\|\nabla_{h} e\right\|_{L^{2}\left(\omega_{E}\right)}^{2}+h_{E}^{2}\left\|f-f_{h}\right\|_{L^{2}\left(\omega_{E}\right)}^{2}+h_{E}\left\|g-g_{h}\right\|_{L^{2}\left(E \cap \Gamma_{N}\right)}^{2}\right.  \tag{5.2}\\
& \left.+h_{E}\left\|\frac{\partial}{\partial s}\left(u_{D}-u_{D, h}\right)\right\|_{L^{2}\left(E \cap \Gamma_{D}\right)}^{2}\right) \text { for each } E \in \mathcal{E}
\end{align*}
$$

For the proofs, one can adapt the arguments from [27, page 15-18] and [15, 9, 8].
5.2. Adaptive finite element method. By rewriting $\eta$ from (1.7) as $\eta^{2}=\sum_{K \in \mathcal{T}} \eta_{K}^{2}$ with

$$
\eta_{K}^{2}:=h_{K}^{2}\left\|f+\operatorname{div} u_{h}\right\|_{L^{2}(K)}^{2}+\frac{1}{2} \sum_{E \in \mathcal{E}(K)} h_{E}\left(\left\|J_{E, \nu}\right\|_{L^{2}(E)}^{2}+\left\|J_{E, t}\right\|_{L^{2}(E)}^{2}\right),
$$

the estimate $\eta$ and the elemental contributions $\eta_{K}$ can be used to generate the triangulations $\left\{\mathcal{T}_{\ell}\right\}_{\ell \in \mathbb{N}}$ in an adaptive way using the following Algorithm 1

Algorithm 1. Input a coarse mesh $\mathcal{T}_{0}$ with rectangular elements, and set $\ell=0$.
(a) Solve the discrete problem on $\mathcal{T}_{\ell}$ with $N$ degrees of freedom.
(b) Compute $\eta_{K}$ for all $K \in \mathcal{T}_{\ell}$ and $\eta_{N}:=\left(\sum_{K \in \mathcal{T}} \eta_{K}^{2}\right)^{1 / 2}$.
(c) Mark $K \in \mathcal{M} \subset \mathcal{T}_{\ell}$ for refinement into four congruents rectangles if $\theta \max _{T \in \mathcal{I}_{\ell}} \eta_{T} \leq$ $\eta_{K}$.
(d) Mark further elements to ensure at most one hanging node per edge. Define the resulting mesh as the actual mesh $\mathcal{T}_{\ell+1}$, update $\ell$ and go to (a).

The triangulations $\mathcal{T}$ generated by the Algorithm 1 are 1 -irregular meshes [4], i.e. at most one hanging node per edge; it remains open whether the analysis can be extended to hanging nodes. Error reduction and convergence of the adaptive finite element method based on the bulk criterion has very recently been established in [10] for the Crouzeix-Raviart element.
5.3. Numerical example. On the $L$-shaped domain $\Omega=[0,1]^{2} \backslash[0.5,1.0]^{2}$, we use the $N R$ element defined in Section 4.3 to approximate the Poisson's problem (1.1) with $f \equiv 0, \Gamma_{D}=\partial \Omega, \Gamma_{N}=\emptyset$, and $u_{D}$ a smooth function such that in polar coordinates

$$
u(r, \theta)=r^{2 / 3} \sin \left(\frac{2}{3} \theta\right)
$$

is the exact solution of (1.1). Figure 2 displays experimental convergence rates for the exact error and the estimate $\eta_{N}$, for uniform and adaptive refinement with the corresponding triangulations depicted in Figure 3. The adaptive refinement improves the convergence rate of uniform refinement to the optimal one $O\left(N^{-1 / 2}\right)$ with respect to the number of degrees of freedom, and the convergence rate of the estimate mirrors the one of the exact error both for uniform and adaptive refinement. The boundeness of $\eta_{N} /\left\|\nabla_{h} e_{N}\right\|$ observed in Figure 2 conjectures the reliability of $\eta_{N}$ also for hanging nodes.
5.4. Generalizations. If $A \in L^{\infty}\left(\Omega ; \mathbb{R}^{2 \times 2}\right)$ denotes a symmetric positive definite matrix piecewise constant with respect to $\mathcal{T}$, then Theorem 3.1 with corresponding modifications for the definition of $\eta$ applies also to the elliptic PDE $\operatorname{div} A \nabla u=f$ with boundary conditions $u=u_{D}$ on $\Gamma_{D}$ and $(A \nabla u) \cdot \nu=g$ on $\Gamma_{N}$.
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Figure 3. Adapted triangulations $\mathcal{T}_{0}, \ldots, \mathcal{T}_{5}$ generated with the Algorithm 1 with $\theta=1 / 2$. Notice a local higher refinement towards the reentrant corner.
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