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Chapter 1

Introduction

1.1 Why is this interesting?

The interest in network economics, where network effects, compatibility, and standards play a predominant role, has risen enormously over the last decades. It gave rise to a large body of theoretical literature, which showed that the existence of strong network effects altered market outcomes in many important ways, often leading to market failure. Examples of such market failure include market breakdown due to start-up and hold-up problems, as well as inability of industries to switch to a superior standard, known as “excess inertia”.

In fact, these topics have also attracted a lot of attention outside economics, including business scientists and practitioners, as well as policy makers. One reason for this interest is that the network aspects are more apparent in the fast growing and widely reported industries – the information industries – than in more traditional ones. The famous antitrust cases of AT&T, IBM, and Microsoft contributed to the popular interest in the information industries, as well as challenged theoretical and empirical economists.

It has been claimed that, since we are living in a “New Economy”, a “New Economics” is needed to understand its functioning and to guide business strategy and public policy. Although, this claim seems exaggerated (Shapiro and Varian, 1999, p. ix-x), there is definitely a need for more research in network economics. In particular, this applies to empirical research, since quantification of network effects and compatibility in real markets is still a largely uncovered issue.
1.2 Literature

In general, demand for a good exhibits network effects, if the utility of each consumer increases with the number of other consumers purchasing the same good. The notion of network effects is very closely related to – and in fact often interchangeably used with – the notion of network externalities, positive feedback, and demand-side economies of scale.

Economic theory predicts that network effects can lead to multiple equilibria and particular market shares’ dynamics. Multiple equilibria may result even if the network good is offered by a single provider. The seminal contribution in the field is the work by Rohlfs (1974), who studies demand for telephone service. He shows that a monopolist offering the service faces multiple outcomes in terms of equilibrium user sets (network size) at a given price. He then points out the start-up problem for a new communications service stressing that a critical mass of users is needed in order to secure the large network size. In dynamic models, overcoming of the critical mass is reflected by an S-shaped diffusion of network good adoptions (Cabral, 1990).

Katz and Shapiro (1994) provide an overview of market responses to the start-up problem in communication networks discussing various pricing and expectations-management strategies. They extend the discussion to system networks, which consists of two components consumed together: hardware and software. In such systems, indirect network effects can arise, as opposed to direct effects in communication networks. Indirect effects arise, if utility of the hardware users increases with the number of other hardware users, because it positively influences quality and variety of the available software. Providing such systems is potentially vulnerable to hold-up problem, since the buyers of durable hardware could expect to be exploited by the future software price increases (Farrell and Gallini, 1988). Under-utilization of the communication networks and the system networks due to the start-up and hold-up problems is one example of market failure in provision of network goods. In extreme cases (e.g. pure network goods), such under-utilization can lead to complete market breakdown.

Another example of market failure studied in the literature on network economics is “excess inertia” or lock-in by historical events (Farrell and Saloner, 1985; Arthur, 1989). A particularly entertaining reading in this strand of literature is David (1985) in which the author illustrates how QWERTY keyboard standard won the competition with more efficient Dvorak keyboard standard. Industries can be locked-in in an inferior standard, because network
markets are prone to “tipping”, which is the tendency of one standard to drive the competitors out of the market once it gained a lead. Tipping occurs in static (one-shot) models in the form of multiple equilibria in which a single standard dominates (Katz and Shapiro, 1985). In dynamic models, tipping is reflected in equilibria where the adoptions of the loosing standard die out once a rival standard is introduced or accepted in the market (Farrell and Saloner, 1986a; Katz and Shapiro 1992, 1994). Tipping does not necessarily, however, lead to excess inertia in introducing new superior standards, as stressed in the earlier works. Indeed, properly defined property rights could alleviate or even reverse the excess inertia problem (Katz and Shapiro, 1986a, 1992; Liebowitz and Margolis 1990).

The above mentioned properties of markets featured by network effects give rise to particularly rich array of strategies and tactics on the side of firms, especially when compatibility is a decision variable (Katz and Shapiro, 1994; Farrell and Klemperer, 2001). Moreover, evaluation of these strategies and tactics by anti-trust authorities is a much more delicate issue in network industries than in more traditional industries (Economides and White, 1994; Röller and Wey, 2003). For instance, in contrast to traditional industries, marginal cost pricing may result in market failure due to the start-up problem in network industries. Hence, introductory pricing below marginal costs may be necessary as a means to achieve large network size. Yet, it is difficult to distinguish introductory pricing from anti-competitive predatory pricing in practice. At the same time, market dominance does not necessarily imply that the market leader earns super-normal profits. The quasi-rents may reflect the costs incurred earlier in order to attract the critical mass of consumers.

An important factor conditioning the impact of network effects is compatibility. If the goods are perfectly compatible, consumers of all the goods make up a common network and contribute to the network effects at the industry level. In the polar case of perfect incompatibility, consumers of each good form separate networks and the network effects operate at the firm level.

The importance of compatibility between competing network goods for performance of network industries is twofold. First, it directly influences the gross consumption benefits of consumers. They directly benefit from compatibility since it expands the size of each network to the total membership of both. The drawback of compatibility, however, is a loss of variety (Farrell and Saloner, 1986b). In general, we might expect that with strong network effects any loss of variety is a minor price to pay to achieve compatibility, as in the case of VHS vs. Beta in videocassette recorders (Cusumano et al., 1992). Second, compatibility alters the nature of
competition between the network good providers thereby indirectly influencing the benefits of consumers. As stated by Besen and Farrell (1994), the providers compete “for the market” under incompatibility, whereas under compatibility they compete in a more traditional manner “within the market”. In other words, winning or monopolizing the market will more often occur under incompatibility. The reason behind it is that positive feedback at the firm level (incompatibility) makes network markets more prone to tipping than positive feedback at the industry level (compatibility). A natural question to ask then is how compatibility affects the overall degree of competition between the providers. There is no simple answer to it. Compatibility tends to relax competition early in the product-life cycle, because the threat of tipping is reduced. However, it tends to intensify competition later on, because it makes monopolization of the market less likely (Katz and Shapiro, 1986b).

Empirical research on network effects confirms their importance in real markets. The following brief overview distinguishes between descriptive and structural econometric analyses (Reiss and Wolak, 2002). The difference is that the former proceeds without reference to an economic model, whereas the essential components of the latter are the theoretical and statistical assumptions that allow a researcher to recover economic primitives from data. As a consequence, estimates of economic magnitudes and the extent of causation can be recovered solely from structural analyses.

The early wave of descriptive econometric studies confirmed that compatibility matters in network markets, including mainframe computer systems (Greenstein, 1993) and computer software (Gandal, 1994, 1995; Brynjolfsson and Kemerer, 1996). Further, empirical evidence of network effects was found in the adoption of automated teller machines (Saloner and Shepard, 1995), microcomputer systems (Gandal, Greenstein, and Salant, 1999; Goolsbee and Klenow, 2002), mobile telephone service (Okada and Hatta, 1999; Kim and Kwon, 2003), and DVD players (Dranove and Gandal, 2003).

The small but growing structural econometric literature focuses on identification of indirect network effects, which arise in system networks. Typically, the identification is achieved by estimating demand for both hardware and software simultaneously and testing for interdependence between them. Substantial extent of indirect network effects was found in markets for compact disc players (Gandal, Kende, and Rob, 2000) and video cassette recorders (Ohashi, 2003). Moderate extent of the effects was reported in Yellow Pages market (Rysman, 2002).
Structural econometric modeling of demand exhibiting direct network effect is still a largely uncovered issue. Economides and Himmelberg (1995) conducted the pioneering study in this field. They estimated demand in the market for facsimiles assuming perfect competition on the supply side. The parameters of utility function that they recovered from the estimation results suggest extremely strong network effects in this market. Our work builds on the Economides and Himmelberg (1995) carefully examining the identification issues and introducing imperfect competition into the model.

1.3 Contribution of the thesis

The thesis proposes a structural econometric model of demand exhibiting direct network effects. The structural approach we follow allows us to identify the extent of network effects and compatibility between competing networks. To the best of our knowledge, this is the first model that facilitates the identification in the case of direct network effects. At the same time, it is the first attempt to assess the degree of compatibility in an econometric framework. The model is then applied to investigate demand for mobile telecommunications service and the link between adoptions of ISO 9000 standard and international trade. The estimation results allow us to formulate some interesting policy conclusions.

The first paper of this thesis, “Identification of Network Externalities in Markets for Non-Durables”, introduces the economic structure of the model. Given the economic primitives, we derive the equilibrium diffusion path of the network goods’ adoptions. There are two major assumptions that drive the identification of network effects and compatibility in the model. First, network effects are captured by lagged network size in the consumer willingness-to-pay function. Second, providers of the competing network goods set equal hedonic prices.

The first assumption assures uniqueness and continuity of the equilibrium diffusion path. Using lagged instead of current network size in the willingness-to-pay function, we implicitly rule out coordination between consumers. Without coordination, the adoptions follow minimum equilibrium diffusion path, which still will be discontinuous if the lag is infinitely small. In practice, the frequency of data used to estimate the model will determine the lag thereby making the diffusion path continuous. We also discuss the implications of the lag for the extent of identified network effects and rationality of consumers in the model.
The second assumption means that prices “corrected” for the network size are equal across the competing network goods. Hence, without other quality characteristics, which affect value of the goods, nominal (“uncorrected”) prices that are unequal across the goods imply the existence of network effects and incompatibility. At the same time, network effects, as captured by the first assumption, trigger the impact of lagged network size on current network size. This inertia in network size dynamics together with the nominal price differential across goods identifies the extent of network effects and compatibility in the econometric model.

We apply this model to investigate demand for mobile telecommunications service in the second paper of this thesis, “Estimating Network Effects and Compatibility in Mobile Telecommunications”. The firm-level data we use stems from the Polish mobile telephone industry and covers the period 1996-2001. Our empirical analysis points to strong network effects and, despite full interconnection of the mobile telephone networks, low compatibility. These findings suggest intra-network call discounts and transmission of information on quality as main sources of network effects in mobile telecommunications. Finally, we show that ignoring network effects causes overestimation of price elasticity of demand. One policy conclusion from this is that subsequent measure of market power will be overestimated as well.

The last paper, “Diffusion of ISO 9000 Standards and International Trade”, investigates the impact of ISO 9000 adoptions on bilateral trade flows. The ISO 9000 family of standards is designed to provide confidence to buyers that products will meet their expectations thereby enhancing trade and global welfare. However, its critics claim that it is merely a barrier to market entry and a tariff on international trade. Using a panel data set on 101 countries over 1995-2001 we estimate a gravity equation for bilateral exports in which domestic and foreign ISO 9000 adoptions affect bilateral trade barriers. One econometric caveat there is that ISO 9000 adoptions could be endogenous. The first paper of this dissertation offers a way to endogenize the adoption decisions. The basic idea being that ISO 9000 is a common language lowering informational asymmetries between firms. Consequently, we expect value of these standards to increase with the number of adopters giving rise to network effects. Although, formal tests do not reject exogeneity of regressors in our trade equation, we still estimate a diffusion equation of ISO 9000 in order to obtain additional evidence of the role of these standards in international trade.
In general, our empirical results are consistent with the common language hypothesis. We find that the adoptions of ISO 9000 benefit bilateral trade, as well as spur further domestic and foreign adoptions. At the same time, we observe a substitution effect, as certified firms tend to trade more with each other than with uncertified firms. In fact, this creates an effective barrier to trade for less developed countries. The substitution effect works against them, because adoptions of the standards are concentrated in more developed countries. One policy conclusion we draw from this is that the benefits of ISO 9000 will remain in the more developed countries domain unless we find and remove the barriers to its global diffusion.
Chapter 2

Identification of Network Externalities in Markets for Non-Durables

2.1 Introduction

This paper introduces a structural econometric model of consumer demand for non-durable goods or services exhibiting network externalities. Its main contribution is that it allows us to identify structural parameters that determine the extent of externalities in the underlying economic model from the empirical estimation results. The structural parameters’ estimates can be employed in turn to test the economic significance of the externalities and the compatibility between competing networks. The structure that we derive is mainly suited to deal with direct network externalities, e.g. as in telecommunication services. One can also think of it, however, as of a reduced form arising from indirect network externalities. E.g. in the case of experience goods, the installed base of consumers could matter, if they transmit information about quality of the good.

Generally, positive network externalities mean that utility, which users derive from consumption of a given good or service, increases with the number of other users.\(^1\) The modern economic literature usually distinguishes two major types: direct and indirect network externalities (see e.g. Katz and Shapiro 1985, 1994; Economides and White 1994; Economides 1996). The first one is related to physical networks, e.g. supported by telecommunication technologies like telephone, telegraph, facsimile or e-mail. Clearly, the utility, which consumers derive from using any of these technologies, increases with the

---
\(^1\) Throughout the paper, the term network externalities is used interchangeably with the term network effects. The difference between the two is that in addition to network effects, network externalities imply also a market failure (see Liebowitz and Margolis, 1994). In the context of our paper this might depend on interpretation of the economic model.
number of other users. The most obvious reason is that a larger network allows consumers to satisfy more communication needs. The other reason might be the bandwagon effect, which arises because conspicuous consumption gives rise to a conformist behavior as argued by Leibenstein (1950). Blonski (2002) considers another explanation in the context of telecommunication market with competing networks. In his model, it is cheaper for consumers to call within their network, since network suppliers charge access fees for the calls from outside into their networks. As a consequence, consumers benefit from a larger network, because it implies a lower monthly bill. The negative dependence between network size and utility that consumers derive from network good might be justified by congestion or by non-conformism of consumers.

In turn, in a typical virtual network the externality is indirect and comes from the hardware/software paradigm (Katz and Shapiro, 1985). It applies when a good consists of two complementary components: hardware, which is durable, and software, which exhibits supply-side economies of scale. The number of users of a given hardware is relevant since it determines the size of the market for software and influences positively its variety and quality, hence enhancing the utility from using that hardware. This way of reasoning may be applied to computer operating systems, credit cards, video recorders, phonograph equipment etc.

The main difficulty, which our structural econometric model faces, is the multiplicity of equilibria, a common result in theoretical studies of markets featured by network externality. In a one-shot (or static) setting, multiple equilibria are due to coordination problems (Farrell and Klemperer, 2001, pp. 47-50). The simplest example, with one pure network good may be found in Economides and Himmelberg (1995). They show that consumers’ expectations of no network good provision as well as positive levels of the network good sales at a given non-negative price may actually be self-fulfilling equilibrium outcomes.

It is also a common wisdom that network externalities could give rise to S-shaped diffusion of network good’s adoptions over time. Multiple steady states in dynamic models of demand with network externalities are analogous to multiple static equilibria. Switching from the low steady state to the high one can be seen as network diffusion (Cabral, 1990). Since there are infinitely many diffusion paths, which are supported by fulfilled consumers’ expectations, the question of interest is when and how fast the diffusion occurs. Cabral (1990)

---

2 However, seminal works are Rohlfs (1974) and Katz and Shapiro (1985)
addresses this question in a perfectly competitive setting with one network good. As an equilibrium selection rule, he introduces lagged instead of expected network size into consumers’ willingness-to-pay function. By doing so, he obtains a unique network diffusion path, even when the lag length is infinitely small, in which case, consumers are rational. A drawback of this approach is that the infinitely small lag causes at the same time a discontinuous jump in the equilibrium network diffusion path. In other words, the “rational” diffusion process is infinitely fast. Being aware of this counterfactual feature, Cabral (1990) argues that the discontinuous diffusion path in his model can be treated as an approximation to the empirically observed S-shaped diffusion. In fact, assuming small but non-zero perception lag yields such result.

Economides and Himmelberg (1995) propose another solution in the context of perfectly competitive market. The unique network diffusion path in their model results from the assumption that supply of the network good is finitely elastic in the sense that the marginal cost function depends positively on the derivative of network size with respect to time. In other words, the change of network size is costly and these additional (over marginal) costs are passed through to consumers. In this model consumers form expectations and the expectations are fulfilled along the equilibrium network diffusion path. Moreover, the assumption about finitely elastic supply resolves the discontinuity problem discussed above. This is because by construction of the marginal cost function, a discontinuous diffusion would imply an infinitely high price.

In this paper we take the former approach. Following Cabral (1990), we assume that consumers care about the lagged network size in their decision about buying the network good (joining the network). This approach is very appealing from an empirical perspective. First, as we will show, it allows us to identify the structural parameters from the estimation results. Economides and Himmelberg (1995) fail to prove that one can do this in their model. Second, the use of lagged dependent variable is common in econometric practice.

The limitation of the approach we follow is that consumers are rational only when the lag length tends to zero, at least in our simple setup. If the lag becomes larger, as it is the case with empirical data time series, consumers do not consider that during the diffusion process the network grows in current period. Another implication of the model is that empirical magnitude of network effect depends to some extent on lag length, hence on data

---

3 E.g. in the case of experience goods the lag might be justified, because the network externalities arise through information transmission, which takes time. Also in the case of direct network externalities, one might argue that the lag results from costly updating of information about the network size.
frequency. This is because the stronger network effects and more frequent updating of the network size both speed up the diffusion.

The model that we derive is also closely related to the marketing literature on diffusion of innovations. In seminal work of Bass (1969), a structural econometric model of new product diffusion is developed, which is driven solely by the diffusion of awareness of this product. The striking feature of the original Bass’ (1969) model is that price does not influence the diffusion. The marketing scientist recognized that puzzle and developed many extended models with the price incorporated (e.g. Horsky, 1990; Jain and Rao, 1990; Bass, Krishnan and Jain ,1994). Our structural econometric model is not an extension of the seminal Bass’ (1969) model. We use network externalities instead of imperfect information in order to facilitate the innovation diffusion. The equation to estimate in our example, however, encompasses the equation proposed by Bass (1969).

So far, there is little empirical work that assesses the consumption network externality. Some works follow descriptive approach looking for an empirical evidence of network effects. Greenstein (1993) conducts the first research in that stream. He shows that compatibility with the installed base matters in the choice of the mainframe computer system. Gandal (1994, 1995) estimates hedonic price equations for spreadsheets and data base management systems and finds that consumers are willing to pay significant premium for software supporting a common file compatibility standard. This result is in line with the hypothesis that the software markets exhibit network externalities. Similar findings report Brynjolfsson and Kemerer (1996). Additionally, they find that a product’s installed base increases the price of spreadsheets. Gandal, Greenstein and Salant (1999) show the two-way positive feedback between different components in competing microcomputer systems by means of vector autoregressive (VAR) analysis. In this way, they prove empirically the indirect network externality hypothesis. Dranove and Gandal (2003) report the evidence of network externalities in the DVD market. They find that the measure of software availability defined as the percentage of DVD format releases among the top selling films spurs the adoptions of DVD players.

Economides and Himmelberg (1995) conduct the pioneering structural econometric study of demand with network externalities. In the theoretical part of the paper they derive a dynamic model of a perfectly competitive market with consumption network externalities. The possible multiplicity of equilibrium network diffusion paths under fulfilled consumers’ expectations is solved by the assumption of finitely elastic supply, as described above. In the
empirical part, however, the assumption that facilitates the estimation is that expected network size is a linear function of the past network size. Hence, it is not clear how to link the empirical results back to the theoretical model. Other examples of structural econometric work in this field include Gandal, Kende, and Rob (2000) for the CD industry and Rysmann (2002) for the Yellow Pages market. These authors concentrate on the indirect network effect and estimate two interrelated demand equations, one for software and one for hardware. In this way, they model the complementarities between software and hardware in full instead of including the network size in the consumers’ utility function as in the direct network externality case.

The paper is organized as follows. Section 2.2 introduces the economic model, which yields the structure for the empirical investigation. Section 2.3 gives an example of the functional specification that leads to a simple stochastic model and discusses the identification and interpretation of the structural parameters. Section 2.4 concludes.

2.2 Economic model

2.2.1 Willingness-to-pay function

The demand model we use is a partial equilibrium, discrete choice, dynamic model. The good being considered is non-durable, \textit{ex ante} homogenous\(^4\) and subject to network externalities. We refer to the good supplied by different firms as brands. Consumers’ willingness to pay for a given brand is influenced by his/her type and by the network size of that brand. We refer to the network as a set of subscribers and to the purchase of the non-durable network good as subscribing to the network.

Denote by \(i (i = 1, 2, \ldots, I)\) the brand of the homogenous good and assume that there is a measure one of infinitely living consumers, each demanding at most one unit of the good. Consumer \(v\)’s preference for brand \(i\) at time \(t\) is represented by the instantaneous willingness-to-pay function \(u(v, x_i(t-\delta))\), where \(v\) is the individual preference parameter, \(x_i(t-\delta)\) is the lagged network size of brand \(i\) and the perception lag \(\delta\) in an arbitrary number. Formally, we assume that the individual preference parameter \(v\) is distributed over the interval \([0,1]\) according to the cumulative density function \(F(v)\), and that \(u(v, x_i(t-\delta))\) is strictly increasing

\(^4\) By \textit{ex ante} homogeneity we mean that different brands of the good are perceived as intrinsically equal. However, the difference in their valuation is possible \textit{ex post}, when they have different network sizes.
and continuous in $v$. By construction, the parameter $v$ establishes a rank ordering of the consumers according to their willingness to pay. We assume that the ranking is invariant with respect to changes in $x_i(t-\delta)$. As a matter of convention, the higher $v$ is, the larger is the benefit of using each network. Network externalities are captured by the dependence of each consumer’s willingness to pay on the network size $x_i(t-\delta)$.

Introduction of the lagged network size $x_i(t-\delta)$ into the willingness-to-pay function is crucial to our model. As pointed out by Cabral (1990), it is an equilibrium selection device that gives us the unique diffusion path of each network $i$. However, there appears a natural concern about consumer’s rationality in this setting. Cabral (1990) argues that if the lag $\delta$ is infinitely small the consumers are rational. This is because their subscription decisions are identical to the ones done by forward-looking consumers. The construction of willingness-to-pay function, however, does not allow them to coordinate in order to switch from the low steady state to the high one, when both are feasible. Section 2.2.5 explains these findings in detail.

From the empirical perspective, the lagged network size in the willingness-to-pay function corresponds to the lagged dependent variable in the estimated equation. Obviously, the lagged dependent variable is easier to work with than with some unobserved expectations of the consumers. The cost of this approach is that we have to give up the rationality of the consumers with respect to the network size in most of the cases. This is because the minimum lag length is naturally defined by the frequency of the data and is usually large. Consequently the approximation of the rational consumers’ behavior is poor.

### 2.2.2 Subscription demand

The network of each brand $i$ constitutes of the set of its subscribers. If the brands are incompatible, each makes up its own network so $x_i(t-\delta) = y_i(t-\delta)$, where $y_i(t-\delta)$ stands for the normalized sales of brand $i$ (the number of subscribers to brand $i$). If the brands are perfectly compatible, the network is common, which is given by total sales of all brands $x_i(t-\delta) = \sum_{j=1}^{I} y_j(t-\delta)$. Because of the assumed homogeneity, the brands with identical network size (in particular compatible brands) are perceived by consumers as perfect substitutes.
In a more general setting, partial compatibility may prevail. In this case, the network size of a brand is a weighted sum of its own and all other subscribers. Assuming symmetric compatibility, we write it as

\[ x_i(t - \delta) = y_i(t - \delta) + w \sum_{j \neq i} y_j(t - \delta), \]

where \( w \in [0, 1] \) measures the degree of compatibility. \( w = 1 \) and \( w = 0 \) correspond to the perfect compatibility and perfect incompatibility respectively and the interior values of \( w \) indicate a partial compatibility.

In each instance of time, consumer \( v \) decides to buy one of the brands or to stay out of the market in order to maximize her net utility

\[ u(v, x_i(t - \delta) - p_i(t)). \] (2.1)

If (2.1) is negative for all brands, than she will not join any of them. This “static” decision rule in our dynamic model is appropriate, as we focus on non-durable goods. In the context of telecommunication service this would mean that consumers could initiate or relinquish their subscription costlessly.

The consumer, for whom (2.1) equals zero, is indifferent between subscribing to and staying out of a given network. Denote \( v_{i,t}^* = v^*(x_i(t - \delta), p_i(t)) \) the type of the indifferent consumer with respect to brand \( i \) in time \( t \). \( v_{i,t}^* \) can be obtained from

\[ u(v_{i,t}^*, x_i(t - \delta)) = p_i(t). \] (2.2)

The brand \( i \) for which \( v_{i,t}^* \) is the lowest is the most attractive brand for all subscribers in time \( t \). We define it as

\[ v_{L,t}^* = \min_i \{v_{1,t}^*, v_{2,t}^*, \ldots, v_{I,t}^*\}. \] (2.3)

By construction, all consumers with higher preference parameter than \( v_{L,t}^* \) buy the good. If \( v_{i,t}^* \) is equal among some brands, then the subscribers choose among them with equal probability. Define

\[ H_i(v_t^*) = \begin{cases} \frac{1 - F(v_{L,t}^* - v_i^* \mid I_{L,t})}{I_{L,t}} & \text{if } v_{i,t}^* = v_{L,t}^* \\ 0 & \text{otherwise} \end{cases} \] (2.4)

where \( v_t^* = (v_{1,t}^*, v_{2,t}^*, \ldots, v_{I,t}^*) \) is a vector of the indifferent types with respect to brand \( i \) in time \( t \), \( I_{L,t} \) is the number of brands for which \( v_{i,t}^* = v_{L,t}^* \) and \( F \) is the distribution function of \( v \).
$H_i$ equals the number of the consumers willing to buy brand $i$ in time $t$. Now, the state equations, which describe the evolution of each brand’s sales over time, are given by

$$y_i(t) = H_i(v)^*.$$  \hfill (2.5)

In the steady-state (given that all prices stay constant) we expect that none of the consumers can increase her utility by changing the subscription decision, so each brand’s sales stay constant over time

$$y_i(t) = y_i(t-\delta).$$ \hfill (2.6)

It is worth noting that the steady-state equilibrium demand of the above model coincides with the standard static model equilibrium with fulfilled consumers’ expectations (Rohlfs, 1974; Economides and Himmelberg, 1995). Moreover, the process of achieving equilibrium, which we have described formally, is in line with the logic presented by Rohlfs (1974).

### 2.2.3 Switching costs

The above model of demand with network externalities is probably the most obvious extension of the Cabral (1990) single brand model. It possesses however some unnatural features. One of them is a particular symmetry. In each instance of time, every active firm has an equal number of subscribers $y_i(t)$, which stays in contrast to the observation that real firms’ market shares exhibit persistent differences.

The other feature corresponds to the Bertrand’s paradox. If one firm undercuts the others just a little bit it wins immediately the whole market. This creates a strong incentive to undercut and results in fierce price competition. Moreover, with incompatibility, it is extremely difficult to recoup market shares once a firm lost its customers. This is because without installed base it needs to offer far more attractive price then the rival, which just won the whole market. In that case the Bertrand’s paradox is even stronger and the market outcome is extremely tippy.

Switching costs offer a solution to the problems mentioned above and are particularly relevant to network markets. In fact, network externalities and switching costs are closely related to each other (Farrell and Klemperer, 2001).
Suppose, switching costs are high enough, such that having bought one brand, consumers will never find it optimal to switch to another one later on. The type of switching costs we have in mind can be observed in mobile telecommunication markets. That is, consumers have to pay a penalty for premature cancellation of a long-term contract. As a security option, they have however the right to relinquish the subscription without any penalty when the firm raises the price. In other words, once the price goes up the switching costs are gone.

The introduction of switching costs of this kind changes the subscription demand described in the previous section to the extent that only the unattached consumers can feed the diffusion of the networks. So, we can rewrite (2.4) as

\[
H_i' \left( v_t^*, v_{t-\delta}^* \right) \equiv \begin{cases} 
F(v_{L,t-\delta}^*) - F(v_{L,t}^*) & \text{if } v_{L,t}^* = v_{L,d}^* \\
0 & \text{otherwise} 
\end{cases}
\]  

(2.7)

Now, \( H_i' \) equals the number of the new consumers willing to buy the brand \( i \) in time \( t \). Accordingly, the state equations are given by

\[
y_i(t) = H_i' \left( v_t^*, v_{t-\delta}^* \right) + y_i(t-\delta) 
\]

(2.8)

This demand specification allows for persisting differences in market shares of different brands. In particular, the incumbent’s installed base of consumers constitutes a persisting competitive advantage over the entrant.

Together with switching costs we introduce new issues concerning the pricing by the firms. First of all, remember that the specification in (2.7) remains valid until the prices go up. Otherwise, we are back to the set-up without switching costs as in (2.4). The switching costs will change also the price setting itself. We discuss that to some extent in the next section.

2.2.4 Supply of the network good

To complete the economic model of the market we would need to model how the prices are determined. Since the paper focuses on the demand side of the market and, in particular, on identification of the network effects, we do not introduce a structure for the supply side. Instead, we discuss some possibilities of extending the economic model to contain the explicit pricing relation as well.
In the simplest case without switching costs, we could plausibly assume that fierce price competition drives prices down to marginal costs. If firms are symmetric regarding their production technology, prices of all brands will be equal and their changes over time will reflect some technological progress and/or economies of scale. As a consequence, market outcomes will be completely symmetric. If the firms start their activity simultaneously with zero network size their brands will remain equally attractive for the consumers. In other words, expression (2.1) will be equal for all \(i\). No firm will drop out of the market \((I_{L,t} = I)\) and their networks will grow (or decline) equally fast. This set of assumptions facilitates static, marginal-costs pricing relation, which is well established in the empirical Industrial Organization literature (Bresnahan, 1989).

Once we introduce switching costs, a space for strategic pricing emerges. Indeed, switching costs in our set up tend to reduce competition and give firms the opportunity to earn some mark-ups.\(^5\) In that case, firms face a trade-off. On the one hand, they want to keep prices high in order to exploit the installed base of consumers. On the other hand, they want to lower prices to attract new subscribers, i.e. to enhance the installed base in the future. Static, marginal-costs pricing is no longer appropriate for modeling this kind of pricing behavior, as it does not take account of this trade-off. Instead, state-space games, in which actions taken in one period shift payoffs in subsequent periods, could be utilized with installed bases of firms as natural state variables. Examples of empirical dynamic pricing models within this framework have been developed in the learning-by-doing literature (e.g. Jarmin, 1994). In these models, cumulative past sales benefit firms in that they lower production costs, what gives rise to a similar trade-off as with network externalities and switching costs.

From the econometric perspective, we do not necessarily need structure for supply relation to be able to correctly estimate the network externalities parameters. Endogeneity problems regarding the price variable can be resolved by instrumental variable technique.

### 2.2.5 Dynamics of the network good adoption

To get the intuition of dynamics of the network good adoption, a graphical analysis is useful. For simplicity of the presentation we abstract from switching costs and assume the price to be equal across brands, as with perfect competition, and constant over time. We present the common (compatible) network dynamics, so the subscripts \(i\) are omitted.

---

\(^5\) See Klemperer (1995) for an overview of switching costs impact on competition and prices.
throughout this section. In other words, there is one network and one competitive price in this exercise. Because of the symmetry on the supply side, the evolution of the subscriber sets of particular brands is proportional to the common network evolution. To further simplify matters we assume also that the cumulative density function $F(v)$ and the willingness-to-pay function $u(v, x(t-\delta))$ are continuously differentiable in all arguments.

Detailed mathematical treatment of the equilibrium network size path in such model can be found in Cabral (1990). The author proves there that if networks externalities are strong and the lag length $\delta$ tends to zero the equilibrium adoption path is unique and discontinuous.

The equilibrium adoption path is described by equation (2.5). It says that the function $H$ maps the network size from time $t-\delta$ to $t$. Given the assumptions of this section, (2.5) simplifies to

$$x(t) = H(v_1^*) = 1 - F(v_1^*)$$

To gain intuition of how network externalities and price affect diffusion we calculate the derivatives of $H$ with respect to the lagged network size $x(t-\delta)$ and price $p$ in appendix 2.5.1. Since $H$ maps the network size from time $t-\delta$ to $t$, it is convenient to think of it as of a function of the lagged network size $x(t-\delta)$. Examination of (2.25) in appendix 2.5.1 leads to the following lemma

**Lemma 2.1**: Whenever the solution to equation (2.2) exists, i.e. $v_1^*$ is defined, and the density $f(v_1^*)$ is strictly positive, the extent of network externalities measured by

$$\frac{\partial u(v_1^*, x(t-\delta))}{\partial x(t-\delta)}$$

determine the slope of the function $H$ in the $x(t-\delta)$ domain, such that

(i) $H$ is non-decreasing if and only if network externalities are non-negative,

(ii) the slope of $H$ equals zero if there are no network externalities, and

(iii) the slope of $H$ is larger if network externalities are stronger, other things being equal.

Figure 2.1 illustrates dynamics of the network good adoption. In its upper part we draw $H$ as the function of the lagged network size $x(t-\delta)$. Lemma 2.1 formalizes the link between the extent of network externalities and the slope of $H$, which in turn determines the dynamics of diffusion. The lower part of figure 2.1 shows the steady-state equilibria of the
network size for each price $p$, denoted $D(p)$. As it has been already mentioned, it coincides with the analogous static model equilibria with fulfilled consumers’ expectations. Dynamic model allows, however, to discriminate among multiple steady-state equilibria. Suppose for the moment that the market price is $p^{*}$ such as in figure 2.1. Then according to the state equation (2.9) the network size will evolve in the way the upper part of figure 2.1 indicates. If it starts at some size smaller than $x_{1}$ it will eventually reach $x_{b}$ if the starting network size is bigger than $x_{1}$ it will end up in $x_{2}$. If the network size for some reason equals exactly $x_{1}$, it will stay there, but any arbitrarily small shock will lead to equilibrium at $x_{b}$ or $x_{2}$. Therefore we can conclude that $x_{b}$ and $x_{2}$ are stable steady states, while $x_{1}$ is unstable. To apply this way of reasoning to any price $p$ consider the following lemma

**Lemma 2.2:** Whenever the solution to equation (2.2) exists, i.e. $v_{t}^{*}$ is defined, and the density $f(v_{t}^{*})$ is strictly positive, changes in price $p$ determine the shifts of the function $H$ in the $x(t-\delta)$ domain, such that $H(v^{*}(x(t-\delta),p_{1})>H(v^{*}(x(t-\delta),p_{2})$ for every $x(t-\delta)$ if $p_{1}<p_{2}$.

Lemma 2.2 follows directly from examination of (2.28) in appendix 2.5.1. It says that lowering the price shifts the function $H$ up, although it does not need to be a parallel shift. Drawing steady states for each price yields the steady-state demand $D(p)$. We can conclude that

**Theorem 2.1:** downward-sloping parts of the steady-state demand $D(p)$ consist of stable equilibria, while the upward-sloping parts are unstable, i.e. consist of critical-mass points.

Now, consider a case when price changes over time instead of being a constant. To see how the common network evolves let the price $p(t)$ be a continuous and decreasing function of time and let $p(0)>p_{h}$ (as in figure 2.1) and $x(p(0))$ be the unique steady-state network size given $p(0)$. As time passes and the price falls, the network size follows the lower steady-state size. Eventually the price reaches $p_{l}$ and just after that the network size jumps discontinuously
to the higher steady-state and grows further on along it. Formally, this diffusion pattern has been shown to be correct for infinitely small lag $\delta$ in Cabral (1990).

If the perception lag is strictly positive, the consumers are myopic with respect to the network size. They do not recognize that the network is going to grow in the current period. As a consequence, the equilibrium network size does not follow exactly but rather tends to the steady-state size. There is no discontinuous jump in the network diffusion either. Instead, the diffusion pattern takes an S-shape.

The dynamic perspective helps to understand the equilibrium selection rule assumed implicitly in our model by the lag structure. It does not allow for coordination among the consumers. Note, that it would be Pareto optimal to jump to the larger steady-state network size before price falls under $p_i$. However, this would require the coordination of the consumers’ subscription decision in order to reach at least the critical mass.

Another insight drawn from the analysis is a sort of substitutability between the extent of network externalities and the lag length, which is described by the following theorem

**Theorem 2.2:** Network externalities, which extent is measured by $\frac{\partial u(v^*, x(t-\delta))}{\partial x(t-\delta)}$ and the perception lag of length $\delta$ are substitutes in the sense that both strengthening of network externalities and shortening of the lag length speed up adoption of the network good.

The arrows in the upper part of figure 2.1 indicate the change of the network size from time $t-\delta$ to time $t$. The length of these arrows reflects the speed of the network size growth (or decline). Now, strengthening the network effects, which implies according to lemma 2.1 a larger slope of the function $H$, and lowering the lag length (say to $\delta/2$, so between time $t-\delta$ and $t$ there are two “updates” of the network size) one can achieve the same network size growth. In other words, a large extent of network externalities together with a large perception lag may result in the same network diffusion speed as a small extent of externalities and a small lag. One should keep in mind this substitutability when interpreting empirical results. On the other hand, however, manipulating the lag does not influence the steady-state equilibria (the fixed points of the function $H$), while strengthening of network
externalities does. This observation will to be important for the empirical identification of the network effects’ strength.

2.3 Stochastic model

2.3.1 Functional specification

The next step towards the structural econometric model is to specify the functional forms in the underlying economic model. This section proposes an example of such specification. It has been chosen because of two reasons. First, the specification yields the demand relation as a simple linear equation (in parameters), which is convenient to work with empirically. Second, the demand relation nests the well-established Bass’ (1969) diffusion model.

Assume the consumers’ willingness-to-pay function to be

\[ u(v, x_i(t-\delta)) = av + bx_i(t-\delta) + cx_i^2(t-\delta), \]  

(2.10)

where \( a, b \) and \( c \) are parameters. As before, \( x_i(\cdot) \) denotes the network size and \( v \) the consumer type. This specification implies that a network of size zero has no other than intrinsic value, which is proportional to the consumer preference parameter \( v \). Network size enters additively into the utility function, which means that consumers are homogenous in their valuation of the network. The square function of the network size catches its non-linear influence on the willingness to pay, e.g. diminishing positive marginal network effect, which is usually assumed in the literature.

The distribution of the individual preference parameters (consumers’ types) \( v \) is assumed to be uniform on the support \([0,1]\), hence \( F(v) = v \) on that support. This distributional assumption corresponds to the linear demand function when the network size is fixed. As pointed out by Economides and Himmelberg (1995), the distribution of types is an a priori assumption, on which the identification of network effects in data critically depends. In that sense the uniform distribution of types is not very fortunate, because it attaches significant proportion of the diffusion S-shape to the network effect arbitrarily. We can,
however, modify the interpretation of the network externalities parameters slightly in order to incorporate some of the distributional effects. Section 2.3.4 discusses that issue more in detail.

Given all the functional assumptions, we calculate the index of the indifferent consumer with respect to each brand $i$ from equation (2.2)

$$v^*(x_i(t-\delta), p_i(t)) = \frac{1}{a} p_i(t) - \frac{b}{a} x_i(t-\delta) - \frac{c}{a} x_i^2(t-\delta). \tag{2.11}$$

The subscription demand of each brand at time $t$ (the state equations) can be obtained from equations (2.3)-(2.5)

$$y_i(t) = \frac{1}{I_{L,t}} \left( 1 - \frac{1}{a} p_i(t) + \frac{b}{a} x_i(t-\delta) + \frac{c}{a} x_i^2(t-\delta) \right). \tag{2.12}$$

To get single demand equation (2.12) instead of a switching regime, we assume, that without switching costs the competitive pressure drives the prices down to the marginal costs, so the firms that survive in the market are endowed with the same production technology and set equal prices. This demand relation might be also relevant for the single brand market ($I_{L,t} = 1$). The price then would be of course different from marginal cost.

In the economic model we assumed that there is a measure one of consumers in the market. To be consistent with data we enhance the market to $m$ consumers and call it the market potential\(^6\). To get actual network size values instead of normalized ones multiply both sides of (2.12) by $m$

$$Y_i(t) = \frac{1}{I_{L,t}} \left( m - \frac{m}{a} p_i(t) + \frac{b}{a} X_i(t-\delta) + \frac{c}{am} X_i^2(t-\delta) \right), \tag{2.13}$$

where $Y_i(t) = m y_i(t)$ and $X_i(t-\delta) = m x_i(t-\delta)$.

When the switching costs are consider we can still use the indifferent consumer indexes (2.11), but the subscription demand (actual, not normalized) obtained now from (2.3), (2.7) and (2.8) becomes

\(^6\) The market potential differs in our formulation from the market potential in Bass (1969) in that it does not depend on price.
\[
\Delta Y_i(t) = \frac{1}{I_{L,t}} \left( -\frac{m}{a} \Delta p_i(t) + \frac{b}{a} \Delta X_i(t - \delta) + \frac{c}{am} \Delta X_i^2(t - \delta) \right),
\]

(2.14)

where \( \Delta Y_i(t) = Y_i(t) - Y_i(t-\delta) \), \( \Delta X_i(t-\delta) = X_i(t-\delta) - X_i(t-2\delta) \) and \( \Delta X_i^2(t-\delta) = X_i^2(t-\delta) - X_i^2(t-2\delta) \). Again, to simplify matters we assume that the firms keep equal hedonic (i.e. adjusted for the network size) prices all the time. In other words, they compete for the new subscribers continuously. In principle, it would also be possible that they price low and high interchangeably. So that there would be periods over which one firm attracts the new subscribers and the other extracts a rent from the installed base and periods over which the roles are reversed. Actually, such consecutive pricing pattern is found in Farrell and Shapiro (1988), but it hinges rather on particular assumptions of their model.\(^7\)

### 2.3.2 Identification

Since data is in discrete time, we need the analogues of (2.13) and (2.14) for estimation purposes. Additionally, we let some stochastic noise enter the equations. This yields

\[
Y_{i,t} = \frac{1}{I_{L,t}} \left( \alpha + \beta p_{i,t} + \gamma_1 X_{i,t-1} + \gamma_2 X_{i,t-1}^2 \right) + \xi_{i,t}
\]

(2.15)

and

\[
\Delta Y_{i,t} = \frac{1}{I_{L,t}} \left( \beta \Delta p_{i,t} + \gamma_1 \Delta X_{i,t-1} + \gamma_2 \Delta X_{i,t-1}^2 \right) + \zeta_{i,t}
\]

(2.16)

respectively, where \( Y_{i,t} \) is the discrete analogue of \( Y_i(t) \), which is the number of brand \( i \)'s customers in time \( t \) and \( X_{i,t-1} \) is the analogue of \( X_i(t-\delta) \), the lagged network size of brand \( i \). \( \xi_{i,t} \) and \( \zeta_{i,t} \) stand for the error terms and reflect the stochastic noise in the data. Because of the lagged dependent variables the stochastic structure of these equations might be quite complex. We introduce this issue more in detail in section 2.3.3.

\(^7\) See the discussion in Klemperer (1995).
All four structural parameters \( a, b, c, \) and \( m \) in (2.13) \( (I_{L,t} \) is observable from the market structure) are uniquely identified from the estimates of (2.15). Simple algebra yields the scaling parameter \( a = -\alpha/\beta \), the network externalities parameters \( b = -\alpha\gamma_1/\beta \) and \( c = -\alpha^2\gamma_2/\beta \), as well as the market potential \( m = \alpha \).

In the case with switching costs we need some more manipulations. One cannot recover all the structural parameters from the estimates of (2.16) directly. This is because in contrast to (2.15), equation (2.16) is expressed in terms of differences. By differentiating we loose the constant term, so there are only three parameter estimates with four structural parameters to identify. To solve this problem we need to write the sales equation in terms of levels, which yields

\[
Y_{t,j} = \alpha_i E_t + \frac{1}{I_{L,t}} \left( \alpha + \beta p_{t,j} + \gamma_1 X_{t,j-1} + \gamma_2 X_{t,j-2}^2 \right) + \psi_{t,j}
\]  

(2.17)

where \( \alpha_i \) is a firm specific constant. \( E_t \) is a dummy variable indicating new entry, which is equal to zero in the periods prior to entry and one otherwise. This result is formally derived in appendix 2.5.2 for a general case, i.e. without any functional assumptions. The intuition for this is as follows. Remember, that we have assumed equal hedonic prices among firms each period. Given this assumption, it follows from our economic structure that all active firms attract equal number of new subscribers each period. The only possible source of sustaining differences in total sales is a new entry. Because of the switching costs, the installed base of the incumbent constitutes the competitive advantage over the entrants. This advantage (or disadvantage in case of the entrants) is summarized by the firm specific constants \( \alpha_i \). The formulation in (2.17) indicates that the entry happened only once. It is straightforward to extend it to multiple entries.

Now, we are able to identify all four structural parameters under switching costs as well. The same formulas as before (without switching costs) applied to the estimates of (2.17) yield the desired results. Note, that the interpretation of the parameters in (2.17) is the same as in (2.15). Indeed, as it is shown in appendix 2.5.2, the sum of firm-specific constants equals zero. Switching costs do not influence the market potential or the network effects in our model. They simply allow for persisting asymmetries among firms expressed by nonzero firm specific constants \( \alpha_i \).
Equation (2.17) is convenient also because it nests the two regimes, with and without switching costs. In particular, when the firm specific constants \( \alpha_i \) are zero, the sales of the firms are equal, and equation (2.17) boils down to (2.15), which describes the evolution of sales under no switching costs. To get the simple sales equation under switching costs, however, we assumed previously that the prices did not rise. Since we do not need that additional assumption under no switching costs, the validity of equation (2.15) is slightly less restrained. That is why we decided to keep the two cases separately.

Now, let us turn to the question of compatibility of the brands. Our structure allows us to investigate the compatibility, i.e. to check to what extent the network externality operates at the industry level. To test the hypothesis of compatibility empirically, we let

\[
X_{i,t-1} = Y_{i,t-1} + wY_{j,t-1},
\]

where \( Y_{j,t-1} = \sum_{k \neq l} Y_{k,t-1} \) is the sum of all other brands’ customers in time \( t-1 \) and \( w \in [0,1] \) measures the degree of compatibility, as described in section 2.2.2. Then (2.17) becomes

\[
Y_{i,t} = \alpha_i E_t + \frac{1}{I_{i,t}} \left( \alpha + \beta p_{i,t} + \gamma_1 Y_{i,t-1} + \gamma_1' Y_{j,t-1} + \gamma_2 Y_{j,t-1}^2 + \gamma_2' Y_{j,t-1} Y_{j,t-1} + \gamma_2'' Y_{j,t-1}^2 \right) + \psi_{i,t}.
\]

The identification of the structural parameters \( a, b, c, \) and \( m \) remains unchanged, since the estimates of \( \alpha, \beta, \gamma_1, \) and \( \gamma_2 \) are still available there in (2.19). The new structural parameter \( w \) is however overidentified, because there are three new parameters \( \gamma_{11}, \gamma_{21} \) and \( \gamma_{22} \) in equation (2.19). It can be recovered from \( w = \gamma_{11}/\gamma_1, \) from \( w = \gamma_{21}/2\gamma_2, \) and from \( w^2 = \gamma_{22}/\gamma_2. \) It follows that when the externality operates at the firm level only (incompatible networks, \( w = 0 \)) we expect the estimates of \( \gamma_{11}, \) \( \gamma_{21} \) and \( \gamma_{22} \) to be zero. In the polar case, when the externality operates at the industry level (fully compatible networks, \( w = 1 \)), we expect \( \gamma_{11} = \gamma_1, \gamma_{22} = \gamma_2 \) and \( \gamma_{21} = 2\gamma_2. \) All the intermediate cases with partial compatibility can be easily obtained from the three equalities as well.

On the one hand, the overidentification of the structural compatibility parameter \( w \) gives a scope for a specification test. All three equalities identifying \( w \) must hold, otherwise the structural model is not consistent. On the other hand, we could use the overidentification to introduce parameter restrictions and to save on degrees of freedom. For example, recover \( w \)
from \( w = \gamma_{11}/\gamma_1 \) and impose \( \gamma_{21} = 2\gamma_{11}/\gamma_1 \) and \( \gamma_{22} = (\gamma_{11}/\gamma_1)^2 \gamma_2 \). So we could estimate five instead of seven parameters in (2.19).

Last, as mentioned at the beginning of this section our structure corresponds to the information diffusion models widely studied in the marketing science. In particular, the equation (2.19) nests the original diffusion equation proposed by Bass (1969) for the single product case. When we consider single brand diffusion, (2.19) simplifies to the original Bass model if \( \beta = 0 \) (i.e. price does not matter for the network diffusion).

### 2.3.3 Stochastic structure

The final step in the structural econometric model is the introduction of stochastic structure. So far, we have not imposed any assumptions on the error terms in (2.15), (2.16), (2.17), and (2.19). We have not proposed any estimation technique either. This is because it may be far less trivial than the simple, linear in parameters functional form of these equations suggests.

To illustrate the potential econometric pitfalls let us consider the market with network externalities operating at the industry level (fully compatible networks) and two competing brands. The equation (2.19) becomes then

\[
Y_{i,t} = \frac{1}{2} \left( \alpha + \beta p_{i,t} + \gamma_1 \left( Y_{i_{t-1}} + Y_{j_{t-1}} \right) + \gamma_2 \left( Y_{i_{t-1}} + Y_{j_{t-1}} \right)^2 \right) + \psi_{i,t}.
\]  

(2.20)

The most obvious way the stochastic noise can enter the empirical relation is a measurement error in the dependent variable. This makes sense in our model, since the price is usually easily observable by an econometrician, while the network size might be not. Suppose, that we observe the brand sales with some noise \( Y_{i,t} + \epsilon_{i,t} \), where \( \epsilon_{i,t} \) is some i.i.d. measurement error. In the estimation we put the observation with noise into equation (2.20) creating the error term of the form

\[
\psi_{i,t} = -\epsilon_{i,t} + \frac{\gamma_1}{2} \left( \epsilon_{i_{t-1}} + \epsilon_{j_{t-1}} \right) + \frac{\gamma_2}{2} \left( \epsilon_{i_{t-1}} + \epsilon_{j_{t-1}} \right)^2 + \gamma_2 \left( Y_{i_{t-1}} + Y_{j_{t-1}} \right) \left( \epsilon_{i_{t-1}} + \epsilon_{j_{t-1}} \right),
\]  

(21)
which is clearly not an i.i.d. error. The error structure (2.21) received some attention in the
time series econometrics\textsuperscript{8}. The second and third term on the RHS of (2.21) indicate a
multivariate nonlinear moving average. The fourth term points to a multivariate bilinear
process. To correctly estimate the structural parameters of this model one needs to take care
of the error generating process that is consistent with the assumed structure. Good news is that
our economic model gives rise not only to the equations, but to a particular error structure in
the econometric model as well. As a consequence, we do not need to rely solely on the
statistical procedures to choose the appropriate error structure.

2.3.4 Interpretation of the identified structural parameters

Interpretation of the identified structural network externalities parameters $b$ and $c$
directly is difficult because of two reasons. First, as indicated already in section 2.3.1, the
empirical identification of the network effects relies heavily on the functional assumptions. In
particular, the distribution of types plays a key role. Another assumption that influences the
estimates of the network effects is the consumer perception lag $\delta$ that we impose by choosing
data frequency. Second, even if we have statistically significant and correct estimates of $b$ and
$c$ we still miss some threshold, which tells us which values of the parameters correspond to
the economically significant network effects.

Going back to the first problem, our empirical estimates of the network effects can be
biased because of the functional assumptions. In particular the uniform distribution of types is
likely to bias the network estimates upward, i.e. to attach significant proportion of the
diffusion S-shape to the network effect arbitrarily. The natural assumption is that the
distribution of types mimics the distribution of consumer income, which is usually log-
normal\textsuperscript{9}. Section 2.2.5 on the dynamics of network growth helps to understand how any bell-
shaped distribution of types contributes to the S-shape of the diffusion curve.

In the case of the perception lag the direction of bias is less clear. In general, we can
expect that imposing larger (smaller) lag than the actual one creates an upward (downward)
bias. But, the question, how large the actual lag is, remains open. The common sense just tells
us that using monthly data (hence the one month perception lag) is more appropriate than

\textsuperscript{8} See Granger and Teräsvirta (1993) for a nice overview of the nonlinear time series analysis.
\textsuperscript{9} Economides and Himmelberg (1995) study the distribution of consumer income in depth to obtain more
reliable estimates of network effects.
using yearly data. In section 2.2.5 we formalized the intuitive relationship between the lag length and the strength of network effects. We noted also that the steady-state equilibria are not affected by the lag manipulations.

Being aware of the possible bias in our estimates, how can we infer the economic significance of the identified network effects parameters? We propose to calculate the steady-state inverse demand functions from (2.19) replacing all the parameters with their empirical estimates and imposing steady-state conditions (2.6). All the important economic phenomena driven by the network effects, like multiple equilibria and critical mass of adopters, apply to the case with upward sloping demand. Therefore, the existence of the upward sloping part in the empirical steady-state demand function indicates strong network externalities.

The empirical steady-state demand function seems also more robust to the improper functional assumptions than the identified structural parameters themselves. First, the steady-state equilibria are not affected by the lag manipulations. And second, the intuition suggests that attaching some distribution-of-types effects to the network effects should not change dramatically the shape of the steady-state demand function. Therefore, it seems unlikely that we obtain an upward sloping part of the demand function in the estimation, while in fact it is all along downward sloping in the given market.

Some additional information about the source of the network effect in the market under consideration can be obtained from the estimate of the compatibility parameter $w$. For example, the ability to satisfy more communication needs with the bigger consumers’ pool may give rise to direct network externalities, which operate at the industry level (compatible networks) in telecommunication markets. Whereas endogenous externalities as in Blonski (2002), which are created by firms charging an access fee for the calls from outside into their networks, operate at the firm level (incompatible brands).

Last, the estimate of the market potential parameter $m$ may serve as another specification test. Usually, we have a rough guess of the total number of consumers, which could potentially subscribe to a network. Outstanding values of $m$ signal problems with the estimates.
2.4 Conclusions

This paper introduces a structural econometric model of consumer demand for non-durable goods exhibiting network externalities. Its main contribution is that it allows us to recover the structural parameters capturing the extent of externalities. The structural parameters’ estimates can be in turn employed to test the economic significance of the externalities and the compatibility of competing networks.

The identifying assumption that drives our results is that the consumers care about the lagged instead of the current network size in their subscription decision. As Cabral (1990) we argue that when the lag is infinitely small this behavior is rational. It does not allow only for coordination among the consumers.

Empirical implementation of the model leads, however, to a bigger than infinitely small lag, because of the data frequency. Then, if we interpret the economic models in terms of direct network externality, consumers are myopic with respect to the network size. In other words, they do not recognize that during the diffusion process the network grows in current period. Instead, they use the previous period network size in their purchase (subscription) decision. The “myopic” diffusion is slower and smoother (does not exhibit discontinuous jump) than “rational” diffusion.

On the other hand, the installed base of users could matter for the reasons other than the direct network externalities. For example, in the experience good case the installed base could transmit the information about the quality of the good enhancing the willingness to pay for it. In this case the lag in the network size has a natural explanation, since the transmission of information takes time. This reinterpretation of the network effect preserves the rationality of consumers.

Our structure gives also important insights for interpretation of the empirical results. First, as mentioned already in Economides and Himmelberg (1995) the distribution of types is an important a priori assumption that the identification of network effects in data relies on. Second, the lag induced naturally by data frequency influences the empirically identified network effects too. The strength of the network effects and the lag length are in a sense substitutes in generating the diffusion S-shape.
We provide an example of functional specification that yields a simple linear stochastic model of demand. This demand model nests the original Bass’ (1969) model of innovation diffusion. Using the economic structure and the functional specification we are able to identify all structural parameters of the model. Interpreting the parameters correctly, we can still investigate the economic significance of the identified network effects.

Last, but not least, we brought stochastic structure into the model. Introducing a measurement error, as the most obvious source of stochastic noise in data, results in a non-trivial error structure in our econometric model. To correctly estimate the structural parameters of the model one needs to take care of the error structure.
2.5 Appendices

2.5.1 Derivatives of the function $H$ with respect to $x(t-\delta)$ and $p$

First, note that $v_t^*$ is an implicit function of $x(t-\delta)$ and $p$, what under simplifying assumptions in section 2.2.5 is described by

$$u(v_t^*, x(t-\delta)) = p. \quad (2.22)$$

To calculate the derivative of $H$ with respect to the lagged network size $x(t-\delta)$ we first apply the chain rule to the definition of $H$ given in (2.9). We obtain

$$\frac{\partial}{\partial x(t-\delta)} H(v_t^*) = -\frac{\partial F(v_t^*)}{\partial v_t^*} \cdot \frac{\partial v_t^*}{\partial x(t-\delta)} \quad (2.23)$$

The first term on the RHS of (2.23) is just the density of $v$ at $v_t^*$. To calculate the second term note that the total derivative of $u(v_t^*, x(t-\delta))$ with respect to $x(t-\delta)$ must stay constant in order to satisfy equation (2.22). This holds for

$$\frac{\partial u(v_t^*, x(t-\delta))}{\partial x(t-\delta)} = -\frac{\partial u(v_t^*, x(t-\delta))}{\partial v_t^*} \cdot \frac{\partial v_t^*}{\partial x(t-\delta)} \quad (2.24)$$

Solving (2.24) for $\frac{\partial v_t^*}{\partial x(t-\delta)}$ and substituting in (2.23) yields the result

$$\frac{\partial}{\partial x(t-\delta)} H(v_t^*) = f(v_t^*) \cdot \left(\frac{\partial u(v_t^*, x(t-\delta))}{\partial v_t^*}\right)^{-1} \cdot \frac{\partial u(v_t^*, x(t-\delta))}{\partial x(t-\delta)}, \quad (2.25)$$

where $f$ is a density function of $v$.

Analogously, to calculate the derivative of $H$ with respect to the price $p$ we first apply the chain rule to obtain

$$\frac{\partial}{\partial p} H(v_t^*) = -\frac{\partial F(v_t^*)}{\partial v_t^*} \cdot \frac{\partial v_t^*}{\partial p}. \quad (2.26)$$

Then we note that
\[
\frac{\partial u(v_i^*, x(t-\delta))}{\partial v_i^*} \frac{\partial v_i^*}{\partial p} = 1, \quad (2.27)
\]

and substitute to get

\[
\frac{\partial}{\partial p} H(v_i^*) = -f(v_i^*) \left( \frac{\partial u(v_i^*, x(t-\delta))}{\partial v_i^*} \right)^{-1}. \quad (2.28)
\]

### 2.5.2 State equations with firm-specific constants

To see how we can nest the two regimes (with and without switching costs) in a single set of the state equations rewrite (2.8) using definitions (2.4) and (2.7) to

\[
y_i(t) = H_i(v_t^*) + y_i(t-\delta) - H_i(v_{t-\delta}) \frac{I_{L,T-\delta}}{I_{L,t}}. \quad (2.29)
\]

Remember that we assume equal hedonic prices among firms. One can think of (2.29) as of a decomposition of the total sales of brand \(i\) in time \(t\) under switching costs. The first term on the RHS of (2.29) gives the total sales of brand \(i\) (number of subscribers) if there were no switching costs. The second and the third term adds and subtracts the installed base of brand \(i\) respectively in a way that is sensitive to the number of active firms in the market. To see how this can lead to persistent asymmetries among firms expand recursive equation (2.29) to

\[
y_i(T) = H_i(v_T^*) + H_i(v_{T-\delta}) \frac{I_{L,T-\delta}}{I_{L,T}} + H_i(v_{T-2\delta}) \frac{I_{L,T-2\delta}}{I_{L,T-\delta}} + ...
\]

\[
+ y_i(0) - H_i(v_0^*) \frac{I_{L,0}}{I_{L,\delta}}, \quad (2.30)
\]

where \(t = 0\) indicates the time when the market starts up so there are no sales at that time and \(T > 0\).

Suppose, there is constant number of firms active in the market such that \(I_{L,t} = I_L\) for \(t \in (0,T)\). Then the last two terms on the RHS of (2.30) equal zero, because every firm is active from the very beginning of the market, and all the middle terms cancel out. In this case
(2.30) simplifies to (2.5), i.e. the state equations with and without switching costs are the same.

Now suppose, there was an entry into the market in \( t = E \), and \( 0 < E < T \). This means that \( I_{L,t} \) rises discontinuously in \( t = E \) and stays at the higher level afterwards. The sales equations of the incumbents do not simplify to (2.5) any longer. They become instead

\[
y_i^{inc}(T) = H_i(v_T^*) + \int_{E}^{E+\delta} \left[ H_i(v_{t-\delta}^*) - H_i(v_{E-\delta}^*) \right] \frac{I_{L,t-\delta}}{I_{L,t}} \, dt,
\]

for \( T \geq E + \delta \). The integral in (2.31) is positive. It is also invariant with respect to any events in \( T > E + \delta \) and can be treated thereafter as a firm-specific constant in the post-entry period.

In contrast, the expansion of the recursive equation (2.29) does not go back to \( t = 0 \) for the entrants. Their history starts at \( t = E \) and the sales can be described by

\[
y_i^{ent}(T) = H_i(v_T^*) + \int_{E}^{E+\delta} \left[ -H_i(v_{t-\delta}^*) \right] \frac{I_{L,t-\delta}}{I_{L,t}} \, dt,
\]

for \( T \geq E + \delta \). To see this result, refer to (2.29) and note that \( y_i^{ent}(t-\delta) = 0 \) for \( t \in (E, E + \delta) \). The integral in (2.32) plays analogous role for the entrants as the integral in (2.31) for incumbents, but it is negative. Therefore, we can conclude that the incumbents have a constant (in terms of the difference in the total sales) competitive advantage over the entrants.

Moreover one can show that the the fixed effects caused by entry sum up to zero. To see that denote the number of incumbents as \( A \) and the number of entrants as \( B \). The sum of the effects is then

\[
A \int_{E}^{E+\delta} \left[ H_i(v_{t-\delta}^*) - H_i(v_{E-\delta}^*) \right] \frac{I_{L,t-\delta}}{I_{L,t}} \, dt + B \int_{E}^{E+\delta} \left[ -H_i(v_{t-\delta}^*) \right] \frac{I_{L,t-\delta}}{I_{L,t}} \, dt =
\]

\[
= A \int_{E}^{E+\delta} \left[ H_i(v_{t-\delta}^*) - H_i(v_{E-\delta}^*) \right] \frac{A}{A+B} \, dt + B \int_{E}^{E+\delta} \left[ -H_i(v_{t-\delta}^*) \right] \frac{A}{A+B} \, dt
\]

\[
= \left( A - \frac{A^2}{A+B} - \frac{AB}{A+B} \right) \int_{E}^{E+\delta} H_i(v_{t-\delta}^*) \, dt = 0.
\]

One could also investigate the effects of exit in the analogous manner. Since in our economic structure there is no reason for a firm to leave the market we skip this discussion.
2.5.3 Figures

Figure 2.1 Stable vs. unstable equilibria
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Chapter 3

Estimating Network Effects and Compatibility in Mobile Telecommunications

3.1 Introduction

Economic literature showed that consumption network effects could have important implications for size and structure of the underlying market, as well as for its competitiveness.¹ A good is characterized by network effects when an increase in the number of users of the good increases its value to other users. Although, the concept gave rise to numerous theoretical developments, it still remains largely unexplored in the empirical literature. This paper aims to fill this gap by providing empirical evidence of the extent of network effects from mobile telecommunications. We specify and estimate a structural model of consumer demand for mobile telephone service, which allows us to identify the extent of network effects and compatibility among competing networks. We emphasize the fact that structural approach, as opposed to descriptive approach, gives a scope for testing economic significance of the effects.

The concept of compatibility is closely linked to that of network effects. In the economic context, we might define compatibility as a measure, which says to what extent utility derived by users of a given network good is influenced by the number of users of competing network goods. As such, it is a very important characteristic of network industries. For instance, it greatly influences the nature of competition. We expect incompatible networks to aggressively compete “for the market”, whereas compatible networks compete more traditionally “within the market”, because the threat of tipping is reduced (Besen and

¹ See e.g. Katz and Shapiro (1994) for a general overview of the properties of markets fetured by network effects.
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Farrell, 1994). To the best of our knowledge, this is the first study that assesses compatibility within the econometric framework.

It is important to stress that technological compatibility is not a sufficient condition for economic compatibility defined above. Although, the mobile telephone networks that we study are fully interconnected, it is not clear \textit{a priori} whether they are compatible or not. One reason for incompatibility involves intra-network discounts, which enhance relative attractiveness of own network to its subscribers. In the next section, we put forward several possible sources of network effects in mobile telecommunications. Some of them imply more compatible, while the other more incompatible networks. An estimate of compatibility allows us therefore additionally to discriminate among various possible sources of network effects.

The empirical literature on mobile telecommunications concentrates on determinants of growth and competitiveness of the industry neglecting in general network effects (e.g. Parker and Röller, 1997; Ahn and Lee, 1999; Gruber and Verboven, 2001). In the context of fixed-line telecommunications, the study by Bousquet and Ivaldi (1997) is probably the first one, which tests empirically for existence of network effects. In contrast to our study, which focuses on access to telephone service, they concentrate on usage, which seems more relevant in a saturated market that they consider. Consequently, the concept of network externality they use relies on received calls, which benefit subscribers without paying for them, rather than on installed base of subscribers. Next, Okada and Hatta (1999) specify demand for fixed-line and mobile telephone service adopting Almost Ideal Demand System. They show that the number of mobile subscribers, as a quality measure for telephone service, has significant positive effect on share of telecommunications’ expenditures – both mobile and fixed-line – in households’ budgets. This result is an empirical evidence for network effects in demand for telephone service. More recently, Kim and Kwon (2003) conduct a conditional logit analysis based on a consumer survey. The analysis reveals that consumers prefer mobile service providers with larger number of subscribers other things being equal. The authors attribute this size effect, which is in line with network effects operating at the firm level we found, to intra-network call discounts and quality signaling effect. Finally, Gruber and Verboven (2001) aim to identify factors responsible for timing and speed of mobile service adoption diffusion. In contrast to our study in which the diffusion’s S-shape is driven by network effects they take it as given using a logistic model of diffusion.

The approach we follow draws on the model introduced in chapter 2. The main idea facilitating identification of network effects is that strong network effects might give rise to an
S-shaped diffusion of adoptions. The network effects in our economic framework are captured by the dependence of consumer willingness to pay on installed base of subscribers. Together with price changes, the installed base determines speed of diffusion of mobile telephone service in a population. Estimating structural state equations describing evolution of subscriptions, we are able to disentangle the price effect from the network effects.

We estimate the model using quarterly panel data from the Polish mobile telephone industry for the period 1996-2001. We find strong network effects, which give rise to an upward sloping part in the inverse demand function. The estimated degree of compatibility is surprisingly low. This suggests that subscribers to a given mobile network attach relatively little value to competing networks’ subscribers. Simulations of the estimated model with alternative values of network effect and compatibility parameters illustrate their economic significance. We also estimate a restricted model, which does not account for network externalities. Estimated price elasticity of demand is much higher (in absolute terms) in this model, since it falsely attribute changes in demand due to network effects to changes in price. As we also formally show, ignoring network effects in empirical models of emerging network industries can substantially bias downward the estimated elasticity of demand.

The rest of the paper is organized as follows. Section 3.2 proposes several possible sources of network effects in mobile telecommunications and describes the Polish mobile telephone industry. In section 3.3, we specify the model and show that all structural parameters are identified from regression coefficients. Data, estimation issues, and interpretation of the empirical results are discussed in section 3.4. Section 3.5 concludes.

3.2 Mobile telecommunications

3.2.1 Network effects

There are several possible sources of network effects in mobile telecommunications. First, consider a “traditional”, direct effect, like in fixed-line telecommunications. Consumers value the installed base of subscribers, because they can satisfy more communication needs. Since installed base of fixed-line subscribers had been already huge when mobile service emerged and mobile customers can call the stationary numbers, it is not clear whether significant network effects arise because of an additional telephone service, which mobile
telecommunications offer. However, short message service (SMS) – available only within mobile network – might help to generate the “traditional” network effects.

A second possible source of network effects is a need of people to buy, consume, and behave like their fellows, which induces bandwagon effect as in Leibenstein (1950). Economic consequences of this desire to join the crowd, which stems from social interactions were also studied in more recent economic literature (e.g. Granovetter and Soong, 1986; Becker, 1991; Lindbeck et al., 1999; Schoder, 2000). We expect that consumption of mobile telephone service is influenced to some extend by such conformist behavior since mobile telecommunications are clearly important media of social interactions.

Intra-network call discounts offer another explanation for network effects in mobile telecommunications. The reason is very intuitive. Assume that customers apply a balanced calling pattern, which means that the number of calls terminating in each network is proportional to their relative size. Since – because of the discounts – intra-network calls are cheaper than inter-network calls, larger installed base of subscribers to a given provider implies *ceteris paribus* lower monthly bill for them. The resulting effect is called endogenous network externality in Blonski (2002). We could extend this argument incorporating fixed-line network into the analysis. Given, that it is cheaper to call a mobile number from mobile network than from stationary network, larger mobile network implies - as before - lower monthly bill, hence higher attractiveness of mobile telephone service in general. By considering different reference network than Blonski (2002), we obtain network effects operating at industry level and not at firm level.

We might also expect that quality of mobile telephone service is *a priori* unknown to consumers. They could learn about the quality from other consumers, who have already subscribed for the service. The installed base of customers would then transmit information to unattached consumers influencing their willingness to pay. Network effects arise in this case, either if the chance of receiving information increases with the size of installed base, or if the network size carries a quality signal.

Additional knowledge about the nature of network effects gives us the extent of compatibility among competing networks, i.e. the level at which the effects operate. The two polar cases are firm-specific network effects on the one hand and industry-specific network effects on the other hand. They correspond to full incompatibility and full compatibility respectively. We expect the “traditional” effects to be industry specific. In contrast, the effects raised by information transmission are rather firm specific. Whether the endogenous effects
are firm or industry specific or both depends on relative prices of mobile intra-network calls, mobile inter-network calls, and fixed-line to mobile calls. The social interaction concept could support both types of network effects, depending on consumers’ reference group.

3.2.2 Description of the market

Our empirical investigation regards the second-generation mobile telephone industry that was launched in September 1996 in Poland. The Ministry of Telecommunications (MT) – regulator of that industry – granted initially two licenses for providing the mobile telephone service based on GSM 900 standard. To further intensify competition in the industry, the MT offered a GSM 1800 license to a third provider, which started activity in March 1998. The difference between the two standards – GSM 900 and GSM 1800 – is that the latter operates at a higher frequency allowing providers to serve more connections per unit of area at the same time. GSM 1800 is also more costly to install than GSM 900, since it requires higher density of cellular antenna sites. In practice, because of relatively low density of population in Poland, the service based on GSM 1800 standard was offered exclusively in large cities. The entrant became a countrywide provider in March 2000 only after being granted additionally GSM 900 license. Soon after that, the two incumbents obtained GSM 1800 licenses, and started to offer double-frequency service as well. Licensing remained the only way of regulating the industry.

GSM telecommunications turned out to be very successful in Poland unlike its predecessor based on analog technology standard NMT 450i. The analog service – called also the first-generation mobile telecommunications – was introduce in 1992 and reached the size of around 200 thousand subscribers at the time the second-generation service was introduced in 1996. In contrast, four years after the launch the total number of GSM subscribers amounted to over 3 million and after the next two years it approached 10 million, which roughly correspond to 25% of the total population. Obviously, there are differences in the quality between the analogue NMT and the digital GSM standards, but the extreme market outcomes in terms of network size could indicate presence of network effects.

Demand for mobile telephone service is also likely to be shaped by switching costs. In fact, lack of number portability and long-term contracts, which included a penalty for premature cancellation – a common practice during the period studied – contributed to these costs substantially. The rationale behind keeping high switching costs is twofold. First, they
might enable providers to encourage subscriptions by crediting the handsets, which are necessary for using the mobile telephone service. Second, they might strategically weaken price competition by decreasing cross-price elasticity of demand. In an extreme case with switching costs high enough, providers compete for the unattached consumers only. Our empirical framework allows us to account for switching costs to some extent. In particular, it follows from our economic model that the entrants will never catch up with the incumbents in terms of the number of subscribers when switching costs are significant. The unwilling-to-switch installed base of incumbents will cause persistent asymmetry. Testing size of the asymmetry empirically is an indirect way to test the significance of switching costs.

Another important feature of emerging mobile telephone industry is rapidly growing coverage, which determines availability and quality of the service. Clearly, it is not reasonable to subscribe to a mobile network unless it covers one’s place of residence. Coverage adds also to the quality of the service, since subscribers can use it while traveling. Data on diffusion of the coverage in the Polish mobile telecommunications we have is not detailed enough to use it explicitly in our analysis. Some observations, however, facilitate assumptions of our model. First, the coverage grew way faster than the installed base of subscribers. Already one year after the GSM telecommunications industry had been launched, the coverage reached 60% of the total population, while subscribers amounted just to 1.3%. After two years, the corresponding numbers were 80% and 3%. Second, coverage growth across providers followed basically the same pattern. By ignoring coverage in our analysis, we implicitly assume that the availability constraint does not bind and that consumers do not realize the quality differences among providers due to coverage.

3.3 A model of demand for mobile telephone service

In order to estimate network effects in demand for mobile telephone service, we focus on access to rather than on usage of the service. Rapidly growing installed base of subscribers to mobile networks justifies this approach. One could potentially extend the analysis allowing subscribers to choose usage level as well. This would, however, complicate matters a lot without being crucial to the identification of network effects. The remaining part of this

---

2 This result is discussed in Beggs and Klemperer (1992) and Klemperer (1995).
section outlines the model, which guides our empirical analysis. It adopts basically the structural econometric model proposed in chapter 2.

We assume that there are several mobile telephone networks in a market. Each of them is operated by single provider and associated with a brand denoted by \( i = 1, 2, \ldots, I(t) \). The number of providers/brands \( I(t) \) can vary over time, as reflected by the argument \( t \). Consumer utility derived from subscribing for the service is assumed to depend on private intrinsic value attached to it and, at the same time, on the size of installed base of subscribers. To facilitate empirical analysis, instantaneous willingness to pay of each consumer is specified by

\[
u(v, x_i(t-\delta)) = v + cx_i(t-\delta) + dx_i^2(t-\delta),
\]

where consumer type \( v \) represents his/her private valuation of the service, \( x_i(t-\delta) \) denotes the lagged network size of brand \( i \), and \( c \) and \( d \) are parameters determining the extent of network effects. Since \( v \) is brand independent, consumers have no taste for a particular brand. We assume that \( v \) is uniformly distributed over \((-\infty, a] \) with some density \( b > 0 \). We could equally well introduce a lower bound of the distribution support to limit the population of consumers. We do not do it to avoid the necessity of considering corner solutions, when all consumers subscribe. It is also important to note that network size of brand \( i \) is not necessarily equal to its number of subscribers, as it depends on compatibility of networks. Here, compatibility is meant as a measure, which says to what extent subscribers to a given brand value the installed base of other brands. To avoid confusion, we stress that compatibility is not simply implied by interconnection of brands. It depends crucially on the nature of network effects at work, as it has been discussed in section 3.2.1. The relationship between network of a brand and its number of subscribers is expressed by

\[
x_i(t) = y_i(t) + wy_{-\delta}(t),
\]

where \( y_i(t) \) denotes number of subscribers to brand \( i \) at time \( t \), \( y_{-\delta}(t) = \sum_{j\neq i} y_j(t) \), and \( w \in [0,1] \) denotes compatibility among brands. \( w = 1 \) and \( w = 0 \) correspond to the perfect compatibility and perfect incompatibility respectively and the interior values of \( w \) indicate a partial compatibility. For simplicity, the compatibility is denoted by a constant in (3.2), but it is

---

3 Here, we do not mean a probability distribution, so the integral over the support of density function does not need to equal 1. In fact, the integral equals \( \infty \), when the lower bound of the support equals \(-\infty \), which means that there is infinite number of consumers in the market.
straightforward to condition it on time and/or brand. Actually, we do it at the end of this section to account for changes in intra-network discounts offered by the providers.

Since the focus of this paper is identification of network effects, we do not explicitly model supply side of the market. In order to make our demand analysis tractable, however, we need to restrict pricing behavior of the providers. In particular, we assume that competition in the mobile telephone industry results in setting equal hedonic prices across brands over time. This assumption seems natural, as consumers’ preferences are not brand specific. As a consequence, in each instance of time consumers are indifferent toward brands. Therefore, they do not need to consider potentially costly switching among mobile service providers. Another assumption we make is that providers can credibly commit not to raise their prices. This assures that mobile service users do never tempt to relinquish subscription. Frequent relinquishing and reopening of subscription might add substantial costs that we do not model in the consumer decision-making.

If consumers correctly foresee that prices will not rise and that competing brands will be equally attractive, their decision to subscribe or not will be fairly simple. They will subscribe when their private valuation of the service exceeds its current hedonic price. In order to determine the number of subscribers, we first calculate the types of indifferent consumers with respect to each brand $i$ from

$$u(v_{i,t}^*, x_i(t-\delta)) = p_i(t),$$

(3.3)

where $p_i(t)$ stands for the price of brand $i$ at time $t$. Assumption of equal hedonic prices assures that the types of indifferent consumers $v_{i,t}^*$ are equal across the brands. All higher-type consumers than $v_{i,t}^*$ subscribe to the service – or continue subscription – at time $t$. As a tie-breaking rule, we assume that they choose among the brands with equal probability. Given willingness-to-pay function (3.1) and the assumed uniform distribution of types, the total demand for mobile telephone service at time $t$ is then given by

$$\sum_i y_i(t) = ab - bp_i(t) + bcx_i(t - \delta) + bd x_i^2(t - \delta).$$

(3.4)

---

4 We use the term hedonic price to depict price corrected for network effects analogously to price corrected for quality, in which context the term hedonic price is usually used.

5 The option to cancel subscription free of charge in the case of price increase could serve as a commitment device.

6 For details of the derivation see chapter 2.
In case all providers start their activity simultaneously, our model predicts that they will have equal market shares, so the number of subscribers to each brand $i$ is obtained dividing the RHS of (3.4) by the number of brands. Entry may break this symmetry given that significant switching costs are present. In general, we can write the demand for single brand at time $t$ as

$$y_i(t) = l_i E(t) + \frac{1}{I(t)} \left( ab - bp_i(t) + bcx_i(t - \delta) + bdx_i^2(t - \delta) \right),$$  (3.5)

where $l_i$ are firm specific constants, $E(t)$ is a dummy variable, which is equal to zero in the periods prior to entry and one otherwise, and $I(t)$ equals the number of providers in the market at time $t$. The actual values of $l_i$ can be calculated from the size of incumbents’ installed base in the entry period. Under switching costs incumbents have an advantage over entrants, which is embodied in positive values of $l_i$ for the former and negative $l_i$ for the latter. Under no switching costs, $l_i$ equals zero for each provider. In any case, the sum of the firm specific constants equals zero, so (3.4) still holds.\(^7\)

Finally, to obtain equation, which we are going to estimate, we put (3.2) into (3.5), then we take a discrete analog of the resulting expression, and we add an error term. This yields

$$y_{i,t} = \tilde{l}_i E_t + \frac{1}{I_t} \left( \alpha + \beta p_{i,t} + \gamma_1 y_{i,t-1} + \gamma_2 y_{i,t-1}^2 + \gamma_{11} y_{i,t-1} y_{i,t-1-1} + \gamma_{21} y_{i,t-1} y_{i,t-1-1} + \gamma_{22} y_{i,t-1-1}^2 \right) + \psi_{i,t}. \quad (3.6)$$

Possible sources of the error term $\psi_{i,t}$ and its properties will be discussed together with estimation issues in section 3.4.2. Once we correctly estimate (3.6), all structural parameters of the model are identified. Simple algebra yields the highest consumer type in the population $a = -\alpha/\beta$ and density of the distribution of types $b = -\beta$. We can interpret also the parameter $a = ab$ as the number of consumers in the population with positive valuation of the mobile telephone service given zero network size. Network effects parameters $c$ and $d$ can be obtained as $-\gamma_1/\beta$ and $-\gamma_2/\beta$ respectively. The compatibility parameter $w$ is overidentified, since it can be recovered as $\gamma_{11}/\gamma_1$, as $\gamma_{21}/2\gamma_2$, and as $\pm \sqrt{\gamma_{22}/\gamma_2}$. It follows that when the externality operates at the firm level only (incompatible networks, $w = 0$) we expect the estimates of $\gamma_{11}$, $\gamma_{21}$ and $\gamma_{22}$ to be zero. In the polar case, when the externality operates at the industry level (fully compatible networks, $w = 1$), we expect $\gamma_{11} = \gamma_1$, $\gamma_{22} = \gamma_2$ and $\gamma_{21} = 2\gamma_2$. All

\(^7\)Ibid.
the intermediate cases with partial compatibility can be easily obtained from the three identifying equalities as well.

The overidentification of the compatibility parameter \( w \) gives a scope for a specification test. All three equations identifying \( w \) must hold, otherwise either the estimates are not correct, or the data reject the structure. Alternatively, in order to gain in efficiency of estimators, we might identify \( w \) from just one relation and build parameter restrictions from the other two.

We could also allow \( w \) to vary over time. This might be important in the Polish mobile telephone industry, since providers changed their pricing strategy in the period studied. Initially, the incumbents favored their own subscribers including intra-network call discounts in price schedules. We call it discriminatory pricing, as opposed to non-discriminatory pricing, which does not involve intra-network discounts. The entrant used non-discriminatory pricing from the very beginning and one of the incumbents switched from discriminatory to non-discriminatory regime after the entrant took off. According to endogenous network effects hypothesis described in section 3.2.1, this could increase compatibility of mobile telephone networks. To capture this effect we introduce intersections of the regression variables \( \frac{y_{i,t-1}}{I_t}, \frac{y_{i,t-1}y_{i,t-1}}{I_t}, \text{ and } \frac{y_{i,t-1}^2}{I_t} \) with firm-specific pricing dummies \( D_{i,t} \) into (3.6).

The pricing dummies \( D_{i,t} \) take value of zero in the periods prior to introduction of the “non-discriminatory” pricing by \( i \)-th provider and one otherwise. The change in compatibility of networks, denoted by \( \Delta w \), could be identified from estimates of coefficients on the new intersection variables. The identification of \( \Delta w \) is analogous to that of \( w \).

### 3.4 Empirical evidence

#### 3.4.1 Data

The firm-level, quarterly panel data used in this study covers prices and number of subscribers in the Polish mobile telephone industry over 1996-2001. The information on prices has been obtained from the Polish Ministry of Telecommunication (MT). It includes all price plans of each provider. In the period studied, all providers used non-linear pricing in the form of multiple price plans, from which the customers self-select the most favorable one. A
plan consists of a monthly fixed charge, a price per minute of usage and often includes some minutes free of charge. A usage price is further diversified according to the time of the day (peak/off-peak hours) and to the termination network (intra-network discounts). Following Parker and Röller (1997), we define the price of a single mobile subscriber as the best-deal monthly bill paid for a given constant calling pattern. That is, we assume some calling pattern (including the overall monthly usage and the proportions of the calls in various times of the day and to various networks) and calculate the monthly bills for all available price plans of each provider. The single price of each provider is then his lowest bill that reflects the best-deal selection of an average customer. Figure 3.1 shows nominal prices of each provider over the studied period. We display nominal prices instead of real ones, which we used for estimation, to highlight their particular rigidity. Over the first three years, the incumbents kept basically constant prices. This situation changed first at the end of 1999 when the entrant was additionally granted GSM 900 license, which enabled him/her to offer a countrywide service.

Unfortunately, the MT did not collect data on the number of subscribers in the mobile telephone industry. Therefore, we utilize the numbers, which had been self-reported by the providers in their yearly reports and press announcements. As figure 3.2 shows, these numbers were not regularly appearing, however, they still cover approximately 75% of the quarterly series for each operator. Additionally, there are some monthly observations, which fall inside quarters. To fill the remaining 25% of the quarterly series and still use additional information from the monthly observations we fit a high-degree polynomial time trend to the monthly series and replace missing observations with the fitted trend.

### 3.4.2 Estimation issues

Before we start the estimation stage, there are two more issues, which have to be addressed. First, since we do not account for simultaneous price setting relation and estimate demand relation alone, a potential endogeneity problem arises. However, we claim that the problem might be ignored, since in our economic framework, prices are not likely to response to short-term dynamics in installed base. Optimal dynamic pricing of a telephone service like

---

8 We apply a calling pattern from the OECD Telecommunications Basket Definitions (2000).

9 Because inflation in the late 90’s was still relatively high in Poland (on average 10% per annum over 1996-2001), the real prices fall much faster than the nominal once.

10 By a quarterly observation we mean the number of subscribers at the end of a quarter.
the one studied here, might involve raising price together with the installed base expansion.\textsuperscript{11} This result is very intuitive, since low initial prices feed the diffusion of networks. In the competitive environment we consider, however, unilateral price increase over the common hedonic price level implies heavy reduction in market share of a given brand. Its provider, would not only attract no new subscribers, but could also lose the installed base if switching costs are low enough. In fact, in case of a price increase, subscribers have the option to quit long-term contract free of charge, which lowers switching costs. Therefore, the feasible dynamic price strategy is likely to involve fixed price over time rather than to react to short-term dynamics in installed base of subscribers. Figure 3.1, which plots the prices in the Polish mobile telephone industry, supports our claim. Over the first three years, the prices were basically constant, while the total number of subscribers reached almost 3 million. Price cuts in the industry started first with the prospect of new entry into the countrywide service market.\textsuperscript{12} Nevertheless, to account for possible endogeneity of price we adopt instrumental variable technique using lagged values of price as an instrument. This does not change the results in any important way.

The second issue is error structure of the model. So far, we have not assessed the properties of $\psi_{i,t}$ in (3.6). A common assumption facilitating stochastic components in econometric models is that the researcher knows less about the economic environment than the economic agents.\textsuperscript{13} This might be the case, if dependent variable would be influenced by unobserved factors, which the researcher can only include in an error term. Therefore, this assumption might facilitate an additive error, properties of which depend on the nature of the unobserved factors. Potentially, they could be persistent, common for the whole market and depend on its size. This would imply an autocorrelated, correlated across equations and heteroscedastic error term respectively. Another possibility is that the variables the researcher observes differ from those the agents observe because of data reporting errors. This is likely to be the case with our data. As explained before, we needed to fill the missing values in dependent variable with the interpolated ones in order to obtain a balanced panel. Such measurement error in the dependent variable will much more complicate the error structure in (3.6) than the unobserved factors, because of lagged dependent variables and their squares included as regressors there. For instance, if we assume, that the stochastic noise in the model

\textsuperscript{11} This result is obtained e.g. in Rohlfs (1974) and in Dhebar and Ohren (1985).
\textsuperscript{12} Since the number of licenses for the mobile telephone service is regulated in Poland, we treat entry as an exogenous event.
\textsuperscript{13} See the discussion about introducing stochastic components into a deterministic economic model in Reiss and Wolak (2002).
is just due to an additive i.i.d. measurement error $e_{i,t}$ in dependent variable, then the process generating the error term in (3.6) will be a nonlinear function of the measurement error, the dependent variable, and parameters of the model. To save on complicated notation, one could write it as

$$\psi_{i,t} = e_{i,t} + g(l_t, y_{i,t-1}, y_{i,t-2}, e_{i,t-1}, e_{i,t-2}; \theta),$$  

(3.7)

where $\theta = (\gamma_1, \gamma_2, \gamma_{11}, \gamma_{12}, \gamma_{22})$ and $g(.)$ is some known function. The system (3.6) + (3.7) has features of a multivariate bilinear model studied in time series literature.

We consider two estimation techniques in this paper. The first one is generalized method of moments (GMM), which is attractive, because it does not restrict the error covariance matrix. In particular, it allows the error term in our model to be driven by the unobserved factors or the measurement errors, both of which can be heteroscedastic, autocorrelated and correlated across equations. The issue here, however, is a proper set of instruments. Since, we do not have better ones than lagged values of the variables in the model, the usefulness of GMM is limited. The problem is that autocorrelated errors in models involving lagged dependent variable can invalidate any further lags of the dependent variable as instruments. In particular, we will not be able to correctly estimate (3.6) by GMM, when the errors follow an autoregressive process. Another problem is small size of our sample, which might call for a more restricted error structure in order to gain in efficiency of estimates.

To account for these problems, we consider another technique, which Hannan and Rissanen (1982; HR thereafter) proposed for estimating linear ARMA models. Granger and Teräsvirta (1993, p.125) advocate this technique, as relatively simplest, for estimating bilinear models. For the system (3.6) + (3.7), it proceeds as follows. In the first step, we estimate (3.6) by OLS. Then, we insert the lagged OLS residuals into (3.7) as proxies for the lagged measurement error’s realizations and estimate the model substituting (3.7) into (3.6). The new least squares residuals (lagged) are inserted as new proxies into (3.7) and the model is re-estimated.\footnote{Since each iteration involves the use of lagged residuals from the previous estimation, we would loose observations each time. To avoid this problem, we set the missing (first) lagged residual to zero.} The iteration is continued to convergence, which means stabilization of residual variance. The HR technique allows us to take complex error structures that might stem from our assumptions explicitly into account. In principal, we could test validity of the assumed error structure by testing estimated coefficients in (3.7) against their theoretical values $\theta$. 


However, because of the small size of our sample relative to the number of coefficients in (3.6), we restrict them to equal $\theta$.

### 3.4.3 Results and interpretations

Table 3.1 shows the estimation results of equation (3.6). Structural parameters of our economic model identified from the estimated coefficients can be found in table 3.2. We estimate six regressions, which differ in terms of estimation technique, parameter restrictions and error structure. Column labels in both tables identify the regressions. As mentioned before, our economic structure allows us to introduce some parameter restrictions in (3.6). Indeed, we restrict two out of three coefficients in both “Cross-network effects” group and “Pricing regime” group of table 3.1 using overidentification of the compatibility parameters $w$ and $\Delta w$. In particular, the coefficients on $y_{i,t-1}y_{j,t-1}$ and $y^2_{j,t-1}$ were set as $\gamma_{21} = 2\gamma_{11}/\gamma_1$ and $\gamma_{22} = (\gamma_{11}/\gamma_1)^2\gamma_2$ respectively. The coefficients on $D_yy_{i,t-1}y_{j,t-1}$ and $D_y^2y_{j,t-1}$ were set analogously. In some regressions, we restrict also the “Fixed effects of entry”. Their theoretical values could be calculated from the data without estimation.\(^{15}\) We would expect them to be zero, if switching costs in the industry were negligible. In the case of significant switching costs, we expect $\lambda_1$ and $\lambda_2$ to equal 1.3 and $\lambda_3$ to equal –2.6. These numbers mean that persistent advantage of each incumbent over entrant in terms of installed base amounts to 390 thousand subscribers.

The results in the first two columns of table 3.1 are obtained by applying iterated GMM estimation. Regression (a) is a benchmark, where it is assumed that there are no network effects in demand for the mobile telephone service. In this case, our economic structure boils down to a basic linear demand model. For consistency with the remaining five regressions, the benchmark regression (a) is estimated on data aggregated to the industry level. Lagged aggregated price and a constant were used as instruments. With this set of instruments the regression coefficients are exactly identified, i.e. there are no over-identifying moment conditions.

Column (b) of table 3.1 shows the iterated GMM estimates of the full model’s coefficients. As instruments served lagged by two periods number of subscribers, lagged prices – both subscribers and prices at the firm level – and a constant. The over-identifying moment conditions seem valid. The value of the Wald statistics 7.15 falls under the 5%

\(^{15}\) For details concerning derivation of fixed effects of entry in our economic model we use see chapter 2.
critical value 21.03. The estimated coefficients in the regression (b) are in general highly significant and they have expected signs. The price effect is drastically smaller than that in the benchmark regression. Instead, there is an evidence of positive network effects in the regression (b). As table 3.2 reports, the identified network effects parameters $c$ and $d$ are equal 272.7 and -0.7 respectively. These results imply that the marginal network effects are downward sloping, as it is commonly assumed in the theoretical literature. Compatibility in the Polish mobile telephone market is low, although statistically very significant. The estimate of $w$ equals 0.063, which means that the subscribers value own-brand installed base 16 times more than the installed base of other brands. Abandoning of intra-network discounts slightly increases the compatibility, as indicated by the parameter $\Delta w$ in table 3.2.

The only insignificant coefficients in regression (b) are the incumbents’ fixed effects of entry $\lambda_1$ and $\lambda_2$. The entrant’s fixed effect $\lambda_3$ is negative, but relatively small. As mentioned before, we expect that each incumbent’s advantage over entrant amounts roughly to 400 thousand subscribers, when switching costs are significant in the industry. The estimated fixed effects in (b) tell us that the advantage equals just 60 thousand, which suggests that the switching costs are in fact low.\textsuperscript{16}

As we mentioned in the previous section, the presence of autocorrelation invalidates the GMM estimates in our case. The pooled Durbin-Watson statistic in regression (b) falls into inconclusive region giving no clear indication of autocorrelation.\textsuperscript{17} To check robustness of the GMM estimation results, we proceed imposing more structure on the error term and applying the estimation technique devised by HR. First, we assume that the stochastic noise in the model (3.6) is due to an additive i.i.d. measurement error $\varepsilon_{it}$ in dependent variable.\textsuperscript{18} Then, the error term $\psi_{it}$ in (3.6) can be represented by (3.7). Column (c) in table 3.1 reports estimation results of the model (3.6) + (3.7). The coefficients in the regression (c) are not highly significant and the pooled Durbin-Watson statistic indicates autocorrelation.\textsuperscript{19}

\textsuperscript{16} Precisely speaking, our economic structure does not support any intermediate values of fixed effects of entry between those implied by insignificant and significant switching costs. However, the intermediate values intuitively imply a gradual catching up of entrant in terms of number of subscribers. This would happen, if switching costs are in some sense low.

\textsuperscript{17} Formally, the Durbin-Watson statistic, which we report in table 3.1, is not an appropriate test in presence of lagged dependent variables, because it is usually biased toward a finding of no autocorrelation.

\textsuperscript{18} We also tried to estimate the model assuming that the error term in (3.6) is driven by unobserved factors that are autocorrelated. To account for the autocorrelated error term in presence of lagged dependent variables, we applied approach devised by Hatanaka (1974), which is based on instrumental variable technique. The results were not satisfactory. In particular, the basic demand coefficients were not statistically significant.

\textsuperscript{19} To account for possible endogeneity of price, we also estimated (c) replacing least squares with instrumental variable technique at each iteration of the HR procedure. As an instrument for price we took its lagged value.
To improve statistical properties of the model we restrict fixed effects of entry in accordance with our economic structure. Point estimates of the fixed effects of entry in regression (c) suggest that the number of subscribers of the entrant and of the incumbents differ substantially. The magnitude of this difference, which equals roughly 3.9, is in line with the predictions of our economic model given that there are significant switching costs in the industry. However, in comparison with theoretical predictions, the values of all three parameters $\lambda_i$ are shifted down by 1.3. Given relatively low statistical significance of the coefficients in regression (c), this downward shift might be due to difficulties with disentangling the common intercept from fixed effects of entry by the estimation procedure. Therefore, we restrict the coefficients of the fixed effects of entry to their theoretical values. The statistical significance of the estimated coefficients improves, as we see in column (d) of table 3.1. However, the pooled Durbin-Watson statistic still indicates autocorrelation of the error term, which we interpret as an evidence for misspecification of the model.\(^{20}\)

To account for the autocorrelated disturbances $\epsilon_{i,t}$ in the model (3.6) + (3.7) we include lagged residuals of the model as an additional regressor in (3.6). Columns (e) and (f) in table 3.1 show the results of this exercise without and with restrictions on estimated fixed effects of entry respectively. Both regressions display now good statistical properties. In particular, the pooled Durbin-Watson statistic no longer indicates autocorrelation of the error term. To ensure that the finding of no autocorrelation is correct, we conduct a modification of Breusch-Goldfrey test consisting of regressing residuals from each of the regressions (e) and (f) on their full set of regressors plus lagged residuals and testing significance of coefficients on the lagged residuals. Each time we use one, two and four lags and test their joint significance with the standard $F$ test. In none of the cases we could reject the null hypothesis of no autocorrelation. Although, the regressions (e) and (f) perform well in statistical terms, they differ substantially in their economic relevance. All the variation of the dependent variable in regression (e) is explained by autoregressive factors leaving coefficients on basic demand variables insignificant and with wrong signs. In contrast, regression (f) performs well, both in

---

\(^{20}\) Another problem with regressions (c) and (d) was convergence of the estimation procedure. Each of them converges to two distinct solutions. Since in each case the solutions are very close to each other, we report just one of them.
statistical and economic terms, providing a useful robustness check for the GMM estimates in regression (b).\textsuperscript{21}

In general, the results of regressions (f) confirm those of regression (b) in the way both sets of results differ from the benchmark. The price coefficient in column (f) of table 3.1, which equals $-0.057$, is smaller than in the benchmark regression (a) by an order of magnitude. The marginal network effects are positive\textsuperscript{22} and diminishing, as indicated by parameters $c$ and $d$ in column (f) of table 3.2. Also, the estimated compatibility measure $w$, which equals $0.089$, is relatively low. However, the difference in magnitude of price and network effects between regressions (b) and (f) gives rise to very much diverted predictions concerning demand in the Polish mobile telephone industry. To see it, we plot steady-state demand in the industry, which is derived from (3.6) given that $y_i = y_{i-1}$ for all $i$. On the horizontal axis of figure 3.3, there is aggregated number of subscribers in the industry $y = \sum y_i$. For simplicity of the exposition we assume that there are three providers of equal size in the market, hence the prices across providers are also equal and are represented by a common price $p$. As a reference, we include also demand function implied by the benchmark regression (a) in figure 3.3. We see that the estimated network effects in regressions (b) and (f) give rise to upward-sloping parts in the inverse steady-state demand functions. As discussed in chapter 2, the upward-sloping parts consist of unstable equilibria and correspond to the notion of critical mass. Once the critical mass is reached for a given price $p$, the number of subscribers in the market tends to and eventually reaches the stable steady state on the downward-sloping part of the demand. In the opposite case, the market shrinks to zero. Focusing on the stable steady states, we note that for each price, regression (b) implies higher demand than regression (f), which in turn implies higher demand than the benchmark regression (a). E.g., for $p$ equal 100 zloty, the demand is estimated at roughly 15, 13 and 7 million subscribers by regression (b), (f) and (a) respectively. The same ranking sustains for the price sensitivity of demand, regression (b) supporting the least sensitive one. Converting the estimated coefficients into price elasticities\textsuperscript{23}, evaluated at the sample means, we obtain

\textsuperscript{21} We also tried to restrict the fixed effects of entry in regression (e) to zero. The HR estimation procedure did not converge.

\textsuperscript{22} The marginal network effects are positive for a network (and not installed base) smaller than 30.6 mill. subscribers. Since the population of Poland reaches 40 mill., they are positive roughly over the whole relevant range.

\textsuperscript{23} In the case of regressions (b) and (f), we mean long-run price elasticity, i.e. we account for the change in demand between two steady states. Obviously, the short-run elasticities are even smaller than the long-run ones reported in the text.
-0.4, -1.2, and -3.0 for regressions (b), (f) and (a) respectively. In fact, the most important conclusion that we draw from comparison of the three regressions’ results is that ignoring network effects leads to significant overestimation of the elasticity. The intuition behind direction of the bias is the following. By ignoring installed base we falsely attribute all changes in current number of subscriptions to changes in price alone. Since both rising installed base of subscribers and falling price lead to more subscriptions, if, loosely speaking, price and installed base are negatively correlated, then the price coefficient is biased downward and consequently the price elasticity overestimated. We formalize this intuition in section 3.6.1 of the appendix.

Another question of interest is to what extent the identified network effects and compatibility alter demand in the industry. To answer this question we simulate the steady-state demand, implied by the estimates of regression (f), manipulating values of the respective structural parameters. The results of this exercise are illustrated in figure 3.4. Note that the demand function under non-discriminatory pricing, in which case compatibility equals $0.089 + 0.036 = 0.125$, indicated by the bold solid line in figure 3.4, corresponds exactly to the demand function implied by regression (f) in figure 3.3. Setting the network effect parameters $c$ and $d$ to zero, we obtain linear demand function indicated by the thin solid line in figure 3.4. Without network effects, the market size shrinks roughly from 15 to 1 million subscribers. The extent of network effects we found might explain why the second-generation telecommunications in Poland performed so much better than the first generation, as we mentioned in section 3.2.2. First, marginal network effects in the analog first generation might diminish much faster than in digital second generation because of congestion effects. Second, provider of the first generation service might have failed to attract the critical mass of subscribers. To assess the economic significance of compatibility, we additionally plot steady-state demand function under discriminatory pricing, i.e. for $w = 0.089$, in figure 3.4. Although, the difference in compatibility between the two pricing regimes seems marginal, it produces a noticeable difference in terms of steady-state demand. In particular, difference in the market size amounts to 2 million subscribers. We conclude that compatibility parameters, we identified in the Polish mobile telecommunications, are not only statistically, but also economically significant.

Finally, given the extent of compatibility we found, one could discriminate among possible sources of network effects in mobile telecommunications. As we discussed in section 3.2.1, some of them are more likely to generate firm specific effects (low compatibility),
while the other industry specific effects (high compatibility). We are also able to test the endogenous network effect hypothesis, as in Blonski (2002), more directly, estimating change in the compatibility due to abandoning of intra-network discounts. Our results provide empirical evidence in favor of the endogenous network effect hypothesis, since $\Delta w$ is both statistically and economically significant. However, this hypothesis alone is not able to explain the network effects we observe. Even under non-discriminatory pricing, compatibility in the industry remains low. This suggests that the network effects in mobile telecommunications might also be raised by transmission of information about quality of the service and Leibenstein’s (1950) conformist behavior of consumers.

3.5 Conclusions

In this paper we specify and estimate a structural model of demand for mobile telephone service. The focus of the study is to provide empirical evidence concerning the extent of network effects and compatibility in mobile telecommunications. The structural approach we follow allows us to identify the parameters of interest from the S-shape of mobile service diffusion. Data for the analysis come from the Polish mobile telephone industry and cover the period 1996-2001, i.e. from introduction of the second generation digital service till recently.

Our results suggest that there are strong network effects in the Polish mobile telecommunications both in statistical and economic terms. The regression coefficients and the identified structural parameters capturing the extent of the effects are statistically highly significant. To illustrate their economic significance, we derive steady-state demand in the industry and compare it to the simulated demand without network effects. The market size that results from setting network effects to zero is 15 times smaller than in the full model. As a benchmark, we also estimate a restricted regression that does not account for network effects. The estimated price elasticity of demand in there is much higher, since we falsely attribute changes in demand due to network effects to changes in price. We formalize this result showing that ignoring network effects in empirical models of emerging network industries can substantially bias downward the estimated elasticity of demand.

We provide also empirical evidence on compatibility of competing networks in mobile telecommunications. In general, we find that the compatibility is low. It amounts to 0.089
under discriminatory pricing, which involves intra-network call discounts. After abandoning of the discounts, the compatibility increases to 0.125. This seemingly marginal increase leads to expansion of the market size by roughly 2 million subscribers, i.e. 15%. Given the compatibility we found, one could discriminate among possible sources of network effects in mobile telecommunications. The significant implications of intra-network call discounts we found support endogenous network effects as one of the sources. The endogenous network effects hypothesis states that larger installed base of subscribers to a given brand implies lower monthly bill for them, hence network effects at the firm level, if intra-network calls are cheaper than inter-network ones. Since without such discriminatory pricing, the compatibility is still relatively low, we conclude that endogenous effects alone are not able to explain the network effects we find. Transmission of information about quality of the service and conformist behavior of consumers offer alternative explanations.
3.6 Appendices

3.6.1 Direction of bias in the estimated price elasticity of demand

This section formalizes the intuition behind the direction of bias in the estimated price elasticity of demand when we ignore network effects. Suppose that correctly specified linear demand model reads

\[ Y = X_1 \beta_1 + X_2 \beta_2 + \epsilon, \]  

(3.8)

where \( y \) is an \( N \times 1 \) vector of quantities, \( X_1 \) is an \( N \times K \) matrix, columns of which are \( N \) observations on each out of \( K \) basic explanatory variables and \( \beta_1 \) is a \( K \times 1 \) vector of corresponding parameters. \( X_2 \) denotes an \( N \times L \) matrix of variables responsible for network effects and \( \beta_2 \) is an \( L \times 1 \) vector of parameters. \( \epsilon \) stands for an \( N \times 1 \) vector of disturbances and \( E[\epsilon] = 0 \). We allow for heteroscedasticity and autocorrelation of disturbances letting the covariance matrix \( E[\epsilon\epsilon'] = \Sigma \). Suppose further that some variables in \( X_1 \) are not orthogonal to \( \epsilon \) and a valid set of instruments for them is included in \( Z \), which is an \( N \times M \) matrix, and \( M \geq K \).

If we regress \( y \) on \( X_1 \) without including \( X_2 \) our GMM estimate of \( \beta_1 \) is then

\[
b_{1}^{\text{GMM}} = (X_1'ZS^{-1}Z'X_1)^{-1}[X_1'ZS^{-1}Z'y] = \beta_1 + (X_1'ZS^{-1}Z'X_1)^{-1}(X_1'ZS^{-1}Z'(X_1 \beta_1 + X_2 \beta_2 + \epsilon)) \]  

(3.9)

where \( S \) is a matrix from the sample data that converges in probability to the same matrix as \( \frac{1}{N}Z'\Sigma Z \). In particular, if disturbances \( \epsilon \) are uncorrelated, \( S \) could be the White (1980) estimator, otherwise it could be the Newey and West (1987) estimator.

To assess asymptotic properties of the estimator in (3.9) let us first assume that \( \frac{1}{N}Z'\Sigma Z \), \( \frac{1}{N}X_1'X_1 \) and \( \frac{1}{N}X_2'X_2 \) converge in probability to positively definite matrices, and that \( \frac{1}{N}Z'X_1 \) and \( \frac{1}{N}Z'X_2 \) converge in probability to nonzero matrices. Then

\[
\text{plim } b_{1}^{\text{GMM}} = \beta_1 + \text{plim } [(\frac{1}{N}X_1'Z)S^{-1}(\frac{1}{N}Z'X_1')]^{-1}[(\frac{1}{N}X_1'Z)S^{-1}(\frac{1}{N}Z'X_2)]\beta_2 +
\]
\[
+ \operatorname{plim} \left[ \left( \frac{1}{N} X_1' Z \right) S^{-1} \left( \frac{1}{N} Z' X_1' \right) \right] \left[ \left( \frac{1}{N} X_1' Z \right) S^{-1} \left( \frac{1}{N} Z' \varepsilon \right) \right].
\] (3.10)

If \( Z \) is indeed a proper set of instruments for \( X_1 \) in model (3.8), then \( E[z_n \varepsilon_n] = 0 \), where the subscript \( n = 1, 2, \ldots, N \) depicts the \( n \)-th row of the corresponding matrix, so \( \operatorname{plim} \frac{1}{N} Z' \varepsilon = 0 \) and the third term on the RHS of (3.10) vanishes. However, the second term on the RHS of (3.10) does not, which means that the estimator is inconsistent. Multiplying out the second term on the RHS of (3.10) we obtain a vector of persistent biases. The direction of bias on the price coefficient is of particular interest for us. Suppose for simplicity that \( X_2 \) contains just one variable – the lagged dependent variable, i.e. installed base in our setting – so that \( \beta_2 \) is a scalar. If network effects are positive on average then \( \beta_2 \) will be positive. The vector of biases in (3.10) is then a product of a positive scalar and probability limit of a string of matrix computations, which we recognize as an estimator of some parameter vector \( \gamma \) from the following relation

\[
X_2 = X_1 \gamma + \nu.
\] (3.11)

If \( Z \) again contains proper set of instruments than the estimator of \( \gamma \) is consistent and we can finally state that the direction of bias on the price coefficient in our original demand model ignoring network effects is determined by the sign of parameter on price in (3.11). Negative correlation – negative partial correlation if \( X_1 \) contains more variables than just constant and price – between price and installed base implies then downward bias on price coefficient, hence on price elasticity, in the misspecified demand. This direction of the bias is especially likely in the emerging network markets, where installed base increases and price tends to decrease over time.
### 3.6.2 Tables

Table 3.1. Demand in the Polish mobile telephone industry: Estimation results

<table>
<thead>
<tr>
<th>Variables</th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
<th>(d)</th>
<th>(e)</th>
<th>(f)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic demand</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>143.6***</td>
<td>2.620**</td>
<td>13.97*</td>
<td>12.31***</td>
<td>-4.646</td>
<td>9.340***</td>
</tr>
<tr>
<td></td>
<td>(23.2)</td>
<td>(2.50)</td>
<td>(1.73)</td>
<td>(2.89)</td>
<td>(-1.23)</td>
<td>(4.68)</td>
</tr>
<tr>
<td>$p_{it}$</td>
<td>-0.735***</td>
<td>-0.014**</td>
<td>-0.065</td>
<td>-0.072***</td>
<td>0.022</td>
<td>-0.057***</td>
</tr>
<tr>
<td></td>
<td>(-16.6)</td>
<td>(-2.64)</td>
<td>(-1.68)</td>
<td>(-3.35)</td>
<td>(1.22)</td>
<td>(-5.62)</td>
</tr>
<tr>
<td>Own network effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$y_{i,t-1}$</td>
<td>3.185***</td>
<td>2.756***</td>
<td>2.886***</td>
<td>3.202***</td>
<td>2.850***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(37.7)</td>
<td>(4.73)</td>
<td>(15.7)</td>
<td>(14.1)</td>
<td>(29.7)</td>
<td></td>
</tr>
<tr>
<td>$y_{i,t-1}^2$</td>
<td>-0.010***</td>
<td>-0.0101*</td>
<td>-0.0097**</td>
<td>-0.0055**</td>
<td>-0.0093***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-6.40)</td>
<td>(-1.83)</td>
<td>(-2.42)</td>
<td>(-2.07)</td>
<td>(-4.36)</td>
<td></td>
</tr>
<tr>
<td>Cross-network effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$y_{i,t-1}$</td>
<td>0.200***</td>
<td>0.298</td>
<td>0.182*</td>
<td>0.141*</td>
<td>0.254***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(6.87)</td>
<td>(1.66)</td>
<td>(1.95)</td>
<td>(1.97)</td>
<td>(5.77)</td>
<td></td>
</tr>
<tr>
<td>Pricing regime</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D_i y_{i,t-1}$</td>
<td>0.052**</td>
<td>0.064</td>
<td>0.141***</td>
<td>-0.012</td>
<td>0.102***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.92)</td>
<td>(0.88)</td>
<td>(2.93)</td>
<td>(-0.40)</td>
<td>(4.27)</td>
<td></td>
</tr>
<tr>
<td>Fixed effects of entry</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda_1$</td>
<td>0.167</td>
<td>0.614</td>
<td>1.3</td>
<td>1.421***</td>
<td>1.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.64)</td>
<td>(0.66)</td>
<td>(0.66)</td>
<td>(3.74)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda_2$</td>
<td>0.183</td>
<td>-0.031</td>
<td>1.3</td>
<td>1.018***</td>
<td>1.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.03)</td>
<td>(-0.03)</td>
<td>(2.77)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda_3$</td>
<td>-0.766**</td>
<td>-3.949</td>
<td>-2.6</td>
<td>0.786</td>
<td>-2.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-2.47)</td>
<td>(-1.65)</td>
<td>(0.76)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lagged disturbances</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\epsilon_{i,t-1}$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.933***</td>
<td>1.164***</td>
</tr>
<tr>
<td></td>
<td>(-)</td>
<td>(-)</td>
<td>(-)</td>
<td>(-)</td>
<td>(5.92)</td>
<td>(8.19)</td>
</tr>
<tr>
<td><strong>N</strong></td>
<td>20</td>
<td>54</td>
<td>57</td>
<td>57</td>
<td>57</td>
<td>57</td>
</tr>
<tr>
<td><strong>pooled D-W</strong></td>
<td>0.52</td>
<td>1.71</td>
<td>0.81</td>
<td>0.79</td>
<td>1.99</td>
<td>1.99</td>
</tr>
</tbody>
</table>

*** denotes significance at 1% level, ** at 5% level, * at 10% level; t-statistics in parentheses.

* (a) and (b) are estimated by iterated GMM, (c) – (f) are estimated by technique devised in Hannan and Rissanen (1982).

b For consistency with the results of other estimations the observations in (a) are aggregated to the market level.

c Aggregated price is calculated as average price across providers weighted by their market shares.

d Restrictions on regression coefficients, which over-identify structural parameters, are imposed.
Table 3.2. Identified structural parameters of demand in the Polish mobile telephone industry

<table>
<thead>
<tr>
<th>Parameters</th>
<th>(b)</th>
<th>(c)</th>
<th>(d)</th>
<th>(e)</th>
<th>(f)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(a)</td>
<td>(b)</td>
<td>(c)</td>
<td>(d)</td>
<td>(e)</td>
</tr>
<tr>
<td>Distribution of consumer types</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a$</td>
<td>187.3***</td>
<td>215.0***</td>
<td>170.6***</td>
<td>209.9***</td>
<td>163.5***</td>
</tr>
<tr>
<td></td>
<td>(14.7)</td>
<td>(17.8)</td>
<td>(12.5)</td>
<td>(13.1)</td>
<td>(17.9)</td>
</tr>
<tr>
<td>$b$</td>
<td>0.014***</td>
<td>0.065</td>
<td>0.072***</td>
<td>-0.022</td>
<td>0.057***</td>
</tr>
<tr>
<td></td>
<td>(2.64)</td>
<td>(1.68)</td>
<td>(3.35)</td>
<td>(-1.22)</td>
<td>(5.62)</td>
</tr>
<tr>
<td>Network effects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c$</td>
<td>227.7***</td>
<td>42.42</td>
<td>40.00***</td>
<td>-144.7</td>
<td>49.91***</td>
</tr>
<tr>
<td></td>
<td>(2.67)</td>
<td>(1.33)</td>
<td>(3.34)</td>
<td>(-1.28)</td>
<td>(5.59)</td>
</tr>
<tr>
<td>$d$</td>
<td>-0.706***</td>
<td>-0.156</td>
<td>-0.135*</td>
<td>0.250</td>
<td>-0.163***</td>
</tr>
<tr>
<td></td>
<td>(-3.17)</td>
<td>(-1.29)</td>
<td>(-1.94)</td>
<td>(0.98)</td>
<td>(-3.45)</td>
</tr>
<tr>
<td>Compatibility</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$w$</td>
<td>0.063***</td>
<td>0.108</td>
<td>0.063*</td>
<td>0.044*</td>
<td>0.089***</td>
</tr>
<tr>
<td></td>
<td>(6.00)</td>
<td>(1.27)</td>
<td>(1.86)</td>
<td>(1.77)</td>
<td>(5.36)</td>
</tr>
<tr>
<td>$\Delta w$</td>
<td>0.016***</td>
<td>0.023</td>
<td>0.049***</td>
<td>-0.004</td>
<td>0.036***</td>
</tr>
<tr>
<td></td>
<td>(3.08)</td>
<td>(0.78)</td>
<td>(3.05)</td>
<td>(-0.40)</td>
<td>(4.40)</td>
</tr>
</tbody>
</table>

*** denotes significance at 1% level, ** at 5% level, * at 10% level; t-statistics in parentheses.

* Column labels correspond to those in table 1.
3.6.3 Figures

Figure 3.1 Best-deal prices in the Polish mobile telephone industry

i) Best-deal prices are given in current zlotys (prices used for estimation are in September 1996 Polish zlotys).

ii) In the period studied 1 U.S. dollar $\approx$ 4 Polish zlotys.
Figure 3.2 Number of subscribers in the Polish mobile telephone industry
Figure 3.3 Aggregated steady-state demand in the Polish mobile telephone industry

Regression (a)
Regression (b)
Regression (f)

i) Aggregated number of subscribers $y$ in millions
Figure 3.4 Simulations of the aggregated steady-state demand in the Polish mobile telephone industry for different values of the structural parameters

\[ \rho \]

i) Aggregated number of subscribers \( y \) in millions
Chapter 4

Diffusion of ISO 9000 Standards and International Trade

4.1 Introduction

The main goal of the International Organization for Standardization (ISO) is to harmonize standards around the world, which, as it is widely claimed, promotes trade and therefore global welfare. A prominent example of the work done by ISO is the ISO 9000 family of standards, often referred to as generic quality management standards. The vision of the developers is that:

(…) through its worldwide acceptance and use, the ISO 9000 family of standards will provide an effective means for improving the performance of individual organizations and providing confidence to people and organizations that products (goods and services) will meet their expectations thereby enhancing trade, global prosperity and individual well-being.¹

Critics of ISO 9000 claim, however, that it is merely a barrier to market entry and a tariff on international trade. There are valid arguments on both sides. On the one hand, ISO 9000 might be a common language, which lowers informational asymmetry between firms and allows them to organize trade more efficiently. Indeed, the standards emphasize clear and open communication with customers, as well as with suppliers.² Furthermore, they provide a tool facilitating screening and performance evaluation. Learning this common language offers

¹ http://www.tc176.org/About176.asp
an alternative for establishing vertical relations based on long-term relationship and brand reputation. On the other hand, ISO 9000 has been used as a standard against which to assess performance in government procurements and in setting of minimum quality requirements for imports. This raises a concern that the standard is mainly a tool for protecting domestic markets.

This paper empirically investigates the impact of ISO 9000 on international trade. We estimate a gravity equation for bilateral trade incorporating ISO 9000 adoptions in each country as a factor affecting bilateral trade barriers. As it has been pointed out in the literature, the causality might go both ways. International trade might benefit from standards’ harmonization, as trade barriers decrease, and standardization process might in turn be determined by intensity of foreign trade, which indicates openness of an economy (see e.g. Casella, 1996; Moenius, 2000). As a consequence, empirical models of international trade using standardization as an explanatory variable may suffer from endogeneity bias. Formal tests, however, do not reject strict exogeneity of ISO 9000 adoptions in our gravity equation. Nevertheless, we estimate ISO 9000 diffusion equation to obtain additional insights into the role of ISO 9000 for international trade.

The empirical literature investigating the impact of common standards on trade is scarce. In particular, we are not aware of any study that investigates the performance of ISO 9000 in this context. Few existing empirical analyses of ISO 9000 focus on managers’ motivation to seek the certification and on market reaction to it. Examples include Anderson et. al. (1999), who find that after controlling for regulatory and customer pressures, providing credible signals of quality assurance to external parties motivates the adoption decision. Further, Docking and Dowen (1999) examine the reaction of the firms’ stock price to the announcement of ISO 9000 registration. They find that, for the smaller firms, investors react positively to the announcement and that there was no significant reaction for the larger firms.

The work by Moenius (2000), who looks at the impact of country-specific and bilaterally shared product and process standards on international trade, is probably closest related to our work. He finds that both country-specific and shared standards are favorable to trade. Similarly, Swann et al. (1996) report that both international and country-specific product standards promote imports into the U.K. Further, Blind (2001) analyses Switzerland’s trade of measurement and testing products with Germany, France, and the U.K. He finds that the stock of both national and international standards in this sector has a positive impact on
the trade flows. In turn, Blind (2002) investigates factors responsible for intensity of standardization in 20 industrial sectors of seven countries. He reports empirical evidence on the positive relation between the stock of national and international standards in a sector and the ratio of exports to total production in that sector.

To a great extent, our work relates also to the strand of literature considering the role of networks in reducing information costs associated with international trade (e.g. Rauch, 1999; Rauch and Trindade, 2002). In our view, the role of ISO 9000 for international trade very much overlaps with the role of ethnic Chinese networks for trade studied by Rauch and Trindade (2002). To the extent that ISO 9000 lowers information and search costs, it also relates to the role of Internet for trade studied by Freund and Weinhold (2004). Neither of these studies, however, discusses the potential endogeneity of networks’ formation.

The rest of the paper is organized as follows. Section 4.2 describes the ISO 9000 family of standards and its role in international trade more in detail. Section 4.3 provides theoretical models of bilateral trade flows and standard diffusion, which guide our empirical analysis. Data, empirical implementation of the theoretical models, and discussion of the results are presented in section 4.4. Section 4.5 concludes.

4.2 ISO 9000 and its role in international trade

The ISO 9000 family of standards is often referred to as generic quality management standards. They are generic in the sense that they can be implemented by any organization regardless of its size, the sector of its activity, and its managerial or national culture. Quality management reflects what the organization does to enhance customer satisfaction by meeting his/her requirements and expectations. Compliance with ISO 9000 indicates consistent use of documents and standardized procedures to produce a good or service, for which the customer contracts. In other words, ISO 9000 certifies that the firm’s products conform to the specification.

The history of ISO 9000 started in 1987 with publication of the ISO 9000 Quality Assurance Standards by a Technical Committee (TC 176) of the International Organization

---

3 See ISO (2002).
for Standardization (ISO). By the end of 2001, the number of ISO 9000 certificates exceeded half a million in 161 countries around the world, contributing to its reputation as an international reference for quality requirements in business-to-business dealings.\textsuperscript{4} We treat ISO 9000 as a uniform standard although it consists of a series of nested standards, which evolved over time. Originally, the core members of the family, with which firms could actually be certified, were ISO 9001, ISO 9002, and ISO 9003. They differed in terms of the quality system elements they covered. The nested nature of these standards allowed firms to accommodate differences in the scope of their operations.\textsuperscript{5} The 2000 edition of the ISO 9000 family replaced these three standards with a single one labeled ISO 9001: 2000. As supplementary standards, the 2000 edition included ISO 9000: 2000, which describes fundamentals and specifies vocabulary for a quality management system, and ISO 9004: 2000, which provides guidelines for performance improvements. Both of them were developed on the basis of previous standards, which they replaced. Given that the core members of the ISO 9000 family were finally replaced by a single one, our simplifying assumption treating ISO 9000 as a uniform standard seems justified.

ISO 9000 adoption is a sovereign decision of each firm, however, they can seek certification only in their home countries. Each country has one government-designed accrediting agency, which certifies the competency of third party registrars to conduct ISO 9000 quality audits. The registrars are also charged with issuing of certificates.\textsuperscript{6} In general, motivations behind the implementation of ISO 9000 could be divided into three main categories: i) compliance with government regulations, ii) entering new form of vertical relations due to use of a common language, and iii) internal efficiency gains. In fact, all factors influencing managers to seek ISO 9000 certification that Anderson et al. (1999) identify after a comprehensive review of practitioners journals fall into one of the three categories.

The first category stems from the fact that ISO 9000 has been used as a standard against which to assess performance in government procurements and in setting of minimum quality requirements for products that affect public safety. The Single Market Initiative of 1992 initiated by the European Community involves the most noticeable example of such regulations. The public safety argument obliged firms to attain a uniquely designed EC Mark

\textsuperscript{4} Ibid.
\textsuperscript{5} See Anderson et al. (1995, 1999) for details.
\textsuperscript{6} Ibid.
in order to get access to certain markets. ISO 9000 was selected as a means to attain the mark in most of the cases. This raises the concern that ISO 9000 can be a barrier to market entry and a tariff on international trade. We relate our empirical findings to potential effects of the regulations.

The second category of motivations is the focus of this study. As noted by Bénézech et al. (2001, p. 1396), “the ISO 9000 series can be viewed as a code, a language used by firms to extend their industrial relationship”. Thanks to standardized documentation flow and organizational procedures within certified firm, ISO 9000 provides a screening device that allows other firms to observe and to evaluate its performance. This naturally lowers informational asymmetries between firms. Consequently, ISO 9000 proxies for conformance of the firm’s product to the specification, for which the customer contracts. This leads to lower transaction and search costs in vertical relations between firms. To realize the benefits of ISO 9000, however, both contracting parties should have adopted (i.e. learned) it in the first place. This is why the common language analogy is appropriate. Learning this common language could be viewed as an alternative for establishing vertical relations based on long-term relationship and brand reputation. This explains the potential of ISO 9000 for reducing barriers to market entry and non-tariff barriers to trade.

Finally, firms seek ISO 9000 certification to realize efficiency gains. The discipline of documentation and organizational procedures could reduce waste, lower costs, and improve productivity. For example, relying on a survey of ISO 9000 certified firms in the U.S. (sales from $100 million to $500 million), Anderson et al. (1999) report average annual savings of $200 000 due to the certification.

The same authors further report that obtaining ISO 9000 certification at a manufacturing site in the U.S. takes from 9 to 28 months and approximately 35-40% of all sites fail the first audit. The costs of the standard adoption and certification are substantial. A medium size manufacturing facility employing 100 people can expect to spend $50 000. For larger firms (sales from $100 million to $500 million), the average cost that the authors report is $300 000. We relate to these efficiency gains, costs, and timing of adoption modeling ISO 9000 diffusion in section 4.3.2.

---

7 Ibid; depending on the product category, the EC Mark must have been attained till 1992-1995.
8 We give the common language hypothesis a slightly different spin than Bénézech et al. (2001). They concentrate rather on the role of ISO 9000 as a means to codify the knowledge within a firm.
4.3 Economic models

4.3.1 International trade flows

The standard empirical framework used to predict international trade flows is the gravity equation. In a simple form, which explains its name, the equation reads

\[ V_{ij} = A \frac{Y_i Y_j}{D_{ij}} \]  \hspace{1cm} (4.1)

where \( V_{ij} \) is value of exports from country \( i \) to country \( j \), \( Y_i \) and \( Y_j \) are their economic masses often measured by GDP or GNP, \( D_{ij} \) is a measure of the distance between them and \( A \) is a constant of proportionality.\(^9\) Attractiveness of the gravity equation originally stems from its empirical explanatory power. Recent developments, however, show that the equation can also be theoretically motivated, in particular, in the context of classical Heckscher-Ohlin framework, as presented by Deardorff (1998).

The following discussion is going to selectively overview the theoretical foundations of the gravity equation in order to facilitate selection of the explanatory variables, as well as to help the interpretation of our empirical results.

Suppose first that preferences of consumers in every country are identical and homothetic. Suppose further that trade is balanced – so that each country’s expenditures equal its income – and frictionless, i.e. there are no transport costs and no other impediments to trade. Then, as shown by Deardorff (1998), the value of \( i \)'s total exports to \( j \) is

\[ V_{ij} = \frac{Y_i Y_j}{Y^w} \]  \hspace{1cm} (4.2)

where \( Y^w \) stands for world income. Thus, an even simpler gravity equation than (4.1) emerges with constant of proportionality \( A = 1/Y^w \). Deardorff (1998) further shows that if preferences are not identical and/or not homothetic, then bilateral trade flows are on average given by the simple frictionless gravity equation (4.2) under some additional regularity conditions. He

\(^9\) Some empirical studies, in which gravity equation for trade is not theoretically motivated, often define \( V_{ij} \) as bilateral trade flows rather than exports alone.
argues also that the tendency of high-income consumers to consume larger budget share of capital-intensive goods will lead high-income capital-abundant countries to trade more than average with each other and less than average with low-income labor-abundant countries. This would motivate inclusion of per capita income in the gravity equation, as it is often the case in empirical literature.

Now, we turn to the more realistic case where trade is impeded. That is, we allow for transportation costs, tariffs and other non-tariff barriers to trade that increase the price of domestically produced goods in foreign markets. A particularly elegant gravity equation for this case is derived by Anderson and Wincoop (2003). In their model goods are differentiated by the place of origin and each region is specialized in the production of only one good. Moreover, preferences in each region are identical and homothetic, approximated by a constant elasticity of substitution (CES) utility function. Their gravity equation then reads

\[
V_{ij} = \frac{Y_i Y_j}{Y_i^w} \left( \frac{t_{ij}}{P_i P_j} \right)^{1-\sigma},
\]

where \(\sigma\) is the elasticity of substitution between all goods in the CES utility function. The trade barriers between \(i\) and \(j\) are captured by the trade cost factor \(t_{ij}\) such that the price of region \(i\) goods for region \(j\) consumers equals \(p_i t_{ij}\) and \(p_i\) denotes the exporter’s supply price, net of trade costs.\(^{10}\) \(^{11}\) \(P_i\) and \(P_j\) are the consumer price indices of \(i\) and \(j\). The key implication of the model is that trade between regions is determined by relative trade barriers, as the price indices \(\{P_i\}\) depend on all trade cost factors \(\{t_{ij}\}\). Unfortunately, empirical implementation of the model is troublesome. As discussed by the authors, the price indices \(\{P_i\}\) are not observable, since they cannot be interpreted as consumer price levels.\(^{12}\) Moreover, the authors claim uniqueness of their implicit solution for the price indices only for the case with symmetric trade cost factors.

Given the difficulties of the structural approach, we are going to model the impact of ISO 9000 adoptions on trade in a semi-structural way. As we have already argued, ISO 9000

\(^{10}\) Note that the trade cost factor \(t_{ij}\) negatively affects the value of exports \(V_{ij}\) in (4.3) only if the substitution between goods is elastic (\(\sigma > 1\)).

\(^{11}\) The theoretical gravity equation (4.3) is valid under the assumption that the trade cost factors are symmetric, i.e. \(t_{ij} = t_{ji}\) \(\forall i, j\).

\(^{12}\) While \(\{P_i\}\) are consumer price indices in the Anderson and Wincoop’s (2003) model, they should be interpreted much broader, as indicated by the authors. E.g., a home bias in preferences instead of trade costs might lead to exactly the same gravity equation for exports as (4.3).
could be understood as a common language, adoption of which allows firms to lower the transaction and search costs. We will assume that, by lowering these costs, adoptions of the standard in both country $i$ and country $j$ will decrease their bilateral trade barriers. Section 4.4.2 on empirical implementation of the model presents that more in detail.

### 4.3.2 ISO 9000 diffusion

The main hypothesis, which drives our adoption process, is that ISO 9000 exhibits significant network effects. Network effects naturally arise in this context, as in the context of any other language. The number of ISO 9000 adopters determines the size of the pool of potentially more efficient business contacts, hence the value of the standard for each adopter. Since we are interested in the link between ISO 9000 and international trade, the relevance of foreign adoptions of the standard for the home country adopters is of crucial importance. In particular, we would like to test whether economic distance between countries in terms of trade related factors matters for the relevance of foreign adoptions. Finding such relationship would give us additional insight about the role of ISO 9000 in international trade. The model developed in the second chapter of this thesis facilitates such analysis. It allows us to derive structural country-specific diffusion equations from adoption decisions of individual firms in each country. The model in chapter 2, however, is formulated to study the adoptions of competing network goods by consumers in one country or region. With ISO 9000, we face the situation where a single network good is supposed to be adopted by consumers in various countries. Therefore, we need to slightly reformulate the model.

We assume that in each country $i = 1, 2, \ldots, I$ there is an infinite number of heterogeneous firms, which instantaneously decide whether to adopt ISO 9000 or not. The adoption decision is influenced by the firm-specific intrinsic valuation of the standard, denoted by $v_i$, which corresponds to the efficiency gains that the firm realizes after the adoption. Another factor influencing the adoption decision is the network size of certified firms at time $t$ denoted by $x_i(t)$. Network effects arise in the adoption of ISO 9000 due to potentially more efficient contracting among the certified firms. The efficiency gains and network effects together shape the net instantaneous benefits of ISO 9000 adoption, which for simplicity takes the following functional form.
\[ u(v_i, x_i(t)) = v_i + cx_i(t) + dx_i^2(t), \]  

(4.4)

where \( c \) and \( d \) are parameters that capture the extent of network effects. The costs of ISO 9000 adoption consist of a sunk investment in the reorganization of the firm \( q_i \) and an instantaneous audit fee \( p_i \), both of which are assumed to be constant over time.

Firms maximize the net benefits adopting ISO 9000 when the present value of the stream of future benefits exceeds the present value of the costs. As shown in appendix 4.6.1, we can calculate the net-of-cost intrinsic valuation of indifferent firm in country \( i \) at time \( t \), denoted as \( \tilde{v}_{i,t}^* \), from the following first order condition

\[ \tilde{v}_{i,t}^* + cx_i(t - \delta) + dx_i^2(t - \delta) = 0, \]  

(4.5)

The lag of network size \( \delta \) in (4.5) is crucial for the dynamic properties of the model. It can be motivated by excessive optimism of the firms regarding time needed to implement the standard in their own sites. In fact, as we point out in section 4.2, the adoption process takes time and large share of firms fails the first audit.

Assume that the net-of-cost intrinsic valuations in each country – \( \tilde{v}_{i,t} \) – are uniformly distributed over an interval \((-\infty, a_i] \) with some density \( b_i \). Integrating over all firms with intrinsic valuation higher than \( \tilde{v}_{i,t} \), we obtain the equilibrium number of adopters in each country

\[ y_i(t) = (a_i + cx_i(t - \delta) + dx_i^2(t))b_i. \]  

(4.6)

The final step in setting up the model is to define the relevant network for ISO 9000 adopters in each country. We are not going to differentiate the firms in a given country in terms of their cooperation prospects with each other. Instead, we want to emphasize the difference between the foreign and the domestic firms. Therefore, we define the network size of ISO 9000 adopters as

\[ x_i(t) = y_i(t) + \sum_{j \neq i} w_{ij}y_j(t), \]  

(4.7)
where \( w_{ij} \) reflects the relative importance of country \( j \) adopters for country \( i \) adopters. Since we expect that foreign markets are relevant for the adoption decisions of domestic firms, we are going to relate \( w_{ij} \) to bilateral trade between \( i \) and \( j \) in the next section. The general idea is that the intensity of trade indicates closeness of the economies, hence the relevance of foreign firms as business partners for the domestic firms.

Finally, substituting (4.7) in (4.6), we arrive at the following adoption equation

\[
y_i(t) = a_i b_i + b_j c \left( y_j(t - \delta) + \sum_{j \neq i} w_{ij} y_j(t - \delta) \right) + b_j d \left( y_j(t - \delta) + \sum_{j \neq i} w_{ij} y_j(t - \delta) \right)^2,
\]

which guides the empirical analysis in section 4.4

### 4.4 Empirical model

#### 4.4.1 Data

Data on ISO 9000 adoptions comes from ISO (2002). Bilateral exports are taken from the UN Commodity Trade Statistics Database (Comtrade) and GDP and population figures come from the International Financial Statistics published by the IMF. The data ranges over 1995-2001 and covers 101 countries. Table 4.1 lists the countries included in this study together with the number of firms that adopted ISO 9000 standard till the end of 2001 in each of the countries. Summary statistics of the variables used in the estimations are given in table 4.2.

A distinctive feature of this study is its particularly wide coverage of countries. In fact, our sample covers approximately 80% of the world trade and 99% of the world ISO 9000 adoptions. A primary reason for this is that the adoptions of ISO 9000 in each country depend on the world diffusion of the standard, as predicted by equation (4.8). Therefore, the smaller the coverage of the sample is, the more severe is the concern about omitted variable bias in the estimates. Additionally, inclusion of the less developed countries, for which the trade barriers aspect of ISO 9000 is potentially more severe, is important for the generality of our results. In
the context of gravity equation for trade, the wide coverage of countries might seem problematic. The theories of trade in imperfect substitutes, which were the first to justify the gravity model, were thought to apply only to the industrialized countries. However, as found by Hummels and Levinsohn (1995), the model works equally well for the larger set of countries.\footnote{See the discussion in Frankel et.al. (1997), p. 55.}

4.4.2 Implementation of gravity equation for trade

In our empirical implementation of gravity equation, we apply panel data techniques, which have the advantage over cross-section estimations, that they can capture all time invariant trade determinants by means of country-pair specific effects. This is very useful, since the trade barriers in gravity models are usually difficult to quantify, as they might consist of tariff barriers, transportation costs, information costs, etc., some of which are not even observable. Among many variables proposed by researchers to approximate the trade barriers, there are geographical distance, linguistic and colonial ties, membership in trade agreements and monetary unions, and common border. To the extent that these variables are time invariant, which is very likely given the relatively short time span of our data, the country-pair specific effects will account for them. A particular ingredient of the trade barriers, we consider, are search and transaction costs. According to the main hypothesis of this paper, they can be lowered for firms that invested in learning of the common language – ISO 9000. Following other authors we assume that the trade barriers can be approximated by a log-linear function. Then, our specification of the trade barriers in (4.1) reads\footnote{As it is clear from the discussion in previous chapter, the measure of distance between two countries $D_{ij}$ could be broader interpreted as the measure of trade barriers between them. However, according to the model by Anderson and Wincoop (2003), this interpretation implicitly assumes that the elasticity of substitution between goods produced in different countries in bigger than one.}

\begin{equation}
D_{ij}^{-1} = e^{\eta_{ij}} (1 + ISO_{it})^{\delta_1} (1 + ISO_{jt})^{\delta_2}.
\end{equation}

According to (4.9) the lack of ISO 9000 awarded firms in both countries $i$ and $j$ simplifies the measure of the bilateral trade barriers to a function of country-pair specific effect. Since, we do not impose symmetry on the trade barriers, $\eta_{ij}$ is in fact importer-exporter specific. This asymmetry is going to be important later on, because it allows us to distinguish the distance to
foreign customer (importer) from the distance to foreign supplier (exporter) from the domestic firm viewpoint. Unilateral adoptions of ISO 9000 affect average trade barriers only marginally.\textsuperscript{15} Bilateral adoptions multiply this effect, as follows from our interpretation of ISO 9000 as a common language. For the sake of generality, we do not restrict the parameters $\delta_1$ and $\delta_2$ to be equal, although this would fit our common-language hypothesis.

Then, after substituting the measures of economic masses and the constant of proportionality in (4.1) with specific functions of the observables, the gravity equation that we estimate becomes

$$
\ln X_{ijt} = \alpha + \beta_1 \ln GDP_i + \beta_2 \ln GDP_j + \gamma_1 \ln POP_i + \gamma_2 \ln POP_j + \\
+ \delta_1 \ln\left(1 + ISO_i\right) + \delta_2 \ln\left(1 + ISO_j\right) + \lambda_t + \eta_{ij} + \epsilon_{ijt},
$$

(4.10)

where $X_{ijt}$ denotes exports from country $i$ to country $j$ in year $t$.\textsuperscript{16} We allow the parameters on countries’ GDP – $\beta_1$ and $\beta_2$ – to be different from one and from each other. We also include $POP$ variable, which measures the countries’ population in millions. The reason for that is to capture the tendency that reach countries trade more than average with each other, as explained in section 4.3.1.\textsuperscript{17} Finally, $\lambda_t$ stands for time effects, which are meant to capture changes in the world income, and $\epsilon_{ijt}$ is a usual i.i.d. error term.

### 4.4.3 Implementation of ISO 9000 diffusion equation

Now, we turn to the empirical implementation of the ISO 9000 adoption equation (4.8). As already mentioned, we are mainly interested in the relevance of international markets for the adoption decisions of domestic firms. Our assumption, which follows from the common-language hypothesis, is that ISO adoptions in close economies reinforce each other relatively more than ISO adoptions in distant economies. There are two natural candidates for measuring this economic closeness/distance; intensity of bilateral trade and bilateral trade barriers. In the context of gravity equation (4.10), the difference between the two is that intensity of bilateral trade depends on the countries’ economic masses and some

\textsuperscript{15} We would like to stress that specification (4.9) describes average bilateral trade barriers, since the trade barriers faced by ISO 9000 certified firms and non certified firms differ.

\textsuperscript{16} In equation (4.10), a small technical difficulty arises, because of zero-valued entries in bilateral exports $X_{ijt}$. Following Frankel et al. (1997), we treat these observations as missing.

\textsuperscript{17} Actually the inclusion of $\ln POP$ or $\ln (GDP/POP)$ in (4.6) is mathematically equivalent. What changes is only the interpretation of the parameters. See Frankel at al. (1997) for a simple exposition of this point.
unobserved factors captured by the error term on top of the bilateral trade barriers. We assume that the measure of economic distance relevant for the ISO 9000 adoptions are the bilateral trade barriers. In other words, we assume that the relevance of a foreign ISO adoption for domestic firms depends neither on the size of the foreign economy in which the adoption took place, nor on the other unobserved factors captured by the error term in (4.10). Our specification of the economic closeness then reads

\[ w_{ij} = w_1 e^{\eta_{ij}} + w_2 e^{\eta_{ji}}, \]  

(4.11)

where \( w_1 \) and \( w_2 \) are some constant weights and \( \{\eta_{ij}\} \) are the importer-exporter specific effects in (4.10). Since \( \eta_{ij} \) reflects the barriers for exports of \( i \) to \( j \) and \( \eta_{ji} \) reflect the barriers for imports of \( i \) from \( j \), specification (4.11) distinguishes the distance to foreign customers – weighted by \( w_1 \) – from the distance to foreign suppliers – weighted by \( w_2 \). In fact, estimation of the parameters \( w_1 \) and \( w_2 \) drives our interest in the ISO 9000 adoption equation. Positive values of \( w_1 \) and/or \( w_2 \) would suggest that the firms’ adoption decisions are indeed affected by the number of potential foreign customers and/or suppliers certified with ISO 9000.

We also need to relate country-specific parameters of the types’ distribution \( a_i \) and \( b_i \) to some observables in order to avoid estimation of excessive number of parameters in (4.8). One could expect that \( b_i \), which reflects the number of firms with a given efficiency gains prospects from ISO 9000 adoption, depends on the total number of firms in country \( i \), which in turn positively correlates with the GDP of that country. Similarly, one could argue that \( a_i \), the maximum realizable efficiency gains across firms in country \( i \), depends on the country’s GDP. The rationale is that the efficiency gains due to ISO 9000 adoptions increase with the firm size – so \( a_i \) most probably reflects the efficiency gains of the largest firms in the country – and the world largest firms are located in the richest countries. We are going to relate \( a_i \) and \( b_i \) to the country’s GDP one at a time to keep the model as simple as possible. This leads us to the following specifications

\[ a_i = a \quad \land \quad b_i = b_0 + b_1 GDP_i \]  

(4.12)

and
\[ a_j = a_0 + a_i GDP_i \quad \land \quad b_j = b. \quad (4.12') \]

Then, after applying specifications (4.11) and (4.12) and substituting theoretical values in the equation (4.8) with observables, the ISO 9000 adoption equation that we estimate becomes

\[
ISO_\mu = a(b_0 + b_i GDP_\mu) + c(b_0 + b_i GDP_\mu)\left[ISO_{i(t-1)} + \omega_1 \Sigma ISO_{i(t-1)}^C + \omega_2 \Sigma ISO_{i(t-1)}^S \right] + \psi_\mu,
\]

\[
+ d(b_0 + b_i GDP_\mu)\left[ISO_{i(t-1)} + \omega_1 \Sigma ISO_{i(t-1)}^C + \omega_2 \Sigma ISO_{i(t-1)}^S \right]^2 + \psi_\mu', \quad (4.13)
\]

where the variables \( \Sigma ISO_{i(t-1)}^C \) and \( \Sigma ISO_{i(t-1)}^S \) are the indices of foreign customers’ adoptions and foreign suppliers’ adoptions respectively.\(^{18}\) The indices make use of the asymmetry in the importer-exporter specific effects \( \{\eta_{ij}\} \), which reflect the asymmetry in bilateral trade barriers. They are defined as \( \Sigma ISO_{i(t-1)}^C = \sum_{j \neq i} e^{\tilde{\eta}_{ij}} ISO_{j(t-1)} \) and \( \Sigma ISO_{i(t-1)}^S = \sum_{j \neq i} e^{\tilde{\eta}_{ji}} ISO_{j(t-1)} \), where \( \{\tilde{\eta}_{ij}\} \) are the estimates of \( \{\eta_{ij}\} \). \( \psi_\mu \) is an i.i.d. error term, which capture the influence of unobserved factors. Alternatively, applying specification (4.12’) instead of (4.12), we obtain

\[
ISO_\mu = a_0 b + a_i b GDP_\mu + c b \left(ISO_{i(t-1)} + \omega_1 \Sigma ISO_{i(t-1)}^C + \omega_2 \Sigma ISO_{i(t-1)}^S \right) + \psi_\mu',
\]

\[
+ d b \left(ISO_{i(t-1)} + \omega_1 \Sigma ISO_{i(t-1)}^C + \omega_2 \Sigma ISO_{i(t-1)}^S \right)^2 + \psi_\mu. \quad (4.13')
\]

Note that \( \omega_1 \) replaced \( w_1 \) and \( \omega_2 \) replaced \( w_2 \) in both equations (4.13) and (4.13’). This is because the importer-exporter specific effects \( \{\eta_{ij}\} \) cannot be identified separately from the constant \( \alpha \) in equation (4.10) without additional assumptions. To obtain \( \{\tilde{\eta}_{ij}\} \) we will arbitrarily assume that \( \max_{i,j} \{\tilde{\eta}_{ij}\} = 0 \), i.e. we will normalize the smallest net-of-ISO-9000 measure of trade barriers in our sample to 1.\(^{19}\) In case of any such normalization, the relation between \( w_k \) and \( \omega_k \) can be shown to be \( \omega_k = w_k e^\Delta \quad \forall k = 1,2 \), where \( \Delta \) is some unknown

\(^{18}\) Note that in contrast to (4.8), time in (4.13) is treated as discrete variable. As a consequence, \( \delta \) in (4.8) becomes “one period” in (4.13).

\(^{19}\) The reason why we choose this particular normalization is merely that the order of magnitude of coefficients in (4.13) and (4.13’) is not too diverse. This makes exposition of the estimation results look nicer.
constant. This means that we are still able to make some inference about \( w_k \) having estimated \( \omega_k \). In particular, they have the same signs and the ratio of \( \omega_1 \) and \( \omega_2 \) equals the ratio of \( w_1 \) and \( w_2 \).

The assumption, which gives rise to the specification (4.11), that the bilateral trade barriers are the relevant measure of economic distance in the context of ISO 9000 diffusion, has an important implication for the econometric treatment of our model. It implies that ISO 9000 adoptions and bilateral trade are not interdependent. So, we avoid the necessity of estimation simultaneous-equation model. An indirect way to test this assumption is to test the exogeneity of ISO variables in (4.10). If they would indeed depend on the bilateral trade itself rather than on bilateral trade barriers, the test should fail.

### 4.4.4 Discussion of the results

First, we estimate (4.10) by fixed effects (FE). Typically, researchers report FE estimation results along with random-effects (RE) results. The advantage of FE estimation over RE estimation is that consistency in the former does not rely on orthogonality between the country-pair specific effects \( \eta_{ij} \) and all the other explanatory variables.\(^{20}\) We skip the RE estimation, since we expect the adoptions of ISO in country \( i \) to depend on the economic distance to each trade partner indicated by \( \eta_{ij} \). The FE estimation results are presented in table 4.3.

The first three columns (1) – (3) contain results of the regressions, in which we exclude some of the explanatory variables and column (4) corresponds to the regression with the full set of covariates. We see that estimated coefficients vary only marginally across these different specifications. In general, we find the coefficient on countries’ own income \( \beta_1 \) and the coefficient on partner’s income \( \beta_2 \) to lie about 0.3 and 0.7 respectively. Moreover, the coefficients on population \( \gamma_1 \) and \( \gamma_2 \) tend to be of the same magnitude with reversed sign as income coefficients. These estimates imply that, in contrast to theoretical prediction and the results from cross-sectional studies (see e.g. Frankel et al., 1997, table 4.2 and table B6.6), trade is almost entirely driven by countries’ income per capita. Glick and Rose (2002), who also apply FE estimation, report findings, which are similar to ours (see table 4 in there).

\(^{20}\) We follow the approach expressed by Wooldridge (2002, p. 251–252), that FE and RE correspond to the assumptions we are willing to impose on unobserved effects \( \eta_{ij} \) in order to estimate the model rather than to their deterministic or stochastic nature.
The next four regressions (5) – (8) in table 4.3 augment the first four regressions by inclusion of the leading explanatory variables, as suggested by Wooldridge (2002, p. 285), in order to test the strict exogeneity assumption. The null hypothesis of the Wald test reported in table 4.3 is that coefficients on the leading explanatory variables equal zero. We see that the Wald rest rejects the null – and thereby strict exogeneity of the explanatory variables – in all four cases at very high significance. Without strict exogeneity, FE estimator becomes inconsistent, so the estimates of the gravity equation coefficients in table 4.3 can be misleading.

We believe that the reason why strict exogeneity failed in the FE estimations is that macroeconomic indicators like exports and GDP tend to be trending variables. This is also true for population and ISO adoptions variables. As it is well known from the time series literature, simple OLS is likely to deliver spurious correlations between trending variables. The most straightforward remedy for that is to use first differencing (FD) estimation.

Table 4.4 reports the results of the same exercise, as in table 4.3, using FD estimation. Again, we see that the estimated coefficients of the gravity equation are stable across different specifications. However, the estimates changed in comparison to the FE results. The most noticeable change concerns population variables. The coefficient on country’s own population $\gamma_1$ changed sign to positive and the coefficient on partner’s population $\gamma_2$ decreased in magnitude. Both coefficients are now statistically insignificant, which is in contrast to the findings of cross-sectional studies. The reason for this discrepancy might be that the intended effect of countries’ income per capita on trade is already capture by the country-pair specific effects $\eta_{ij}$. This is in line with the Anderson and Marcouiller’s (2002) alternative explanation of why capital-abundant countries trade disproportionately with each other. They argue that the reason are strong institutions to support trade security, which can be plausibly treated as constant in our data.

Given the interpretation, that country-specific effects absorb the impact of per capita income, the coefficient on partner’s GDP in table 4.4, which equals roughly 0.77, corresponds well to the findings of cross-sectional studies. The coefficient on own GDP is however about 10 times smaller and only marginally significant. The most important indicator, which gives us some confidence about plausibility of our results, is the Wald test. It does not reject strict

---

21 Freund and Weinhold (2004) also report insignificant FD estimate of own GDP coefficient in their gravity equation for exports. Moreover they find the coefficient on partner’s GDP to lie just slightly above 0.10 (see table 3 in there).
exogeneity of the covariates in first differences, at least in the regressions without population variables (column 13 and 15 in table 4.4).

Finally, we turn to the impact of ISO-9000-adoptions’ variables, which are the focus of our study. They FD estimates are lower than the FE estimates, but still significant at 5% level. The coefficients on own and partner’s adoptions equal 0.027 and –0.026 respectively. This means that 10% increase in the number of firms awarded with ISO 9000 certificate in a country leads on average to 0.27% increase in bilateral exports and 0.26% decrease in bilateral imports of that country. These results provide an empirical evidence for the role ISO 9000 plays in international trade, although they are not fully in line with our expectations. The common language hypothesis, as we stated it, suggests that bilateral trade flows should rise with both, exporter’s and importer’s, adoptions, since they both contribute to the number of potentially more efficient business links. However, this line of argument does not take into account the possibility of substitution between suppliers, i.e. exporters in this case. Freund and Weinhold (2004) argue along the same lines interpreting their findings on impact of the Internet on bilateral trade. Also, Anderson and Wincoop (2003) point to the fact that bilateral trade flows depend on trade barriers between all trading parties. In our specification of the gravity model, concentration of ISO 9000 adoptions in few countries around the world could explain falling average bilateral imports with the number of adoptions. In fact, the OECD members (30 out of 101 countries in our sample) account for 75% of ISO 9000 adoptions in table 4.1.

To explore further the substitution effect of ISO 9000 on international trade we restrict our sample to the OECD countries and repeat the FD estimations. The results are reported in table 4.5. Again, the population variables proved to be insignificant and cause endogeneity problems. Coefficients on own and partner’s GDP are higher than for the whole sample roughly by 0.1 and 0.2 respectively and highly significant. Coefficients on own and partner’s ISO 9000 adoptions are also significant and amount to 0.063 and 0.036 respectively. This supports the substitution effects hypothesis. Bilateral exports between ISO 9000 abundant countries indeed increase with both domestic and foreign adoptions. These results, however, should be treated with caution, because the Wald test rejects strict exogeneity even in the regressions without population variables (columns 21 and 23 in table 4.5). Now, the GDP variables are responsible for the rejection. There are good reasons to believe that the

---

22 See the discussion in section 4.3.1.
endogeneity of GDP in these regressions is merely a statistical phenomenon and that it does not significantly bias the results. First, the inclusion of variables in levels does not significantly change the coefficients on variables in differences. Second, Hummels and Levinsohn (1995) report that correcting for the endogeneity of GDP with instrumental variables makes very little difference.

As we mentioned in section 4.2, critics of ISO 9000 reasonably argue that the standard is actually a barrier to trade, since it has been used as a tool for introducing import restrictions. In fact, the positive effect of domestic ISO 9000 adoptions on exports, that we found, could be explained by increasing access to the regulated markets. However, the impact of domestic adoptions on imports, that we found, cannot be explained by the trade barrier hypothesis. In particular, the finding that imports increase with domestic ISO 9000 adoptions within OECD countries cannot be supported by this hypothesis. The reversed relation in the full sample might be due to the use of ISO 9000 in introducing import restrictions, however, under additional assumption that the restrictions increases with domestic ISO 9000 adoptions.23

Estimation results of the ISO 9000 diffusion equation provide us additional insights into the link between the standards and international trade. To estimate (4.13) and (4.13’) we follow the general method of moments (GMM) approach for linear dynamic panel data models, which was proposed by Arellano and Bond (1991). By doing so, we allow for additional unobserved heterogeneity on top of (4.13) and (4.13’). This unobserved heterogeneity accounts for institutional factors, like the national accrediting agencies, which could either spur or hamper the diffusion process.

To obtain linear models we multiply out the terms in the structural equations (4.13) and (4.13’). By multiplying out the terms, the parameters \( \omega_1 \) and \( \omega_2 \) – the transformed weights in our measure of economic closeness (4.11) – become overidentified. This allows us to test the underlying structure of the empirical diffusion equations. The estimated coefficients of the linearized equations (4.13) and (4.13’) are reported in table 4.6, in columns (25) and (25’) respectively.24 Except for the lagged dependent variable, all the regressors are

---

23 Since the panel data estimation techniques we use provide time-series evidence, because cross-section differentiation is captured by country-pair specific effects, this assumption is much more heroic that it might seem.

24 In the regression (25) we additionally assumed that \( d = 0 \) in (4.13). Without this assumption the main coefficients of the model turned out to be insignificant and the Arellano-Bond test indicated second-order autocorrelation in the residuals. The likely reason for this is the multi-collinearity of the explanatory variables.
We see that both regressions perform reasonably well in statistical sense, as indicated by the Sargan and the Arellano-Bond test statistics at the bottom of the table. However, the underlying economic structure of both regressions (25) and (25’) is rejected by the data. According to the structural equation (4.13), the ratio of coefficients on $\Sigma ISO^S_i(t-1)$ and $ISO_i(t-1)$ in the regression (25) should be equal to the ratio of coefficients on $GDP_i^S \Sigma ISO^S_i(t-1)$ and $GDP_i^S ISO_i(t-1)$, because both ratios identify the same parameter $\omega_2$. Yet, the ratios have opposite signs. Similarly, the equation (4.13’) predicts that the ratio of coefficients on $(\Sigma ISO^C_i(t-1))^2$ and $ISO^2_i(t-1)$ in the regression (25’) should be equal to the squared ratio of coefficients on $\Sigma ISO^C_i(t-1)$ and $ISO_i(t-1)$, since they identify $(\omega_2)^2$. But, the first ratio is negative. Therefore, we are going to treat the results as coming from reduced form approach and limit the discussion to pointing out major correlation patterns.

The results of the regressions (25) and (25’) suggest in general that ISO 9000 adoptions in each country are positively related to the market size measured by the country’s GDP. The adoptions exhibit also significant inertia, as indicated by the coefficients on the lagged dependent variable. Since we are mostly interested in the foreign trade considerations in the adoption decisions of firms, the crucial result in table 4.6 are the coefficients on the indices of foreign customers’ adoptions and foreign suppliers’ adoptions. We find that domestic ISO 9000 adoptions are positively related to foreign customers’ adoptions, as expected. In contrast, foreign suppliers’ adoptions are not or weakly negatively correlated with domestic adoptions depending on the specification. In other words, the diffusion of ISO 9000 seems to proceed from customers to suppliers and not the other way around, at least in the international context. This asymmetry does not necessarily contradict our common language hypothesis. It might reflect the fact that business customers are able to benefit from ISO 9000 without actually being certified, as someone, who understands a language without having passed exams that certify that. At the same time, certified suppliers might not care about certification of the customers, if their relations are already established.

To check the robustness of these findings, we perform additional two regressions (26) and (26’), in which the indices of foreign ISO 9000 adoptions in (25) and (25’) are replaced with simple unweighted sum of foreign adoptions. The coefficients on the unweighted foreign adoptions are much less significant than those on the indices of foreign adoptions in the previous regressions. In other words, our indices are much better predictors of domestic

---

25 We also carried out formal Wald-type tests, which confirm this intuitive argumentation.
adoptions than is the unweighted sum. This gives us some confidence in the effects of foreign trade considerations on domestic adoptions we found in (25) and (25’).

4.5 Conclusions

In this paper, we empirically assess the link between the ISO 9000 family of standards and international trade. According to the vision of its developers, ISO 9000 should provide confidence to people and organizations that products will meet their expectations, thereby enhancing trade and global welfare. In contrast, its critics claim that it is merely a barrier to market entry and a tariff on international trade.

Our modeling strategy is to look at the impact of ISO 9000 adoptions on bilateral trade flows between countries. We estimate a gravity equation for bilateral exports using data on 101 countries over 1995-2001. To obtain additional evidence, we estimate an international ISO 9000 diffusion equation and test whether the number of certified foreign trade partners plays a role in the domestic firms’ adoption decisions.

Using the full sample, we find that domestic ISO 9000 adoptions spur bilateral exports and hamper bilateral imports. In the sample restricted to the OECD countries, however, the domestic adoptions are positively related to both bilateral exports and imports. Additionally, we find empirical evidence on the positive effect of foreign customers’ adoptions of ISO 9000 on domestic adoptions.

In general, these findings suggest that the ISO 9000 standards have indeed significant positive impact on international trade. They are consistent with the common language hypothesis, which states that ISO 9000 lowers informational asymmetry between firms and allows them to organize vertical relations more efficiently. The negative effect of ISO 9000 adoptions on bilateral imports in the full sample could be explained by the substitution effect. Since domestic certified firms are likely to choose other certified firms as suppliers, the average bilateral imports from all trade partners will fall with domestic adoptions if the concentration of adoptions around the world is high enough.

The hypothesis that ISO 9000, as a tool for introducing import restrictions, is a barrier to international trade is not able to explain our empirical findings, although we cannot reject
it. The substitution effect we pointed out might be, however, another way, in which ISO 9000 constitutes an effective trade barrier. If the sluggish diffusion of ISO 9000 in the less developed countries continues, the benefits of ISO 9000 envisioned by its developers will remain in the developed countries’ domain.
4.6 Appendices

4.6.1 Optimal timing of ISO 9000 adoptions

We assume that once the standard is adopted, it yields the infinite stream of future benefits. The present value of the stream of benefits can be written as

\[ V(v_i, x_i(t), t) = \int_t^\infty e^{-\rho s} u(v_i, x_i(s)) ds, \tag{4.14} \]

where \( \rho \) is a common instantaneous discount rate. The cost of adoption consists of the sunk investment in reorganization of the firm \( q_i \) and the instantaneous audit fee \( p_i \), both of which are assumed to be constant over time. We write the present value of the cost as

\[ C(q_i, p_i, t) = e^{-\rho t} q_i + \int_t^\infty e^{-\rho s} p_i ds. \tag{4.15} \]

The optimal timing of adoption involves solving the following maximization problem

\[ \max_t [V(v_i, x_i(t), t) - C(q_i, p_i, t)]. \tag{4.16} \]

Assuming that problem (4.16) is concave, we obtain the intrinsic valuation of indifferent firm \( v_{i,t}^* \) as the solution to

\[ \frac{d}{dt} V(v_{i,t}^*, x_i(t), t) - \frac{d}{dt} C(q_i, p_i, t) = 0, \tag{4.17} \]

which simplifies to

\[ u(v_{i,t}^*, x_i(t)) - \rho q_i - p_i = 0. \tag{4.18} \]

Now, substituting benefit function (4.4) in (4.18) we finally obtain

\[ \tilde{v}_{i,t}^* + cx_i(t) + dx_i^2(t) = 0, \tag{4.19} \]

where \( \tilde{v}_{i,t}^* = v_{i,t}^* - \rho q_i - p_i \) denotes the net-of-cost intrinsic valuation of indifferent firm. Further, we modify solution (4.19) introducing a lag \( \delta \) into the network size. The lag is crucial for identification in this model, as explained in chapter 2. In the context of ISO 9000 adoption...
decision, the lag can be motivated by an excessive optimism of firms regarding the time needed to implement the standard. The fact that firms obtain certification later than implied by (4.19) leads to the modified first order condition

$$\tilde{v}_{i,t}^* + cx_i(t - \delta) + dx_i^*(t - \delta) = 0.$$  \hspace{1cm} (4.20)

Note that deriving (4.19) we assumed that the firms have perfect knowledge about the future diffusion of network. This assumption carries over to (4.20). In other words, the firms know that the *others* are overoptimistic.
4.6.2 Tables

Table 4.1 List of countries and ISO 9000 adoptions

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Argentina</td>
<td>2324</td>
<td>Guatemala</td>
<td>18</td>
<td>Panama</td>
<td>33</td>
</tr>
<tr>
<td>Australia</td>
<td>26750</td>
<td>Honduras</td>
<td>11</td>
<td>Paraguay</td>
<td>46</td>
</tr>
<tr>
<td>Austria</td>
<td>4000</td>
<td>Hong Kong</td>
<td>3814</td>
<td>Peru</td>
<td>200</td>
</tr>
<tr>
<td>Bahrain</td>
<td>59</td>
<td>Hungary</td>
<td>6362</td>
<td>Philippines</td>
<td>961</td>
</tr>
<tr>
<td>Bangladesh</td>
<td>38</td>
<td>Iceland</td>
<td>30</td>
<td>Poland</td>
<td>2622</td>
</tr>
<tr>
<td>Barbados</td>
<td>11</td>
<td>India</td>
<td>5554</td>
<td>Portugal</td>
<td>2474</td>
</tr>
<tr>
<td>Belarus</td>
<td>78</td>
<td>Indonesia</td>
<td>1395</td>
<td>Qatar</td>
<td>52</td>
</tr>
<tr>
<td>Belgium</td>
<td>4670</td>
<td>Iran</td>
<td>618</td>
<td>Romania</td>
<td>1670</td>
</tr>
<tr>
<td>Belize</td>
<td>4</td>
<td>Ireland</td>
<td>3700</td>
<td>Russian Federation</td>
<td>1517</td>
</tr>
<tr>
<td>Bolivia</td>
<td>42</td>
<td>Israel</td>
<td>6447</td>
<td>Senegal</td>
<td>8</td>
</tr>
<tr>
<td>Botswana</td>
<td>5</td>
<td>Italy</td>
<td>48109</td>
<td>Seychelles</td>
<td>6</td>
</tr>
<tr>
<td>Brazil</td>
<td>9489</td>
<td>Japan</td>
<td>27385</td>
<td>Singapore</td>
<td>3513</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>469</td>
<td>Jordan</td>
<td>402</td>
<td>Slovak Republic</td>
<td>827</td>
</tr>
<tr>
<td>Cameroon</td>
<td>8</td>
<td>Kazakhstan</td>
<td>41</td>
<td>Slovenia</td>
<td>1026</td>
</tr>
<tr>
<td>Canada</td>
<td>11635</td>
<td>Korea</td>
<td>17676</td>
<td>South Africa</td>
<td>2263</td>
</tr>
<tr>
<td>Chile</td>
<td>229</td>
<td>Latvia</td>
<td>67</td>
<td>Spain</td>
<td>17749</td>
</tr>
<tr>
<td>China</td>
<td>63188</td>
<td>Lithuania</td>
<td>202</td>
<td>Sri Lanka</td>
<td>155</td>
</tr>
<tr>
<td>Colombia</td>
<td>11117</td>
<td>Luxembourg</td>
<td>108</td>
<td>St. Lucia</td>
<td>3</td>
</tr>
<tr>
<td>Costa Rica</td>
<td>60</td>
<td>Macao</td>
<td>39</td>
<td>Sudan</td>
<td>3</td>
</tr>
<tr>
<td>Croatia</td>
<td>415</td>
<td>Malawi</td>
<td>1</td>
<td>Swaziland</td>
<td>11</td>
</tr>
<tr>
<td>Cyprus</td>
<td>334</td>
<td>Malaysia</td>
<td>3195</td>
<td>Sweden</td>
<td>4652</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>5627</td>
<td>Malta</td>
<td>207</td>
<td>Switzerland</td>
<td>8605</td>
</tr>
<tr>
<td>Denmark</td>
<td>2163</td>
<td>Mauritius</td>
<td>175</td>
<td>Thailand</td>
<td>3870</td>
</tr>
<tr>
<td>Dominica</td>
<td>3</td>
<td>Mexico</td>
<td>2233</td>
<td>Trinidad and Tobago</td>
<td>29</td>
</tr>
<tr>
<td>Dominican Republic</td>
<td>25</td>
<td>Moldova</td>
<td>7</td>
<td>Tunisia</td>
<td>302</td>
</tr>
<tr>
<td>Ecuador</td>
<td>33</td>
<td>Mongolia</td>
<td>2</td>
<td>Turkey</td>
<td>2949</td>
</tr>
<tr>
<td>Egypt</td>
<td>546</td>
<td>Morocco</td>
<td>158</td>
<td>Uganda</td>
<td>60</td>
</tr>
<tr>
<td>El Salvador</td>
<td>17</td>
<td>Namibia</td>
<td>24</td>
<td>United Kingdom</td>
<td>66760</td>
</tr>
<tr>
<td>Estonia</td>
<td>202</td>
<td>Netherlands</td>
<td>12745</td>
<td>United States</td>
<td>37026</td>
</tr>
<tr>
<td>Finland</td>
<td>1870</td>
<td>New Zealand</td>
<td>2069</td>
<td>Uruguay</td>
<td>241</td>
</tr>
<tr>
<td>France</td>
<td>20919</td>
<td>Nicaragua</td>
<td>5</td>
<td>Venezuela</td>
<td>373</td>
</tr>
<tr>
<td>Germany</td>
<td>41629</td>
<td>Norway</td>
<td>1703</td>
<td>Zambia</td>
<td>10</td>
</tr>
<tr>
<td>Greece</td>
<td>2325</td>
<td>Oman</td>
<td>67</td>
<td>Zimbabwe</td>
<td>134</td>
</tr>
<tr>
<td>Grenada</td>
<td>3</td>
<td>Pakistan</td>
<td>539</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: ISO(2002)
<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Mean</th>
<th>Std. dev.</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_{ij}$&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Exports from country i to country j in billion current US$</td>
<td>0,50</td>
<td>4,12</td>
<td>0</td>
<td>239,95</td>
</tr>
<tr>
<td>GDP&lt;sub&gt;i&lt;/sub&gt;&lt;sup&gt;b&lt;/sup&gt;</td>
<td>GDP of country i in trillion current US$</td>
<td>0,28</td>
<td>1,03</td>
<td>0,0002</td>
<td>10,08</td>
</tr>
<tr>
<td>POP&lt;sub&gt;i&lt;/sub&gt;&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Population of country i in millions</td>
<td>49,06</td>
<td>160,05</td>
<td>0,07</td>
<td>1285,23</td>
</tr>
<tr>
<td>ISO&lt;sub&gt;i&lt;/sub&gt;&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Number of country i’s ISO 9000 adopters in thousands</td>
<td>2,93</td>
<td>8,33</td>
<td>0</td>
<td>66,76</td>
</tr>
<tr>
<td>$\Sigma ISO_{i}$&lt;sup&gt;d&lt;/sup&gt;</td>
<td>The sum of ISO 9000 adopters in all countries except country i in thousands</td>
<td>287,20</td>
<td>124,37</td>
<td>74,46</td>
<td>505,54</td>
</tr>
<tr>
<td>$\Sigma ISO^C_{i}$&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Index of ISO 9000 adoptions by all foreign business customers of firms in country i</td>
<td>3,49</td>
<td>7,38</td>
<td>0,002</td>
<td>60,94</td>
</tr>
<tr>
<td>$\Sigma ISO^S_{i}$&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Index of ISO 9000 adoptions by all foreign suppliers of firms in country i</td>
<td>10,78</td>
<td>10,98</td>
<td>0,45</td>
<td>103,56</td>
</tr>
</tbody>
</table>

Note: All variables are on yearly basis.
Sources: <sup>a</sup> UN Comtrade databank; <sup>b</sup> IMF International Financial Statistics; <sup>c</sup> ISO(2002); <sup>d</sup> own calculations based on all previous sources
Table 4.3 Gravity equation for exports: Fixed-effects estimation results

<table>
<thead>
<tr>
<th>Dependent variable: ln Exports$_{ijt}$</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ln GDP$_{it}$</td>
<td>0.300***</td>
<td>0.303***</td>
<td>0.296***</td>
<td>0.299***</td>
<td>0.117**</td>
<td>0.118**</td>
<td>0.097***</td>
<td>0.091*</td>
</tr>
<tr>
<td>(8,51)</td>
<td>(8,56)</td>
<td>(8,46)</td>
<td>(8,52)</td>
<td>(2,38)</td>
<td>(2,38)</td>
<td>(2,01)</td>
<td>(1,87)</td>
<td></td>
</tr>
<tr>
<td>ln GDP$_{jt}$</td>
<td>0.697***</td>
<td>0.711***</td>
<td>0.722***</td>
<td>0.736***</td>
<td>0.746***</td>
<td>0.758***</td>
<td>0.773***</td>
<td></td>
</tr>
<tr>
<td>(20,21)</td>
<td>(20,45)</td>
<td>(21,16)</td>
<td>(21,41)</td>
<td>(14,60)</td>
<td>(14,70)</td>
<td>(15,41)</td>
<td>(15,57)</td>
<td></td>
</tr>
<tr>
<td>ln POP$_{it}$</td>
<td>-0.230 (-1,13)</td>
<td>-0.295 (-1,43)</td>
<td>1.072 (0,82)</td>
<td>0.117** (2,38)</td>
<td>0.118** (2,38)</td>
<td>0.097*** (2,01)</td>
<td>0.091* (1,87)</td>
<td></td>
</tr>
<tr>
<td>ln POP$_{jt}$</td>
<td>-0.651*** (-3,28)</td>
<td>-0.704*** (-3,49)</td>
<td>-1.263 (-1,06)</td>
<td>0.117** (2,38)</td>
<td>0.118** (2,38)</td>
<td>0.097*** (2,01)</td>
<td>0.091* (1,87)</td>
<td></td>
</tr>
<tr>
<td>ln ISO$_{it}$</td>
<td>0.043*** (5,18)</td>
<td>0.043*** (5,16)</td>
<td>0.043*** (5,18)</td>
<td>0.043*** (5,16)</td>
<td>0.043*** (5,18)</td>
<td>0.043*** (5,16)</td>
<td>0.043*** (5,18)</td>
<td></td>
</tr>
<tr>
<td>ln ISO$_{jt}$</td>
<td>-0.042*** (-5,09)</td>
<td>-0.043*** (-5,25)</td>
<td>-0.042*** (-5,09)</td>
<td>-0.043*** (-5,25)</td>
<td>-0.042*** (-5,09)</td>
<td>-0.043*** (-5,25)</td>
<td>-0.042*** (-5,09)</td>
<td></td>
</tr>
<tr>
<td>const b</td>
<td>-8,598*** (-7,00)</td>
<td>-9,098*** (-7,47)</td>
<td>-12,165*** (-7,71)</td>
<td>-11,332*** (-6,53)</td>
<td>-12,325*** (-6,84)</td>
<td>-10,815*** (-6,14)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-6,903*** (-5,08)</td>
<td>-9,098*** (-7,47)</td>
<td>-12,165*** (-7,71)</td>
<td>-11,332*** (-6,53)</td>
<td>-12,325*** (-6,84)</td>
<td>-10,815*** (-6,14)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ln GDP$_{i(t+1)}$</td>
<td>0.316*** (6,22)</td>
<td>0.316*** (6,21)</td>
<td>0.326*** (6,48)</td>
<td>0.326*** (6,49)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ln GDP$_{j(t+1)}$</td>
<td>-0,027 (-0,53)</td>
<td>-0,023 (-0,46)</td>
<td>-0,031 (-0,63)</td>
<td>-0,030 (-0,60)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ln POP$_{i(t+1)}$</td>
<td>-1,041 (-0,77)</td>
<td>0,731 (0,60)</td>
<td>-1,016 (-0,77)</td>
<td>2,906* (1,92)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ln POP$_{j(t+1)}$</td>
<td>0,000 (0,01)</td>
<td>0,000 (0,01)</td>
<td>0,033** (2,57)</td>
<td>0,030** (2,31)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ln ISO$_{i(t+1)}$</td>
<td>0,000 (0,01)</td>
<td>0,000 (0,01)</td>
<td>0,033** (2,57)</td>
<td>0,030** (2,31)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ln ISO$_{j(t+1)}$</td>
<td>0,000 (0,01)</td>
<td>0,000 (0,01)</td>
<td>0,033** (2,57)</td>
<td>0,030** (2,31)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Wald test (χ²) - - - - - 39,02*** 40,00*** 48,24*** 51,06***

Number of:
- observations: 46909 46909 45467 45467 39023 39023 37459 37459
- groups: 8803 8803 8724 8724 8616 8616 8426 8426
- Observations per group:
  - min: 1 1 1 1 1 1 1 1
  - avg: 5,3 5,3 5,2 5,2 4,5 4,5 4,4 4,4
  - max: 7 7 7 7 6 6 6 6

R²:
- within: 0,026 0,027 0,030 0,030 0,025 0,025 0,028 0,029
- between: 0,445 0,211 0,486 0,167 0,517 0,496 0,559 0,352
- overall: 0,417 0,197 0,461 0,155 0,482 0,469 0,533 0,334

* Year-dummies' coefficients suppressed.

b The constant term is defined here as the average of importer-exporter-specific effects.

*** denotes significance at 1% level, ** at 5% level, * at 10% level; t-statistics in parentheses.
## Table 4.4 Gravity equation for exports: First-differencing estimation results

Dependent variable: $\Delta \ln Exports_{it}$

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>(9)</th>
<th>(10)</th>
<th>(11)</th>
<th>(12)</th>
<th>(13)</th>
<th>(14)</th>
<th>(15)</th>
<th>(16)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \ln GDP_{it}$</td>
<td>0.076</td>
<td>0.074</td>
<td>0.073</td>
<td>0.072</td>
<td>0.072</td>
<td>0.071</td>
<td>0.071</td>
<td>0.077</td>
</tr>
<tr>
<td></td>
<td>(1.56)</td>
<td>(1.53)</td>
<td>(1.52)</td>
<td>(1.50)</td>
<td>(1.48)</td>
<td>(1.46)</td>
<td>(1.47)</td>
<td>(1.57)</td>
</tr>
<tr>
<td>$\Delta \ln GDP_{jt}$</td>
<td>0.760***</td>
<td>0.764***</td>
<td>0.776***</td>
<td>0.778***</td>
<td>0.758***</td>
<td>0.762***</td>
<td>0.776***</td>
<td>0.784***</td>
</tr>
<tr>
<td></td>
<td>(15.34)</td>
<td>(15.39)</td>
<td>(15.96)</td>
<td>(15.98)</td>
<td>(15.25)</td>
<td>(15.31)</td>
<td>(15.74)</td>
<td>(15.85)</td>
</tr>
<tr>
<td>$\Delta \ln POP_{it}$</td>
<td>0.338</td>
<td>(0.69)</td>
<td>0.304</td>
<td>(0.61)</td>
<td>-0.062</td>
<td>0.046</td>
<td>0.046</td>
<td>0.090</td>
</tr>
<tr>
<td></td>
<td>(-1.14)</td>
<td>(-1.55)</td>
<td>(-0.71)</td>
<td>(-0.12)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta \ln POP_{jt}$</td>
<td>-0.539</td>
<td>-0.343</td>
<td>-0.062</td>
<td>-0.770</td>
<td>-0.561</td>
<td>-1.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta \ln ISO_{it}$</td>
<td>0.027**</td>
<td>0.027**</td>
<td>0.025**</td>
<td>0.018</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.27)</td>
<td>(2.27)</td>
<td>(2.09)</td>
<td>(1.48)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta \ln ISO_{jt}$</td>
<td>-0.026**</td>
<td>-0.026**</td>
<td>-0.026**</td>
<td>-0.031***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-2.32)</td>
<td>(-2.31)</td>
<td>(-2.36)</td>
<td>(-2.70)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\ln GDP_{it}$</td>
<td>-0.004</td>
<td>-0.011***</td>
<td>-0.005</td>
<td>-0.020**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-1.39)</td>
<td>(-2.72)</td>
<td>(-0.97)</td>
<td>(-2.54)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\ln GDP_{jt}$</td>
<td>-0.002</td>
<td>-0.007*</td>
<td>-0.004</td>
<td>-0.014*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-0.93)</td>
<td>(-1.67)</td>
<td>(-0.79)</td>
<td>(-1.79)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\ln POP_{it}$</td>
<td>0.011**</td>
<td>0.012***</td>
<td>0.005</td>
<td>0.009*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.45)</td>
<td>(2.62)</td>
<td>(1.85)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\ln POP_{jt}$</td>
<td>0.005</td>
<td>0.005</td>
<td>0.001</td>
<td>0.004</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.20)</td>
<td>(1.25)</td>
<td>(0.28)</td>
<td>(0.84)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wald test ($\chi^2$)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2.46</td>
<td>10.04**</td>
<td>3.32</td>
<td>13.63*</td>
</tr>
<tr>
<td>Number of observations</td>
<td>36583</td>
<td>36583</td>
<td>35250</td>
<td>35250</td>
<td>36583</td>
<td>36583</td>
<td>35250</td>
<td>35250</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.013</td>
<td>0.013</td>
<td>0.014</td>
<td>0.014</td>
<td>0.013</td>
<td>0.013</td>
<td>0.014</td>
<td>0.014</td>
</tr>
</tbody>
</table>

* Year-dummies' coefficients suppressed.

*** denotes significance at 1% level, ** at 5% level, * at 10% level; t-statistics in parentheses.
Table 4.5 Gravity equation for exports (only OECD countries): First-differencing estimation results

<table>
<thead>
<tr>
<th>Dependent variable: Δln Exports&lt;sub&gt;ijt&lt;/sub&gt;</th>
<th>(17)</th>
<th>(18)</th>
<th>(19)</th>
<th>(20)</th>
<th>(21)</th>
<th>(22)</th>
<th>(23)</th>
<th>(24)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Δln GDP&lt;sub&gt;i&lt;/sub&gt;</td>
<td>0.322***</td>
<td>0.316***</td>
<td>0.311***</td>
<td>0.306***</td>
<td>0.319***</td>
<td>0.259***</td>
<td>0.308***</td>
<td>0.261***</td>
</tr>
<tr>
<td>(5.47)</td>
<td>(5.33)</td>
<td>(5.28)</td>
<td>(5.16)</td>
<td>(5.42)</td>
<td>(4.34)</td>
<td>(5.22)</td>
<td>(4.36)</td>
<td></td>
</tr>
<tr>
<td>Δln GDP&lt;sub&gt;j&lt;/sub&gt;</td>
<td>0.879***</td>
<td>0.883***</td>
<td>0.871***</td>
<td>0.874***</td>
<td>0.879***</td>
<td>0.874***</td>
<td>0.859***</td>
<td>0.863***</td>
</tr>
<tr>
<td>(15.19)</td>
<td>(15.10)</td>
<td>(15.03)</td>
<td>(14.95)</td>
<td>(15.22)</td>
<td>(14.88)</td>
<td>(14.70)</td>
<td>(14.60)</td>
<td></td>
</tr>
<tr>
<td>Δln POP&lt;sub&gt;i&lt;/sub&gt;</td>
<td>0.461</td>
<td>0.390</td>
<td>0.696</td>
<td>0.698</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.73)</td>
<td>(0.62)</td>
<td>(1.10)</td>
<td>(1.08)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Δln POP&lt;sub&gt;j&lt;/sub&gt;</td>
<td>-0.272</td>
<td>-0.299</td>
<td>-0.319</td>
<td>-0.561</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(-0.42)</td>
<td>(-0.47)</td>
<td>(-0.50)</td>
<td>(-0.86)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Δln ISO&lt;sub&gt;i&lt;/sub&gt;</td>
<td>0.063***</td>
<td>0.063***</td>
<td>0.060***</td>
<td>0.018</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(3.72)</td>
<td>(3.70)</td>
<td>(3.55)</td>
<td>(0.97)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Δln ISO&lt;sub&gt;j&lt;/sub&gt;</td>
<td>0.036**</td>
<td>0.036**</td>
<td>0.036**</td>
<td>0.035*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2.07)</td>
<td>(2.08)</td>
<td>(2.09)</td>
<td>(1.85)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ln GDP&lt;sub&gt;i&lt;/sub&gt;</td>
<td>-0.011***</td>
<td>-0.044***</td>
<td>-0.011*</td>
<td>-0.044***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(-3.69)</td>
<td>(-7.54)</td>
<td>(-1.92)</td>
<td>(-5.42)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ln GDP&lt;sub&gt;j&lt;/sub&gt;</td>
<td>-0.008**</td>
<td>-0.013**</td>
<td>-0.001</td>
<td>-0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(-2.56)</td>
<td>(-2.23)</td>
<td>(-0.10)</td>
<td>(-0.14)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ln POP&lt;sub&gt;i&lt;/sub&gt;</td>
<td>0.041***</td>
<td>0.038***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(6.58)</td>
<td>(5.64)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ln POP&lt;sub&gt;j&lt;/sub&gt;</td>
<td>0.007</td>
<td>0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1.08)</td>
<td>(0.21)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ln ISO&lt;sub&gt;i&lt;/sub&gt;</td>
<td>0.000</td>
<td>0.002</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.07)</td>
<td>(0.36)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ln ISO&lt;sub&gt;j&lt;/sub&gt;</td>
<td>-0.008</td>
<td>-0.009</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(-1.46)</td>
<td>(-1.60)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| Wald test (χ<sup>2</sup>) | - | - | - | 19.48*** | 63.64*** | 20.20*** | 52.62*** |
| Number of observations | 4559 | 4559 | 4559 | 4559 | 4559 | 4559 | 4559 |
| R<sup>2</sup> | 0.085 | 0.085 | 0.089 | 0.089 | 0.089 | 0.098 | 0.093 | 0.099 |

* Year-dummies’ coefficients suppressed.
*** denotes significance at 1% level, ** at 5% level, * at 10% level; t-statistics in parentheses.
Table 4.6 ISO 9000 adoption equation: Arellano-Bond estimation results

<table>
<thead>
<tr>
<th>Dependent variable: $\Delta \text{ISO}_{it}$</th>
<th>(25)</th>
<th>(25')</th>
<th>(26)</th>
<th>(26')</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Independent variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Market size</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$GDP_{it}$</td>
<td>6.261***</td>
<td>1.0371***</td>
<td>4.3072***</td>
<td>0.4972</td>
</tr>
<tr>
<td></td>
<td>(10,90)</td>
<td>(3,39)</td>
<td>(7,29)</td>
<td>(1,51)</td>
</tr>
<tr>
<td><strong>Domestic adoptions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\text{ISO}_{i(t-1)}$</td>
<td>1.397***</td>
<td>1.386***</td>
<td>1.4737***</td>
<td>1.251***</td>
</tr>
<tr>
<td></td>
<td>(41,49)</td>
<td>(40,71)</td>
<td>(56,65)</td>
<td>(47,22)</td>
</tr>
<tr>
<td>$\text{ISO}^2_{i(t-1)}$</td>
<td>0.0129***</td>
<td>0.0027***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(15,15)</td>
<td>(7,57)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Foreign customers’ adoptions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sum \text{ISO}^C_{i(t-1)}$</td>
<td>0.2309***</td>
<td>0.1697***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(7,50)</td>
<td>(5,43)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(\sum \text{ISO}^C_{i(t-1)})^2$</td>
<td>-0.0046***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-2,99)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Foreign suppliers’ adoptions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sum \text{ISO}^S_{i(t-1)}$</td>
<td>-0.0383***</td>
<td>-0.0277</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-2,76)</td>
<td>(-1,15)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(\sum \text{ISO}^S_{i(t-1)})^2$</td>
<td>0.00006</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0,09)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Unweighted foreign adoptions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sum \text{ISO}_{i(t-1)}$</td>
<td>-0.0033**</td>
<td>-0.0041</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2,60)</td>
<td>(-0,89)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$(\sum \text{ISO}_{i(t-1)})^2$</td>
<td>0.000003</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0,97)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Interaction terms</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$GDP_{it}\text{ISO}_{i(t-1)}$</td>
<td>-0.0362**</td>
<td>-0.1136***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-2,09)</td>
<td>(-20,26)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$GDP_{it}\sum \text{ISO}^C_{i(t-1)}$</td>
<td>-0.0020</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-0,17)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$GDP_{it}\sum \text{ISO}^S_{i(t-1)}$</td>
<td>-0.2369***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-10,27)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$GDP_{it}\sum \text{ISO}_{i(t-1)}$</td>
<td>0.0023**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1,97)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\text{ISO}<em>{i(t-1)}\sum \text{ISO}^C</em>{i(t-1)}$</td>
<td>-0.0101***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-4,19)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\text{ISO}<em>{i(t-1)}\sum \text{ISO}^S</em>{i(t-1)}$</td>
<td>-0.0150***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-6,37)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sum \text{ISO}^C_{i(t-1)}\sum \text{ISO}^S_{i(t-1)}$</td>
<td>0.0041*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1,69)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\text{ISO}<em>{i(t-1)}\sum \text{ISO}</em>{i(t-1)}$</td>
<td></td>
<td></td>
<td>-0.0004***</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(-10,84)</td>
<td></td>
</tr>
</tbody>
</table>

| Sargan test ($\chi^2_b$) | 17.98 (14) | 16.78 (14) | 17.11 (14) | 21.03 (14) |
| Arellano-Bond $m_2$ test | 1.45 | 1.41 | 1.47 | 1.34 |
| Number of observations | 475 | 475 | 475 | 475 |

* denotes significance at 1% level, ** at 5% level, * at 10% level; t-statistics in parentheses.

* All variables are in first differences.

b Sargan test of over-identifying restrictions; degrees of freedom in parentheses.

c Arellano-Bond test of second-order serial correlation in residuals.
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