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Abstract
Petri nets arérconsidered wnefe the firings are controlled
by finite automata. The control may be distributed to
diffefent'automata working over disjoint sets of transitions.
To avoid deadlocks and conflicts for the whole system the
distribution of control must be organized in an appropriate
manner. The existence of deadlocks and conflicts is shown
to be undecidable in general, but conflict resolving and

deadlock free controls can be constructed for given nets.
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Introduction

The paper considers control for concurrent processes,

studied within the Petri net modei. Contro!l may be needed

with respect to synchronization and conflict resolution. For

Petri nets, control means control of transition firings and
it is in some sense a restriction of the usual firing rule
or a special firing stragegy like firing in priority nets
/5/, firing under occurrences of external events /7/, firing

by maximum strategy /i1/, /8/ or using queue regimes /1/.

In this paper a model of Petri nets under the control of
finite deterministic automata is studied, where the automata
determine the firing regime by giving permissions to the
transitions. The control may be distributed to different
control automata independently working over differant parts
of the net. Each automaton performs conflict resolution
over its control area, but nevertheless there may be con-
flicts in the system resulting from the concurrent work for
different parts of the system. i

The behaviour of such systems is studied, especially the
problems of conflicts and deadlocks. Conflic}s are consid-
ered as conflicts with respect to concurrency. Deadlocks de-
note situations where no continuation of work is possible.
The existence of deadlocks and conf!icts_ in a system is
shown to be undecidable, even for special classes of control
But, on the other hand, individual controls are construct-
able for the nets such that the resulting systems are con-

flict-free and deadlock-free, respectively.
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The paper is divided into four sections:

1. Systems of controlled Petri nets and their behaviour,
2. Conflicts and deadlocks,
3. Undecidability results,
4. Construction of controls.

Throughout the paper IN denotes the set of natural num-
bers, A* is the set of finite sequences over a set A,

whereby e denotes the empty word, P(A) is the power set of
A and PY(A) :=P(A)N {0}

1. Systems of controlled Petri nets and their behaviour

In this section we define the system of Petri nets un-
der the control of finite deterministic automata. The beha-
viour of such systems is defined in a way that allows the

comparison with uncontrolled Petri nets.
A Petri net is given by
L - +
(M n=(, T, ft" /ey, {t"/teT}, )

with finite disjoint sets P and T of places and transitions,

respectively, and with the initial marking my € !NP. The
vectors t™  and t+ from NP determine the change of
markings by firings of transitions : A transition teT

is firable at the marking m &£ ‘NP iff t £ m, after its
firing the new marking is given by m + At with
At = tt -t Operations -and relations over vectors are

understood componentwise.
Alternatively a Petri net can be denoted by
(2) N = (P, T, F, & My )

with the flow relation F £ (P x T)a (T x P) and the
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multiplicity function M F—> IN , whereby
F=do,t) /t7(e)>0}u{lte) /tT(p) >0},
C4A(r>,t) = t (p) , d,o(t,p) = t (p)

As usual, a firing sequence is a sequence of subsequently
firable transitions. LN is the set of all sequences firable
in N starting from m,. The reachability set is the set of all

markings reachable from m, ¢

(3) Ry = {mo + aAu /ueg Ln ? whereby n
atg..t :=ZAti )
i=1

Let U be a subset of T and let m be a marking. Then U is

concurrently firable at m iff U = >t EJ , after the
teu
firing of U we have the new marking m + A U with
AU := > At. We denote by
te u
(4) Utm) t= Lt /teu \ t7 £m}

the set of transitions from U firable at m and by

N - - -, .
(5) CUm = Lv/vEu A v EFa ) N[}
the set of all nonempty subsets of U that are concurrently
firable at m. i
We denote a control by C. It receives information from

the net about the actually firable transitions and decides
which transitions have to fire and which do not have to. To allow
concurrent firings it must have information about concurrent-
ly firable transition sets, and hence it needs inputs |ike
?(m) (cf. (5)), while T(m) would not be sufficient in gener-
al.

The control should be able to regard some history of
firings (to realize alternating firings, for instance), hence

we use the concept of automata.
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The control may be distributed to distinguished units in-

dependently working over different parts of the net (local

control). Hence we consider partitions '7.= f U1,...,Unj
’ of the transition set T, such that an individual control au-
tomaton Ai is working over each "control area Ui.
1y (6) Definition
ble Let N = (P, T,F, & , m) beaPetrinet.
all : A control for N (by finite deterministic automata) is
) given by
C := (1 U1,...,Un.\, A1""’An) )
) i where {u1,...,un} is a partition of T and each
' Ap= (PRI, PTU L 2, <, A, 2.0, 0=,
1S | is a finite deterministic automaton with the input set
the ? PY(PY(U.)) (to receive information Gi(m) ), the out-
1 put set P+(Ui) (to allow several transitions to fire)
fhe finite state set Zi with the initial state zio,
the next state function J} P2, x E+(ﬁ+(ui)) — +Zi
and the output function Ri : Zi x P (P (Ui))°——% P (Ui)
satisfying the condition
(+) Az, W) el for all z ¢ Z, and 4 < P*(ui)
g We call C a global control if n = 1 and a local con-
trol if n> 1.
'ty
Now a system of a Petri net under control by finite de-
terministic automata is denoted by 1r== (N, C), where C is
‘rom a control for N as in definition (6). It works as an interac-
des tive system where an automaton Ai receives the information
| fow i Ui(m) about the possibilities for (concurrent) firings in
nt - its control area. Then it decides by 'Ai(z, Gi(m)) which
ke transitions have to fire. Some time later, when these tran-
er - sitions have fired, the new information Gi(ﬁ) jis given to
the automaton, which makes a new decision. Thereby the new
/ of

marking m depends on the actions in other parts of the net,
2nce
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too.

We suppose that the computations of an automaton Ai and
the firings in its control area Ui exclude each other, but
the actions for different parts of the system may be concur-
rent. Nevertheless we can use firing sequences to express
several aspects of the behaviour, as in the case of usual

Petri nets they are useful as a simple description tool.

The following notation of a situation of a system per-
mits us to define the behaviour by concatenations of simple
actions (computations and firings). A situation s of a sys-
tem ?r= (N, C) is given by
(7) s = (my zq,..0hz, VooV )

with meNP, zi(;’Zi, Vv, £u. (i=1,...,n).

It describes a snapshot in a moment of rest where m is the

actual marking of ‘the net N, the z, are the actual states of

the automata Ai’ and the sets Vi denote those transitions
which still have to fire according to the last decisions of
the automata Ai' The initial situation is given by

.= o o
sy ¢ (mo, L PRSTR S g,...,8)
s i= W7 x Z, x...x Z, x P(U)) x ... x P(U) denotes the
set of all situations.

Now we use an automata;like formalism (like for nets in

/9/) to define changes of situations. We suppose that the
sets T, Z1,...,Zn are pairwise disjoint and define
X =Ty Z1v ...'p/Zn . Then we consider a partially defined

function & : S x X —>» S, where we have for

= - M)
s (m,z1,...,zn,V1,...,Vn)_S, te T, z_/_}:1 z,
P ¢ . ‘
(8) G(s,t) := <4 (m+at, 21,.”,zn,V1,..”Vi_1,Vi\ fti,
Vi+1""'vn)' if t‘;-,Vi and t~ = m,

not defined, otherwise

(change by firing)
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G (s,z) = (m4,z1,...,zi_1,d;(zi,6i(m)).z
Vo,V )

g Vi ditz, Oum)) v

ifz=2z, V=0 and L’]i(m)ié g,

10

not defined ,otherwise .

(change by computation in Ai)'

Thus, a change by firing may occur, if the transition has got

permission by the last decision of its control device (and it has
not fired after this time point) and if it is firable at the actual
marking. For the moment we simply ignore not firable transitions.
But in fact, theremust have been a conflict if a transition from a
set Vi is not firable (by (+) in definition (6)). A well-formed
system should not cause such conflicts by generating accurate
conflict. resolutions (cf. definition (19)). - A change by compu-
tation may occur if all transitions from the last decision for this
area have fired and if there are firable transitions in this
area at the actual marking.

As defined above. the set X denotes the actions (firings and
computations) of a system. Now we can describe the result of
action sequences starting in the initial situation So by a function
el X*—>'s as follows: .

(9) A (e) = s

o

o (rx) := G (o{r),x) for reX” , xeX

if + ofr), G (edlr).x) are defined,
[ not defined. otherwise.

.

With the help of this function X we have:
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(1) LA‘T = dem A is the lanzuage of action sequances
(over the alphabet X) of v
(2) L’.j‘ = h(L,s’x:Y), where h: X=—>T u { e} is a homo- |
' , morphism with h(t) = t for teT and |
i h(z) == e for z€ qui' is the lan-
‘ guage of firing sequences (over the
alphabet T) of ¥ .
(3) RSy := cod ot is the set of reachable situation of J' .
(4) R r = TC.I(RS ), where /—(,—1 denotes the projections to
i the first coordinates (the marking) of
the situations . is tne set of
reaciiable markings of J .
(11) Conclusions
For a system Y = (N.C) we have: |
' (1) Ryp={m_+su/uéelyl.
(2) L¢ZLly » Rge&Ry |

i (since control is a restriction of firing in N) .
(3) If the partition ?o = ity / tc—‘T} is used in C. then
it holds:

Lg=Lby + Ry-” Ry

It is known for Petri nets that the languge LN of firing
sequences do not faithfully represent parallel work: Addition of a
run place, for instance, suppresses all parallelism but does not
change the language LN‘ Special structures including partial
orderings have been de veloped to describe concurrent firings,
while certain aspects of parallelism can be represented by se-
guences over the alphabet P.+(T), Hence it might be reasonable to
consider the behaviour of systems under parallel work in such a
way . too. while the use of process-like structures with partial
or‘der:ings would too much extend the formalizm without a real
need for this paper as we think. This is founded in some sense

by proposition (16).
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Parallelism of actions in our systems is reflected by the

following definitions,
for firing sequences before.
A -

X := P(T)x(1u10\‘ X ..

alphabet

which are developed in an analogous way as

Now we consider instead of X the

x (2 o 40p~f®B.0. ... 0}

(0 K{ ‘.JZ) of parallel actions.

The partually

(12) S(s,x) = (

with  z} :=

! IS UAT
/ defmed

AN
(14) (1) LAy :=
A
\2) L,.{ =
(3) RS :=

(13) :('.(e) = s

A
defined function 3 S x X—> S is given for

’V1""’Vn)’ x = (V,‘z'1,...jn) by
m + AV z',I,..wz',V; ..... v

'{Ki(zi;ﬁi(m)), it 2= 7, V, = B, O(m) # 0

Vi \ V , otherwise

'é m, Ei G{O’Zi}’ otherwise &(s x) is not

Furthermore we define (cf. (9), (10)):

A A *
Gla(r),x) for reX , xeX,

G(&(r),x)

if o? {r), are defined,

not defined., otherwise.

dom&

h(Chy), where hi X—>P Muie}

is a homomorphism with

h((V.zy,....z,) = i Vo, if VED
e , otherwise

cod &
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:=TE-] (F'?A‘S )

A
(4) R %

¥

(15) Conclusions

~ A
(1) RSy = RSg Ryg = Rp
t3

. . ¢ LA . \
(2) o -Ltz,‘;...ttk}-eLr ittt e Ly |

The following proposition shows that the mentioned
differences with respect to parallelism are caused by the nets and

not by control:

(16) Proposition

Let N be a Petri net and let C, C' be controls for N. Then

we have
~

= L( iff L(

B Vel
L(N,c) N,C") N,C) ~ L(N;C')

Proof: The if-part follows by (15.2). The only-if-part is shown by
induction for words from (P+(T))*. For the induction step we

suppose W1"’Wkwk+1 c C(N c) Then there exists a sequence
u € L(N ) where u is a "éequentialization” of W1"‘Wk (i.e.,
u = u1.'..uk and each eh is a word built up from the transitions
from Wi)A Furthermore for all t & Wk+1 we have ut ¢ L(N:C) and
hence utL._L(N D) by L(N c) = L(N cY)-

Now W1"'Wk is in t(N c) b>; induction. and in both systems
we reach the marking mo'+ A u after the firing of W1 "'Wk' Then
all transitions t ¢ Wk+1 may be allowed to fire by control in the
system (N,C') since all ut are in L(ch,). We have WI:+1§mo+ AU,
since Wk+1 is firable at m,tAu in (N .C) - and hence it is also

A
firable in (N.C') and thus we get W1"'Wk+15 L(N,C‘)'
The results (15) and (16) justify the use of firing sequences

also with respect to concurrent firings in this paper. Thus the

equivalence of controls is defined as follows:

(17)  Definition

Let N be a Petri net and let C, C' be controls for N.
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‘C and C' are equivalent with respect to N (C ~ C') iff

N
Livey = binen
(18) Conclusion

If C N C'. then we have R(N,C) = R(N,C')' (By (11.1))

2. Conflicts and deadlocks

By (+) in definition (6) we have ensured that only firable
transitions are chosen by the control. But such chosen transitions
may become not firable by firings of. other transitions not be-

longing to the same control area, as in the following example:

ATAY

If we use the partition H’a‘b‘} ,{c'}} and A, decides for b while

A2 decides for ¢ then the order of A2 can not be satisfied after

Example 1

the firing of b. The reason is a conflict between the transitions b
and c for which that control has given no resolution.

As in usual Petri nets. it os possible that no transition is
firable at a certain marking , i.e T(m) = "@. But it may also
happen that there are firable transitions which can not be directed
for firing since the control is blocked by other not firable tran-

sitions, as in the following example:



196

Example 2

We use the partition {’{a,c}, ib} } and suppose that decisions
are made for a by A.I and for b by A2. After the firing of b,
transition a is not firable any more. but transition ¢ becomes
firable. Nevertheless. c is not allowed to fire under the control
because we still have V, = {a} # 8 and thus A, is not in the
position for a new computation in favour of c. Such effects are

reflected by the following definitions .

(19) Definition

Let s = (m,z1.,...;zn, Voo,

system v = ((P=T=F:é"=mo)' ({uv‘..,un}, A17...,An)).

Vn) be a situation of a

n .
(1) T has a conflict in s iff (LJ V.)~ ‘g m
=1 !

n
(2) ’,Zr has a deadlock in s iff T(m) N xy \‘/i = f

and T(m) & \}_} us .
i+9
(3) T is called conflict-free (deadlock-free) iff there are no

conflicts (deadlocks) in the situations seRS,r.
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Note that this definition of conflict-free systems is related to
n

concurrency (again ( Vi)— € m is stronger than t* £ m for

n =1
all t € U Vi).
=1
(20) Propos.ition
Let 7;‘ be a conflict-free system and let s = (m{z1,....zn,
V.I,....Vn) c RSW'

Then ¥ has a deadlock in s iff T(m) = p.

Proof: If there is a deadlock in s, where we have T(m) # ., then
we" have a nonempty set Vi by T(m)g V&#J'¢ u;' R Now . by
) Vi‘ N T(m) = P it follows that (}:1‘ Vi)_$ m and thus we have
a conflict in s, which contradicts our presumption .

-The other part of the proof is triviél.

(21) Proposition

Systems of Petri nets under global control are conflict-free.
N
Proof: Global control means n = 1 /thus we have only the control
automaton A1 and U1 coincides with the whole transition set T. For
the decisions of A, we have by (5) and (+) in (6):

W= A 0 e Uym) ={v /v uavigmisisl,

hence W~ < m. Up to the next decision of A1,, subsequent firings
of transitions have to concern subsets W g W. Since it follows
from W~ £ m and W' € W that (W ~ w)”™ £ m + AW conflicts are
impossible .

Proposition (21) shows that conflicts are caused by unsuita-
ble distributions of control.We shall study the possibilities of

suitably distributed controls in section 4.
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3. Undecidability results

The automata Ai given in defintion (6) may have useless
states, inputs and outputs. For instance, the necessary states
are those states which occur in the action sequences of LA
For simplicity we shall sometimes use simplified automata in the
following.

By control we can realize priority firings in Petri nets using
automata with A, (z U (m) ) ={t} where t has highest priority in
Ui(m). As it was shown by HACK /5/, priority nets can simulate
deterministic counter machines. Following his ideas. we can simu-
late such machines by controlled Petri nets, too.

The states d of a deterministic counter machine M are simu-
lated by places Py: where Py is marked by one tok\en iff M
in the state d. The counters c of M are simulated by places P
where the contents of ¢ are given by the number of tokens in p

An addition assignment "d: c:= c+1; go to d" is simulated by

Q—H=On

P

and a simple control automaton A with only one state z and
Nz, 4] = {th.
A testassignment "d: if ¢ = 0 then goto dO

else c:= c-1; goto d1;*

is simulated by

R;O<:::: () pao
PCO.J——V?O P
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and a control automaton Ai with one state z and

Az {{to}}) ={t b Az {e b fe b et - ft, 3.
Note that the control tasks can be performed by different auto-

mata for each simulation of an assignment (local control) and

also by only one common automaton with the state z (global
-control) .

It is not decidable whether a deterministic counter machine
can reach the stop state dhalt from its start state dstar't (where-
by the counter contents are zero in the beginning). Hence, by
the given simulation it is undecidable whether a token may reach
the place Pdhalt in our system from the initial marking my with
MoPystart) = 1 and myp) = 0 for all o £ pyqy -

Since dhalt is the stop state of M , no transition takes a
token from pdhal{ in the net of our constructed system. We can
propose that there are no other stop states in M , and thus we

have ‘a deadlock in our system iff the machine ./“ halts. We get:

(22) Proposition

It is undecidable whether a system T is deadlock-free.

Now we can add two new transition to the constructed net at

the place Pyhalt’

2 It’
o

Fanatt | 4

If we use different control automata for t' and t", then we may
reach a conflict in the new system iff the deterministic counter

machine 4 halts. Thus we have
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(23) Proposition
It is undecidable whether a system r( is conflict-free.

Using appropriate additional constructions at the place Pyhalt it

can also be shown:

(24) Corollary

The following problems are undecidable:
~ iR

(1 ¢ ¢

(2) se RSg?

(3

(4

) meRyg? (Reachability problem)

) R’f finite ? (Boundedness problem)

Several other problems which can be formulated for systems
following the definifions for Petri nets like the boundecdness
problem for special places or the liveness problem for transitions,
are undecidable, too. The proofs are carried out by additional net

constructions, again.

Since, for instance, the boundedness problem is decidable for
uncontrolled nets, we have a more complicated behaviour of the
systems by their restrictions of firings By the same methods as
in /1/ one can prove that there are systems ¥ such that L'f # Ly

for all Petri nets N. Thus we have:

(25) Corollary

The behaviour of systems can in general not faithfully be

simulated by unconholled Petri nets .

As mentioned above the simulation of deterministic counter
machines can even be performed with the help of only global
controls . Therefore as long as the additional constructions are
valid under global control, we have the undecidability results even
for only globally controlled systems. This is the case with respect
to (22) and (24), but not for (23) (cf. (21)).

The undecidability results for systems are not surprising since
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by control we can easily simulate priority-firings as well as
several other firings strategies for which it is known that they
permit simulation of deterministic counter machines by Petri-'nets.
(ct. /1/, /5/, /8/).

Hence we have to ask for special firing strategies and
special classes of controls., respectively, which do not allow such
simulations. Thereby, é class of controls has to permit the con-
trol of arbitrary Petri nets, i.e., for each Petri net we need at
least one control in this class corresponding to the transition set
of the net.

A first -but trivial- answer is given by (11.3.). The next pro-
position shows that all reasonable (i.e. conflict-free) control
strategies extend the computational power of Petri nets in the
sense of a simulation of deterministic counter machines. Thereby
the notion of simulation is not so strong as before, but it is
faithful enoug.h to use the undecidability of the halting problem
again. It will become clear during the corresponding construcfionA

By a Petri net structure we denote a Petri net without the

multiplicity function g« . The definition (6) of a control C does not

depend on s+ , hence we can say that C is a control for a Petri
net strucure N = (P:T,F_,mo) if it is a control for the net

N = (PET_F;&,mO) with an arbitrary multiplicity function M-

(26) Proposition

For each deterministic counter machine M

there exists a Petri net structure N = (P,T,F,.,mo)
such that for each control C for N

there exists a multiplicity function s

such that the following holds for N = (P,T;F,cu_mo):

1 (N.C) is conflict-free. then (N.C) simulates M.

Proof: The difficult part of simulation is the simulation of the test

assignment. The idea is to use the fact that automata output be-
comes cyclic if the inputs are equal over a long time. The

counters are now simulated by two places pi and pk; for each
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counter c, and the contents x in ¢ are simulated by ke«x tokens

in both places. where k is a number to be specified depending on

the control. Therefore the addition assigment is simultated by

In the center of test simulation we have the following net (stmc-
ture):
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k, m (k>m) are to be specified depending on the control. The
place Pyo will be marked iff transition a fires exavctly k-m times
and d fires exactly m times (the sum of their firings during one
test run is always k). This has to be the case if pz and pz were
clean (i. e., the contents of ¢ were zero) before starting the
test run by firing t. ‘

We have to ensure .that P4o cannot be marked otherwise, i.e ,
if the contents of ¢ were greater than zero. In this case we have
at least k tokens in each of the two places pi and ptC). Since
we propose the constructed system to be conflict-free the transi-
tions a and b have to be controlled by a common automaten Ai
which in each computation may allow only one of the two transi-
tions to fire. By the construction, the automaton Ai receives the
input { {a} {b}} for 'k times thereby producing an output
‘,Ii(z; Ha} ,{b}l}k) = W1"'Wk whereby zc—:Zi (ho assumption can be
made about z) and Wl e{{a},{bk} for L = 1,... k.

Now, K if k is large enough, the sequnece W1...Wk becomes peri-

’

odical (since the state changes have to become cyclic because Ai

is finite). Hence for m = car‘d(Zi) and k = m2+ 2m we have two
possibilities:

1. {b} occurs more than m times in W1"'Wk (if it occurs in the
period which can not be longer than m).

2. Ib} occurs less than m times in Wo...w, (if it does not occur

in the period but perhaps in the initially not periodical sequence
Wo.ooW, o of W
Regarding that the sum of firings of a and b is k, we obtain: In

1-- W, where we have to have | < m).

the first case the place pbbis marked at the end, and in the
second case paa is marked at the end, while it is impossible to
mark R - .
Thus we have an accurate distinction for testing.

It is necessary now to initialize the test construction for further
"tests and to realize that the markings on the places pi and ptc)
are both decreased by exactly k  tskens with respect to their
marking before the test was started. For this correction our con-
struction is completed as follows (note that no correction is nee-

ded if the counter contents were zero):
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The verification is left to the reader.
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By the given constructions we can now simulate a deterministic
counter machine J#in such a way that.)“ reaches its state dhalt

from its state d (with counter contents initially zero) if and

only if a token Sctaanl”tr‘each the place P dhalt in our ;ystem where
the initial marking is given by mo(pdstart) = 1 and mo(p) = 0 for
all places p # Pdstart” Thereby the net structure depends only on
M., while the multiplicity function of the net depends on the
numbers of states in the controlling automata. The only presump-
tions about the control concern the ability to control the net
(It is a demand about the inputs and outputs of the automata)
and the avoidance of conflicts (which i$ only needed to ensure
that for each test-construction the transitions a and b are con-
trolled by common automata)

By the given simulation we can now transfer the undecidability
of the halting problem to the ‘undecidability of reaéhing a token
at the place Pdhalt for conflict free systems built up from arbi-
trary Petri nets and controls from only special classes. The
consequences for the undecidability of system properties follow as
discussed for the general case. For instance. if we have such
a class of controls which permits to build conflict-free and not
conflict-free systems, we can prove the undecidability whether
systems are conflict-free or not in the following way: We construct
conflict-free systems simulating deterministic counter machines as
described above and add the construction given to prove propo-
sition (23). The further details are left to the reader.

The result (26) shows that the firing rule of Petri nets is
very sensitive with respect to (regular) restrictions. They may
immediately increase the computational power of the nets and lead
to undecidability results. This should be taken into account for
solutions of the reachability problem, where a stop criterion might
sometimes be interpreted as a restriction of the firing rule. It must
not lead to the simulation of deterministic counter machines and :

therewith make a solution 4imp~ossible.



206

4. @onstruction of controls

By the results (22) - (26_) it is not possible to decide whether
systems are conflict-free and deadlock-free, respectively This
may be the case even if we restrict ourselves to special classes
of controls (special firing strategies) as it was shown by (26):

But, as we shall see, it is possible to construct individual
controls for single nets such that the resulting systems are con-
flict-free and deadlock-free, respectively. Thereby the controls to
be constructed will lead to a deadlock-free (conflict-free) system
together with the considered net, while they may permit simulation
of deterministic counter machines together with other nets. Hence

it will not contradict the result (26).
(27) Proposition

Let N be a Petri net with an infinite firing language LN
(otherwise a deadlock-free system with N does not exist)
Then it is possible to construct a global cont‘rol C such
that (N,C) is deadlock-free

Proof: We use the pumping lemma for firing languages /2/:
Ther‘eAar‘e numbers k, | for each language LN such that the
following holds: If the length of ‘a sequence uéLN is
greater than k., then there exists -a decomposition

u = Uquoug such that 1 £ length of Uy £ L and

u1u2+1u3 [ LN for all n€N.
Hence it is possible to fire Uy and then to iterate the firings Uy .
Such sequences ug,u, can be found (that follows from the proof
in /2/). Now the global control has to realize at first the firing
of Uy and than the iterated firing of Us . An automaton for such

a control can easily be constructed.
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By (21) we know that global controls are conflict-free by
definition. The question arises if such solutions can be applied
to local controls. The answer has be a negative one for the
genef”al case. Exampie 1 has shown that local control may give
rise to conflicts, while global control does not. In the same
sense a globally controlled system iterating the firing of bec
in example 2 would oe deadlock-free while a locally controlled
system as described theré is not deadlock-free. The reason is in
some sense the extension of nondeterminism by refinements of the

partitions of T into control areas We have:

(28) Proposition

Let N be a Petri net and let C = (-;u1,....un’,\.; Apseo A
and C' = (.{u1uu2,u3,;..+.un}, Al1/2:A3, ..;A%) be controls
for N, whereby Ai = (P (P (Ui));P (U;)-‘Zif‘fv)‘.:zi)
i=1,...,n, and

Arjp = PTRTIULU U PTUG L) ZyxZ, 8 10 Ay (2T, 23))
with &1/2((Z1122)'u) = ((\;(21 ;unP+(U1)),J2(zz,’u.n P+(U2)))
and A pllz;.2,), W = R,z UnP WU DIUA, (2, WaP"W,))).

2
Then we have L(NLC) = L(N.,C') and R(N,C)g R(N,C')'

The idea of the proof is to show that all situations

s = (m,(z1,22):z3,...’\.,zn, V1/2‘V3;""Vn)€ RS(N;C‘) and their
changes according to G can be simulated by a situation
s = (m;z1.22;z37...,zn‘ V1/2n U1:V1/2n UZ’V3:"‘>Vn)eRS(N:C)

and related changes whereby the .firings are the same. The loss
of possibilities in (N,C') is caused by the synchronization of the
actions over Ll1 and U2. This may lead to the avoidance of con-

flicts and deadlocks. Furthermore by the simulation of situations

~as above. it can be shown:
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(29) Corollary
(1) 1f (N,C) is conflict-free, then (N,C') is conflict-free .

(2) If both systems are conflict-free and (N,C) is deadlock-
\ free, then (N,C') is deadlock-free.

If the systems are not conflict-free; then (N,C) might be dead-
lock-free while (N,C') is not deadlock-free as in the following

example:

Example 3:

With U1 = {a,b}, LI2 = f b,d} we have deadlock-free systems’
(N,C) (but not conflict-free), while for systems (N,C*) constructed
from (N,C) as in proposition (28) with U1/2 = -{a,b}c:d} we
have to have deadlocks: The first decision has to be -fa,c}
(according to the decisions in (N,C)) , and than we have a
blockigg of new decisions by waiting for ¢ after firing of a.

By defintion (6) the control automata Ai have to perform con-
flict resolutions over their areas Ui since (+) ensures
(/\i(z,ai(m)))_ =< m, while we might have (Ui(m))— * m.

Nevertheless conflicts in locally controlled systems may
arise from decisions of different control devices As it was

pointed out for propositon (21), we need an appropriate distri-
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bution of controls to have conflict-free systems. Therefore we
use the concept of conflict-partitions developed in /4/ for pur-
poses of control with local conflict resolutions and global syn-

chronization under limitations of parallelity .

(30) Definition

Let N = (P,T,F,p'mo) be a Petri net, mEINP and F a parti-
tion of T.
(1) The set of basic conflicts at m is given by
BC(m)={U/U ETmM AU F maPvguvesmni.
(2) The set of conflict-free transition sets at m is given by
CFm:={u/ € Tm AU g m}.
(3) The set of local conflict resolution functions for 7 at m
is given by - v
LCR(Y . m)i= 1§/ §: F —> P(T(m) A
A FUEFAZWEUA GWeCFm) ] .
(4) The set of conflict partitions at m is given by
Tr(m)== {7/ 7 a partition of T A
A¥€e LCR(F ,m): Uy(u) € CF(m)
Uet

Thereby a conflict resolution function ? represents 'the possibili-

ties for firings in a situation s = (rn,z.I AR SN TR ,Vn)
(cf. (7)) of a system where for each control area Ui we have a
conflict free transition set V, = 5(Ui)€CF(m). Now a conflict par-
. . = n o

tition 7 = {U1 - 'Un} & ]l {m) ensures by ?l;,jf(ui) = Hvie CF(m)

that we have no confiict at s.
For ﬂ1 ,'2,(2 'C‘.P+(»T) we define that IUZ is a covering of UT as

usual:
31 U, s U, it Yu et Fu,ell,: ucu,.

We shall use the following notations:
(32) For ug'P+(T) we denote by Voo £ T x T the binary relation
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with (1,8 ¢ v, iff t=t'v JUelU: t,t' e U.
By vq: we denote the transitive closure of Ve @nd by

’F = T/ * the partition of T by the equivalence relation v

The following lemma is well-known:

(33) For U §P+(T) and partitons 7 of T we have:
Fruw 72y,

N~w we can characterize the conflict partitons in Tl,—(m):

(34) Proposition

—

(1) Qe it (m) it §28cm).

¢
@ TUm =1/ F27 5 0m}

Proof: We have @& 7U (m) iff there exists a function 2¢& LCR(¥ m)
with u%J-? 3(U)¢CF(m). This is the case iff w§ have V g b_ej,?‘f(m)
with V € BC(m) V* g(U) and V¢ U for all Ué? y i.e., iff

T % BC(m). - (34.2) follows from (34.1) and lemma (33).

Thus, VBC(m) is the minimum in Tt(m) and each enlargement
of ‘}BC(m) is a conflict partition. Note that VBC(m) is in general
not transitive (cf. example 1).

Since conflicts must be avoided for all reachable situations of
a system we need partitions of T which are conflict partitions for

different markings.

(35) Defintion

Let ¥ be a partition of T and MsN®

The set of conflict partitons for M is given by

W= { G/ ¥mem FeTim ]




211

(36) Conclusion

-

It MEM , then TT(M) < JT(M).

Using (34.1) we find that F ¢ TUM) iff (?g { BC(m) and then we
have by (33) and BC(M):= L{‘BC(m): meM
me

(37)  Proposition
Tl.(M) = {?/ 7Q7BC(M)} :

Now the problem is to determine the set M to be used. To obtain
finer partitions, M should be as small as possible (36) . Starting
with a conflict-free system T one could think of the set RT to
get a finer partition than in Y . But in a new system %! over a

partion from }T(R?") we may have a larger set R,r; (by allowing

more nondeterminism ., cf. (28)), and thus T' might not be conflict-
free as in example 4: -
Example 4

LN

I T

-

If we use a global control realizing the firing of acbd we get a
set Ry with & = {da}. by dedqdbfel be TR . But a locally
controlled system ¥’ over ?o is not conflict-free since we have

R‘T! = RN by (11.3). - What we can show is the following:
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(38) Proposition
Let ¥= (N,C) be a system where 7 is the partition used in

C. Then it holds:
I ?6 F(RT), then T is conflict-free.

4]
Prof: We have to show ( 4 Vi)” < m for all situations
= -
s = (m,z1 Y- ,zn,V1 s ,Vn) € RS,r . The proof is by induction
on the sequencesin LAq, . whereby the basic step is trivial. For

the induction step we have to consider changes by firings and by

computations | respectively.

n
\ - =
We suppose (ig’V) £m for s (m z, zn;V1, \Y; )GRSZ'
After the firing of t & ““4 V. we have
=
UV NN £ m +At, i.e.. no conflict appears after change

by firing.

A change by computation leads from a to a new situtation

s' = (m 21'_""Zj1Z_|ZJ+1""'Zn'V‘I""VJ1’V_Vj+1""’vn)‘

We have Vi < m (=1 ....n) by W Vi) < m and
PR

(Vi7" = (A iy {mNT g @ by (+) in definition (6) i.e.

Vi ,Vn,VJ‘ é CF(m and thus by definition (30) we have

(igvvi\vj)u Vj'e CF(m) since ﬂ{eﬂ(P\r)th(m). Hence we haye no
conflict at s'.

Note that 7(; 'T(RT) is sufficient but not necessary to have
.a conflict-free systém since the conflicting transitions may be

ignored by control as in the. following example:

Example 5
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For u, = {a,c}l and u, =+4b,d} we use the automata A“ /\2
giving permission for firing only to ¢ and d, respectively. Then
the system ¥ is conflict-frée but {U1 ,UZ} ¢ }T(Rzr).

Now, F(R.‘.) depends on ’K‘= (N,C) and especially on, the
partition Z used in C. Thus,to verify F we had to construct and
to anatize 'T before. Moreover, the set R;)n may be not recursive
by (24). But by (37) all partitions ¥ = {7'BC(R ) are suitable
and by (36) all partions “Fe T (M) for M 2 Ry. Thus, for instance,
it is possible to use W(RN)_ but then we are in the neighbour-
hood of the reachability problem and it can be proved that the
problem to decide VBC(RN) is equivalent to the reachability problem.

The partitions from T(_(NP) always have to be useful. They
are in general not the finest useful partitioné but they can easily

be constructed from the net structure since it holds:

(39)  Proposition

Let N = (P’T‘F’C“ _.mo) be a Petri net and let v; cT xT

be the transitive closure of the relati‘on vp < T x T with
(t,t')evp iff t = t'v FtaFt'$ f. Then it holds:

7BC(NP) N T/v;

The proof is by showing vp € VBC(IND) and VBC(le) g v;

whereby only transitions t1,t2 with t? F t2 have to be regarded.
e c

For (t1,t2) € Vo we have (t1;t2)c Vac(m) € VBc@P) for the

markings  m  with m(p) = Max { .t;(p.), tz(p) } , p € P.
,t2) € VBC@P) there have to exist mEle_
UET such that t1,, 2 € U € BC(m). If there existed transitions
t,t' € U with (t,t") evp we would have U = U1u U2 , U“U2 ED
FU,NFU, = p  Then U1,U2 ¢ BC(m) would hold by definition (30)

1 2
and hence U

For the case (t1
t

;, U?_é m. This would imply U~ = U; + U; £ m (since
FU1K\FU2 = f) in contradiction to Ue& BC(m). Thus, for all t,t'e U
(and especially for t1,t2) we have (t,t')ev;
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The partition T/v* is always useful for the construction of
conflict-free systems Bnd thus we have justified the intuitevely

given proposals in  /3/, /10/ by the following corollary:

(40) Corollary ,

I ’Zg T/v* then a system 4{'= (N.C), where ? is used
o

in C, is conflict-free.

Conclusions

There are different starting points to define systems of Petri
nets under the control of automata. In this paper we have tried
to find an approach with not too may technical difficulties ., and it
is the author('s believe that related specifications of systems would
lead to related results. For instance , the undecidability results
could be applied to such systems by (26). In the gonsequence
(cf. (25)), uncontrolled Petri nets are not sufficient to replace
such systems (as far as the sets Rﬂ' are unbounded). The concept
of conflict partitions is valid for other forms of distributed control
too. Related solutions for the deadlock avoidance problem in our

systems constitude an open problem.
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