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...close to his ear, deeply, softly, like a mellow organ, but with a roughness in her voice like a grasshopper's, which rasped his spine deliciously and sent running up into his brain waves of sound which, concussing, broke.

– Virginia Woolf (Mrs. Dalloway)
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While you, Reader of this thesis, work your way through these pages, amazing processes will happen in your brain. Complex patterns of electrical activity will be evoked in your nerve cells, triggered by the light reflected from the paper in front of you. These patterns will, in some abstract way, correspond to meanings, concepts, and ideas, which the author of these lines “had in mind”. Simultaneously, specialized cells all over your body will send electrical signals to your brain reporting the position and tension of the many joints and muscles in your body, thus enabling you to retain your posture while reading. And every sound reaching your ears will be translated into electrical activity, which is quickly used to determine how disturbing the sound was and whether you should divert your attention to the ringing of the telephone or the singing of the birds outside.

In fact, our nervous system constantly performs amazing tasks of receiving and processing diverse sensory information – whether we are just reading a scientific text about these processes or not. Our senses allow us to see, hear, feel, smell, taste, and thus construct an internal representation of the world around us. Every sensation begins with the conversion of external stimuli into responses of receptor cells. These form specialized interfaces between the environment and the nervous system. Receptor cells detect sensory information in various forms – light, sound, etc. – and transduce them into electrical signals, which form the basis of all computations in the brain. No sensory information is processed that was not picked up by a receptor neuron. If we are to understand how any nervous system acquires information about the environment, we must know what happens at this first stage where external stimuli are encoded into the “language of the brain”.

The particular demands for sensitivity, accuracy, and speed have led to a large variety of highly sophisticated sensory systems (Hudspeth and Logothetis, 2000). Yet, a common feature is the sequential signal processing in the receptor cells. The external signal initiates a sequence of several biophysical steps, which successively transform the signal’s representation and eventually lead to electrical potentials, which are passed on for higher-level processing in the nervous system. A sound stimulus, for example, causes mechanical vibrations, which lead to the opening of mechanosensory ion channels in the receptor cell’s membrane, followed by the accumulation of charge and the possible generation of an action potential. The individual steps and their interactions in such transduction chains shape the relationship between environmental stimuli and the responses of a receptor neuron. For understanding how receptor neurons react to sensory stimulation and how they encode different aspects of the environment, it therefore suggests itself to pay particular attention to the sequential processing characteristics.

With increasing knowledge about the physical substrates of biological systems – their molecules, cells, and anatomical composition – new emphasis has been given to questions
about the related *functional characteristics*. For example, how do individual system components contribute to the system’s function such as the recognition of a particular sensory signal? Investigating these questions requires “the recognition of functional ‘modules’ as a critical level of biological organization” as argued by Hartwell and colleagues (1999), who distinguish between *molecular* and *modular* approaches to biology. Pursuing such a line of investigation, as Nurse (2003) points out, requires the development of new methods for “the identification, characterization and classification of the logical and informational modules that operate in cells”. For a genuine understanding of the investigated systems, of course, biophysical as well as functional insights are required and need to be linked together.

This thesis deals with the encoding of sound into electrical potentials by the transduction chain in auditory receptor neurons. It is aimed at identifying and characterizing the functional steps involved in the processing of acoustic signals. Two questions stand in the center of the investigation:

1. What are the functional modules that constitute the auditory transduction chain?
2. How can we extract the characteristic features of these modules from electrophysiological experiments?

In order to answer these questions, we aim at describing the sound encoding in auditory receptor cells by a mathematical model, which is based on experimental data and yields a framework for determining the functional characteristics of the transduction chain. Particular problems investigated in this context include the questions about how auditory receptor cells integrate over the typically high-dimensional space of possible sound signals and how they reach the high temporal resolution required to encode fast temporal features of sounds.

The vulnerability of mechanical structures involved in hearing makes it difficult to access the auditory periphery directly under *in vivo* conditions. This calls for methods based on neurophysiological measurements from a remote downstream location, such as the auditory nerve, so that the ear itself remains largely undisturbed. One goal of this thesis is therefore to devise suitable methods for experimentally analyzing such data in a framework of nonlinear systems theory.

All studies in this work, experiments as well as models, are based on the auditory system of grasshoppers, a model system that combines a rich repertoire of signal-processing capabilities with a reduced complexity of the anatomical structure as compared to mammalian ears.

In Chapter 1, we begin our investigations with a survey of general questions connected to the encoding of acoustic signals. The temporal structure of sound, the concept of stimulus integration, and the sequential nature of the auditory transduction chain are highlighted, and background information concerning mechanosensitivity as the basis for sound reception is provided.

The particular characteristics of the auditory system of grasshoppers are introduced in Chapter 2. The relevance of hearing for these animals and the anatomical and electrophysiological knowledge about their auditory periphery, as relevant for this study, are summarized. This is complemented by new data from our own studies regarding some basic characteristics of temporal resolution and phase resetting.
The theoretical foundations, on which the methodological ideas of this work are based, are presented in Chapter 3. General concepts of nonlinear systems identification are explained with particular emphasis on cascade models, which are naturally linked to the study of processing chains. Temporal linear filters and static nonlinear transformations are introduced as the principal building blocks of these models.

In Chapter 4, we develop the methods used in this thesis for studying nonlinear cascades. The approach is based on combining the framework of cascade models with experimental measurements of iso-response sets (IRS), i.e., sets of different stimuli that lead to the same output of the system. In particular, Comparison of Iso-Response Stimuli (CIRS) and Disequilibrating Iso-response Stimuli (DIRS) are introduced as new techniques for studying nonlinear systems.

The detailed experimental investigations begin in Chapter 5 with a characterization of spectral integration in grasshopper auditory receptor cells. The central question of this chapter concerns the identification of the relevant stimulus attribute, which is directly encoded in the cells' firing rates. The study thus connects to an ongoing debate about the proper stimuli and the threshold characterization for auditory sensory neurons. IRS measurements are used to study how different spectral contributions of a sound stimulus are combined by the neurons. This results in an accurate model description of the cells' input-output relation under stationary stimulation.

In Chapter 6, we switch from the frequency domain to the time domain and investigate temporal integration of acoustic signals. By measuring iso-response sets for different combinations of acoustic clicks, the vibration of the ear drum and the accumulation of electrical charge are identified as the relevant integration processes. Applying the CIRS method reveals integration time windows well below one millisecond for both processes, which are characterized with a precision of a few microseconds.

Chapter 7 presents a theoretical investigation of the experimentally obtained model structures. A generic cascade model is presented that captures the results obtained with stationary as well as click stimuli. The two corresponding model versions of the previous two chapters are formally derived from the more general model, and the applicability of the required mathematical approximations is discussed.

In Chapter 8, we leave the fast processes of the primary signal-transduction chain and turn to the slower dynamics of spike-frequency adaptation. Particularly, we focus on experimentally investigating the functional origin of adaptation. Application of the DIRS method reveals a substantial contribution of an adaptation component that is driven by the sensory input. This adaptation component is thus distinguished from the more common output-driven components, and the measurements are used to characterize the corresponding features of input-driven adaptation.

Finally, we conclude this work by summarizing the central findings of this study and by discussing the picture we have obtained about auditory transduction. Furthermore, an outlook is given suggesting continuative investigations of the transduction chain as well as presenting limitations and possible extensions of the new systems identification techniques introduced with this thesis. Technical details of the electrophysiological experiments, the modeling, and the data analysis are left to the appendices.
Hearing begins with the conversion of the air-pressure fluctuations underlying sound into electrical signals. This transduction process takes place in mechanosensitive receptor cells, which are generally found in conjunction with a mechanically resonating structure. A sequence of several biophysical processes is involved in the transduction. The information about the acoustic stimulus is thus encoded into electrical signals – usually in the form of action potentials that propagate along the fibers of the auditory nerve – and sent on to higher-level processing areas of the nervous system.

In this chapter, we will highlight some of the characteristics of auditory transduction. First, we will introduce the different steps in the biophysical sequence of sound encoding. Subsequently, the temporal structure of acoustic signals will be discussed. This leads to questions regarding the temporal resolution of auditory receptor cells in order to allow encoding of fast components of acoustic signals with high temporal accuracy. The vastness of possible acoustic signals gives rise to the problem of signal integration. Finally, particular attention is paid to the mechanosensitive properties of the receptor cells.

1.1 Sequential Processing

The mechanosensory transduction is embedded in a sequence of several biophysical processes. Step by step, these processes convert the air-pressure fluctuations, which constitute sound, into a series of action potentials in the auditory nerve. Initially, the fluctuating air pressure induces oscillations of mechanical resonators such as ear drums, basilar membranes, or hair sensilla (Robeles and Ruggiero, 2001; Schiolten et al., 1981; French, 1988; Robert and Göpfert, 2002). These oscillations then cause the opening of mechanosensory ion channels in auditory receptor cells (Hudspeth, 1985; Hill, 1983; Gillespie and Walker, 2001). The resulting electrical currents change the cell’s membrane potential. This, in turn, activates voltage-dependent ion channels that eventually trigger action potentials. Figure 1.1 schematically depicts this auditory transduction chain.

The sequential nature of processing is a fundamental characteristic of all sensory transduction systems and many other signal-processing structures, and it lends itself to investigations based on models that explicitly incorporate this cascade structure. Formally, each processing step can be viewed as a module that induces a transformation of
Figure 1.1: Sequential processing in the auditory transduction chain. A sequence of several steps transforms a stimulus sound wave into a neural spike response. 1. **Mechanical coupling.** The acoustic stimulus induces vibrations of a mechanical membrane (basilar or tympanic membrane). 2. **Mechanosensory transduction.** The deflections cause the opening of mechanosensory ion channels in the cell membrane of a receptor neuron. Many details of this transduction process are still unknown. The depicted schematic coupling follows the gating-spring model proposed for mechanosensory transduction in hair cells (Markin and Hudspeth, 1995). 3. **Electrical integration.** The electrical charge accumulates at the cell membrane. 4. **Spike generation.** Action potentials are triggered by voltage-dependent currents and travel down the auditory nerve. Each of these steps transforms the signal in a specific way, which may be nearly linear (as for the ear-drum response) or strongly nonlinear (as for spike generation, which is subject to thresholding and saturation). The illustrated steps may contain further sub-processes such as cochlear amplification or synaptic transmission between hair cells and auditory-nerve fibers.

The input signals for auditory receptor neurons are air-pressure fluctuations that reach mechanically resonating structures. A key feature of these signals lies in the fact that most of their information is contained in their temporal structure. Whereas, for example, a visual object is primarily identified by its spatial relations and odors obtain their identity from their relative molecular composition, an auditory object, such as a spoken word, is characterized by the temporal sequence of air-pressure fluctuations. Even the information about the direction of a sound is represented in the temporal structure of the received sound stimulus; many animals rely on analyzing inter-aural time differences, i.e., the difference in arrival time of a sound at the left and right ear, to determine sound direction (Grothe and Klump, 2000). Furthermore, the information of a sound signal involves a large range of characteristic time scales. For extracting direction, composition, and meaning of a spoken word, the air-pressure waves have to be analyzed on scales from microseconds to seconds.
1.3 — Resolution and Accuracy

All this makes the auditory system particularly suited for studying the processing of time in nervous systems. Receptor neurons, e.g., have to be sensitive to sub-millisecond features of the sound and simultaneously transmit information reliably over seconds. How is this temporal information encoded, processed, and read out? Answers to these questions are also relevant for other sensory systems. The changing properties in a visual scene may give the nervous system information about the movement of external objects or of the organism itself. Even for the analysis of a static scene, it is suggested that active movements of the receiver (e.g., “whisking”, the active movement of rodent whiskers, and small-amplitude movements of the eye during “fixation”) enforce a temporal structure during stimulus reception, which is used for a temporal code (Ahissar and Arieli, 2001). Furthermore, in any natural, nonstatic stimulus environment, the nervous system faces a constant influx of information; sensory input therefore needs to be processed “on the fly”, while more input is being received, and must provide the relevant information “just in time” to result in a timely behavioral response.

Such considerations lead to questions about how external time, which carries stimulus information, is represented in nervous systems and how it corresponds to internal time, which is used by the nervous system itself for performing computations. These questions have received a growing amount of attention lately (Hopfield, 1996; Hopfield and Brody, 2001; Van Rullen and Thorpe, 2001; Maass et al., 2002; Hahnloser et al., 2002; Herz, 2004).

1.3 Resolution and Accuracy

Specific sounds are identified by their temporal composition. The characteristics of the receiver must therefore be suited to follow the relevant structure. When the important information lies in quick changes of the acoustic stimulus or in the exact timing of certain sound features, the receptor cells must show correspondingly high temporal sensitivity. Sound localization, echolocation, and acoustic communication often require a resolution in the millisecond range or below. Striking examples of such high sensitivity are found, e.g., in the ability of barn owls to locate sound sources with a precision that corresponds to an inter-aural time difference of few microseconds (Knudsen, 1980; Köppl et al., 2000). Similarly, to detect the small time differences in the delay of their sonar system, bats have a comparable resolution for their echolocation system (Neuweiler and Schmidt, 1993).

The ability to read out stimulus structures on such small time scales defines the high temporal resolution of auditory receptor cells. On the other hand, these cells may also show high temporal accuracy of their output by evoking precisely timed electrical responses. Often, there seems to be a natural connection between temporal sensitivity to the stimulus (the resolution of external time) and temporal accuracy of the response (internal time); after all, accurate responses are a simple way to conserve the timing information of the input signal.

An impressive example for the correspondence of resolution and accuracy is the auditory system of the parasitoid fly Ormia ochracea. This species relies on precise timing information on the order of few microseconds to locate its host, the field cricket Gryllus rubens, on the basis of the cricket’s communication calls. Correspondingly, the auditory receptor cells are found to produce remarkably reliable spikes with a jitter of only 70µs
(Mason et al., 2001; Oshinsky and Hoy, 2002). Similar examples of such extraordinary temporal accuracy are also found in several other auditory systems (Grothe and Klump, 2000).

Such accurate responses are noteworthy especially in the light of typical neural-membrane time constants around several milliseconds. An action potential itself has a width of about one millisecond, which often leads to the naive notion that a millisecond is the smallest relevant time scale in nervous systems. We here see that at least specialized systems reach values of accuracy far below. Intracellular recordings from isolated hair cells indicate that this is accompanied by exceptionally small membrane time constants. Measuring the low-pass-filter properties of these cells in response to sinusoidal stimulation, one can deduce that time constants lie in a range from about 0.4 to 2 ms (Russell and Sellick, 1983; Geisler, 1998).

Although an accurate output often serves to encode the input with high resolution, it is important to note that resolution and accuracy need not be connected in this way, and we may indeed find one without the other. Especially for higher-level brain structures, temporal accuracy can carry information about non-temporal stimulus aspects. A well studied example is found in the hippocampus of rats where the spikes’ phase relative to internal oscillations significantly contributes to the coding of space (Jensen and Lisman, 2000). Such temporal codes may be particularly suited for solving complex recognition tasks (Hopfield, 1995).

On the other hand, high resolution may be used by neurons to read out fine structures of a stimulus, but the presence of a specific feature can still be signaled with non-accurate spikes. A simple explanation would be the occurrence of temporal jitter due to noise sources in the spike generation or propagation. The distinction between resolution and accuracy will be important when we attempt to investigate the signal-integration characteristics of a neuron on time scales smaller than that of its output accuracy.

1.4 Stimulus Integration

Acoustic stimuli are convenient for handling. With suitable loudspeakers, the signals can be well controlled in intensity and exactly timed. Conceptually, a single one-dimensional function (or time series in the discretized version) describing the sound pressure suffices to identify the stimulus – at least as long as the sound direction is held fixed. Yet, all constraints taken into account, the possibilities for different acoustic stimuli are still gigantic. An ordinary music CD, e.g., contains sound frequencies up to approximately 20 kHz. Loosely speaking, this means that a new sound pressure is produced every 25 µs. Within a small fraction of a musical piece, let us say of one millisecond length, this amounts to the possibility of choosing 40 different intensity values. Given the typical CD digitization of 16 bit, each value can be chosen from $2^{16}$ possibilities. This amounts to the astronomical number of $2^{16} 	imes 40$ (a number with more than 190 digits) possible acoustic signals in this one millisecond – so to speak merely a “moment” of music.

A neuron that encodes this piece of music, on the other hand, usually responds with only a single spike with limited temporal precision, often also in the range of one millisecond. Effectively, all the different acoustic signals are thus mapped onto just two different response symbols, “spike” or “no spike”. Intrinsic noise sources may smooth this classi-
Mechanosensitivity and lead to a description of the neural output by a single spike probability. For longer observation times, the output is even more constrained due to neural refractoriness.

It is thus clear that the dimensionality of possible signals is vastly decreased when going from the space of stimuli to that of responses. This dimensional reduction can be viewed as a stimulus integration; in order to “determine an output symbol”, e.g., a firing rate or a spike probability, the neuron needs to combine several aspects (“dimensions”) of the stimulus. At the heart of this integration process lies the question which subclasses of the vast number of possible signals are encoded “as equal”, a question to which we will return when introducing the experimental approaches for studying transduction in this work.

How can we even hope to discover suitable descriptions to handle the vastness of possible input-output relations? The reason is that, in the end, not all thinkable relations are biophysically realizable. Knowledge about the principle setup of the signal processing in sensory systems thus guides our search towards models whose constituents perform fairly simple, generic, biophysically plausible functions. In the simplest scenario, the transduction machinery might be set up to extract a single physical variable out of the signal. Identifying this variable tells us what the relevant stimulus attribute is that the neuron encodes.

1.5 Mechanosensitivity

The transduction process in auditory receptor cells is mediated by mechanosensitive ion channels. These open in response to mechanical deformations such as stretch, compression, shear, or bending. The resulting influx of ionic charge leads to a change of the electric potential across the cell membrane, usually a depolarization. Many details about the functioning of these ion channels are still lacking. In most cases, their number, conductivity, and location as well as their molecular composition remain unknown. Three principal reasons seem to be responsible for the difficulties in characterizing these ion channels. First, these channels are scarce. Apparently, very few channels per cell suffice for transduction (Hudspeth, 1989; Gillespie, 1995). Second, mechanosensory transduction is fast and immediate. No second-messenger signals are involved, which could help identify the channels (Hudspeth and Logothetis, 2000; Gillespie and Walker, 2001). Third, hearing systems are delicate and vulnerable. It is often exceedingly difficult to access the transduction sites directly without damaging essential mechanical parts and interfering with natural signal transduction.

For these reasons, indirect approaches, which deduce information about the transduction process from the stimulus-response relations of auditory nerve fibers, often constitute promising alternatives. Mathematical modeling and data-analysis tools from nonlinear-systems identification are then required to relate the observed phenomena to details of the biophysical machinery.

Recently, however, important genetic advances have led to the cloning of a mechanosensory transduction channel expressed in the sensory bristle of Drosophila (Walker et al., 2000). We may thus hope that, in the future, genetic manipulations lead to new ways for investigating the features of mechatransduction, thus complementing electrophysiological studies.
Different sensory systems rely on mechanosensitivity, e.g., hearing, balance, touch, and proprioception. The early appearance of mechanosensitivity in evolution suggests that many of these systems are genetically linked (Martinac, 2001; Martinac and Kloda, 2003). The common mechanosensory basis allows us to draw analogies between these different sensory systems, among which are the well-studied examples of the Pacinian corpuscle (Loewenstein, 1971; Horch, 1991) and of muscle stretch receptors (Proske and Gregory, 2002).

Chapter Summary:

Acoustic signals are characterized by the time course of air-pressure fluctuations and can vary on many different time scales. Analyzing the responses of auditory nerve cells is therefore naturally connected to questions concerning stimulus integration and the neural representation of time. The generation of electrical signals in auditory receptor cells is triggered by a mechanosensitive transduction process. As in many other sensory processing systems, transduction is part of a sequence of several biophysical processes that are involved in stimulus encoding.
CHAPTER 2

THE GRASSHOPPER EAR

Our model system for investigating the transduction of acoustic signals in this study is the auditory periphery in grasshoppers (Orthoptera, Acrididae). All electrophysiological recordings presented in this study were performed with migratory locusts (*Locusta migratoria* L.), an acridid grasshopper species commonly used in anatomical and electrophysiological investigations. Details of the experimental procedure applied in this study are left to Appendix A.

Several reasons make the grasshopper ear a suitable model system for studying auditory transduction. First, its anatomy is well described (Schwabe, 1906; Gray, 1960; Stephen and Bennet-Clark, 1982). Second, the experimental preparation is simple and robust and allows fairly long, reliable recordings of activity in the auditory nerve and the metathoracic ganglion, to which the receptor neurons send their axons. Third, the coupling of the cells to an ear drum suggests functional similarities with mammalian hearing; yet, the simpler mechanical structure (e.g., lack of cochlear amplification) allows more concise analyses of the basic processes. Fourth, a large background of behavioral studies on acoustic communication for different grasshopper species demonstrate the major importance of hearing for these animals and provides us with knowledge about the characteristics of behaviorally relevant sound stimuli.

This chapter provides a short description of results from behavioral studies with grasshoppers and summarizes anatomical and physiological knowledge about the grasshopper ear. Since the tympanic hearing organ appears to be highly conserved among acridid grasshoppers (see, e.g., Meyer and Elsner, 1996), we will draw on results obtained with different species. To round off the background for the present study, new experimental data are described, complementing earlier studies on temporal resolution and phase locking.

2.1 Behavioral Relevance

Hearing provides important sensory information for many grasshopper species. Similar to many other animals, grasshoppers need to recognize particular sounds and localize the corresponding sources in space, mainly in order to recognize predators and identify mating partners. The latter is most elaborate for gomphocerine grasshoppers (Acrididae,
Gomphocerinae), which use bidirectional acoustic communication (von Helversen and von Helversen, 1994). The species-specific acoustic signals are produced by moving the hindlegs across the forewings (stridulation) leading to a rhythmical sound, a “song”. If a female grasshopper has identified a song from a potential male partner, she may respond in a similar fashion – if she has identified the male as belonging to her own species and if she is willing to mate with him (von Helversen, 1972).

Behavioral studies have led to profound knowledge about those parameters in the male’s song that are most relevant for the decision by the females in some grasshopper species. The males’ songs of the gomphocerine grasshopper Chorthippus biguttulus, e.g., consist of rhythmical patterns with alternating loud and quiet parts (syllables and pauses) for a total length of 1–3 s. The syllables are around 100 ms long and the pauses around 10 ms. These two temporal parameters are primarily important for the “attractiveness” of the song, as judged by the response probability of the female, and intriguingly, it is their ratio that appears to be of major importance (von Helversen, 1972). Furthermore, the female’s response in Ch. biguttulus is suppressed if the syllables are interspersed with short gaps of about 2 ms or more (von Helversen, 1972). This corresponds to naturally occurring situations when a male grasshopper has lost a hindleg due to predators or complications during molting. We thus know from the outset that the auditory periphery must be able to reliably transmit information over time scales from few to hundreds of milliseconds.

2.2 Anatomy

Anatomical studies on insect tympanic hearing organs have a long tradition; an early cornerstone was set by Schwabe with a seminal anatomical characterization nearly 100 years ago (Schwabe, 1906). A number of studies has since led to a detailed picture of the fine structure in the grasshopper ear (Gray, 1960; Michelsen, 1971b; Stephen and Bennet-Clark, 1982; Breckow and Sippel, 1985; Jacobs and Lakes-Harlan, 1999).
The two ears of grasshoppers are located in the first abdominal segment, just above the coxa of the hindlegs, where the leg is attached at each side of the body (Fig. 2.1). The tympanum, the animal’s ear drum, is located in a small cavity and vibrates in response to incident sound as has been observed under stroboscopic illumination (Stephen and Bennet-Clark, 1982; Breckow and Sippel, 1985) and with laser interferometric measurements (Michelsen, 1971b; Michelsen, 1979; Schiolten et al., 1981). Sound signals can act on both sides of each tympanum; the space between the tympana is filled with air sacs, allowing the air pressure to pass through the animals body. In contrast to the description of ear drums in mammalian ears as pressure receivers, the grasshopper tympanum thus functions as a pressure-difference receiver (Autrum, 1940; Michelsen, 1994), at least for lower sound frequencies. This “mechanical subtraction” is an essential aspect of sound localization for insects, which due to their size have to cope with extremely small differences of intensity and arrival time between the two ears.

On the inner side of the tympanum lies the auditory ganglion, also called Müller’s organ, which contains the somata of about 60 to 80 bipolar receptor cells. As schematically depicted in Fig. 2.2, four attachment processes connect the auditory ganglion with the tympanum, each containing the dendrites from a distinct group of receptor cells. The axons of the cells leave the ganglion via the auditory nerve. They are ensheathed in glia, and Gray (1960) denotes their diameter with 0.3 to 1.5 µm for Locusta migratoria. However, more recent stainings by Jacobs and Lakes-Harlan (1999) show many axons with 2 to 3 µm in diameter and even up to 8 µm in single cases. These studies were performed on the closely related locust Schistocerca gregaria, and the picture is expected to be very
similar to that of *L. migratoria*. The axons project into the metathoracic ganglion where they branch off and connect to different types of secondary auditory neurons (Stumpner and Ronacher, 1991; Stumpner et al., 1991).

The organization of the auditory ganglion in *L. migratoria* is described in detail by Gray (1960). Together with three satellite cells and an attachment cell, each receptor cell forms a sensory unit, a *sensillum* (Fig. 2.3). The cells’ dendrites are approximately 100 µm long and enclosed by the satellite cells. A single cilium runs down most of the dendrite’s length and protrudes from its apex. The cilium is connected to the hypodermis of the tympanum via the attachment cell. A vibration of the tympanum thus leads to forces on the cilium and the apical dendrite. Whether it is compression, stretch, or twisting that is responsible for the transduction is not known, mostly because the tympanum contains folds and inhomogeneities that lead to complex local movements at the attachment site of the receptor cell (Breckow and Sippel, 1985). Furthermore, it has been shown that the auditory ganglion itself is not static during the mechanical vibration, but moves and
displays resonance properties different from those of the tympanum (Stephen and Bennet-Clark, 1982; Breckow and Sippel, 1985). As hypothesized by Michelsen (1971a,b), it appears to be the relative movement of tympanum and auditory ganglion that leads to receptor-cell activation.

2.3 Electrophysiology

When the tympanum vibrates, mechanosensory ion channels in the receptor cell’s membrane open and lead to a depolarization of the membrane potential. The mechanical structures at the ear are delicate and vulnerable, and intracellular recordings of the potentials in the soma or dendrites are difficult; hence data are scarce. Nevertheless, Hill (1983a) noted that in auditory receptor neurons of *L. migratoria* sound-induced depolarizations are composed of small unitary events, which can superimpose to yield a plateau depolarization for prolonged stimulation. He also provided evidence that already in the basal part of the dendrite spikelets of about 20 mV are formed, which trigger “full-blown” action potentials in the axon. From the cut-off frequency in the spectrum of the recorded voltage fluctuations, he deduced an order-of-magnitude approximation of 10 ms for the time constant of the receptor neurons, but the difficulties in obtaining reliable recordings and the noisy data leave ample room for alternative interpretations. Other studies, based on the analysis of spike timing in response to sinusoidally modulated stimuli, have led to estimates near 1 ms of the time over which the receptor cells integrate the stimulus (Prinz and Ronacher, 2002). To complement these studies, we will in Section 2.4 present a new investigation of integration times in locust auditory receptor neurons based on the commonly used technique of spike-triggered averages (Rieke et al., 1997).

In response to sounds of sufficient intensity, the receptor neurons produce series of action potentials. These can be reliably recorded from the axons in the auditory nerve, which is accessible without destruction of the ear’s mechanical components. Figure 2.4 shows an example of a spike train recorded from one receptor-cell axon in *L. migratoria*. The neuron fires continuously during stimulation. At the onset of a stimulus, firing rates can reach values as high as 300 to 400 Hz (at room temperature) or 500 to 600 Hz (at 30°C). Spike-frequency adaptation decreases the firing rate during the first few hundred milliseconds. Eventually, the activity settles in a steady state of tonic spiking with a maximal rate around 200 Hz (at room temperature) or 300 Hz (at 30°C).

The dependence of the firing rate on stimulus intensity is captured in the rate-intensity function. In Fig. 2.5A, an exemplary measurement of a rate-intensity function shows how the receptor cell’s activity increases with stimulus intensity in a sigmoidal fashion. Below a threshold intensity, there are virtually no spikes. Only in few cases, a small amount of spontaneous activity is observed. For high intensities, the firing rate saturates at a maximum value. The dynamic regime between threshold and saturation usually spans about 15–30 dB (Römer, 1976).

The exact shape of the rate-intensity function (its threshold, saturation level, and steepness) varies considerably between individual neurons (Römer, 1985). Measuring rate-intensity functions for many different sound frequencies from a single cell, though, reveals another general property of the receptor neurons; to good approximation, the rate-intensity functions are shifted versions of one another along the intensity axis, where
intensity is measured in the logarithmic units of sound-pressure level, dB SPL.\(^1\) This phenomenon has been reported before for *L. migratoria* by Suga (1960) and Römer (1976). A detailed example from our own measurements with frequencies spanning the whole sensitivity range of a single receptor cell can be seen in Fig. 2.5B. The generic shape of the rate-intensity functions becomes even clearer when they are shifted relative to each other so that they meet at 250 Hz firing rate (Fig. 2.5C).

The frequency-resolved sensitivity of a single receptor cell is commonly characterized by a threshold curve, i.e., the dependence of the threshold on the sound frequency. Fig. 2.5D shows the threshold curve together with curves denoting the intensities that lead to firing rates of 150 and 300 Hz. The curves are all approximately parallel to each other, which is a consequence of the generic shape of the rate-intensity functions. Instead of measuring threshold curves, the tuning characteristics of the neuron can thus also be assessed by recording such curves that lead to some fixed firing rate. This approach was followed within this thesis, usually for a fixed rate of 150 Hz; threshold curves are sometimes difficult to obtain accurately under limited recording time, as the rate-intensity functions often flatten out near the threshold and are corrupted even by small background activity (Michelsen, 1971c).

The absolute sensitivities vary between individual neurons (Römer, 1985); but generally, the receptor cells respond to sound frequencies in the range of 1 to 30 kHz and can be characterized by their frequency-tuning characteristics into two groups. *Low-frequency receptor cells* have a characteristic frequency (sound frequency of highest sensitivity) of around 5 kHz; *high-frequency receptor cells* of around 15 kHz. Using details about the location of the sensitivity maximum and the absolute sensitivity, the receptor neurons of *Locusta migratoria* and *Schistocerca gregaria* were grouped into three (Jacobs et al., 1999) or four classes (Michelsen, 1971a; Römer, 1976), which also holds for gomphocerine grasshoppers (Stumpner and Ronacher, 1991). This physiological classification can

---

\(^1\) Sound-intensity differences are commonly measured in the logarithmic dB scale; the difference in dB for two sound pressures \(A_1\) and \(A_2\) is \(\text{dB} = 20 \log_{10} A_1/A_2\). For stationary signals, \(A_1\) and \(A_2\) are taken as the root-mean-square values over the time course of the sound-pressure fluctuations. For short stimuli, we will often state the dB values corresponding to the peak pressure. All absolute values of intensity in this work are denoted in dB sound-pressure level (dB SPL), which is measured relative to a sound pressure of 20\(\mu\)Pa, the average human hearing threshold at 1 kHz.
Figure 2.5: Firing-rate responses of a locust auditory receptor cell. (A) Rate-intensity function for a 7-kHz pure tone. The observed sigmoidal shape of the rate-intensity function is typical for many sensory neurons. (B) Rate-intensity functions of the same neuron for many different pure tones between 1.25 and 28 kHz. Connected points belong to the same sound frequency. Curves further to the left correspond to frequencies where the cell is more sensitive. Although there are large differences concerning the intensity range where the individual rate-intensity functions rise from threshold to saturation, their overall shape is very similar. For example, all measured rate-intensity functions have approximately the same slope in the rising part of the curves and saturate at around the same level. (C) The same rate-intensity functions as in B, now shifted along the dB-axis such that they align at a firing rate of 250 Hz. This demonstrates the generic shape of the rate-intensity functions. (D) Curves denoting equal firing rates at different sound intensities for the same cell. The threshold curve (solid line) and the intensities corresponding to constant firing rates of 150 Hz (dashed line) and 300 Hz (dotted line) are shown for pure tones between 1.25 and 28 kHz. The three curves are approximately parallel to each other reflecting the similarity of the rate-intensity functions for different frequencies. Figure adapted from (Gollisch et al., 2002) with permission.

be identified with the morphological classification according to the four attachment sites of the auditory ganglion to the tympanum with two morphological classes showing nearly identical physiology (Jacobs et al., 1999). The receptor neurons thus obtain their tuning properties largely from the local resonance characteristics of the tympanum (Michelsen, 1971b; Schiolten et al., 1981). Information about sound frequency is therefore contained in a place code reminiscent of the one that is discussed for vertebrate ears (Zwislocki, 1991).

In auditory nerve fibers of vertebrates, spike timing is often found to lock to the phase of the carrier frequency in the sub-kiloohertz range and even up to a few kilohertz (Geisler, 1998). In grasshopper receptor cells, which are only sensitive in the kilohertz range,
phase locking has not been observed. Suga (1960) mentioned the absence of phase locking anecdotally, and Hill (1983) reported that the power spectrum of the intracellularly recorded membrane potential shows no peak at the carrier sound frequency. Data on this are scarce, though, and Section 2.4 will therefore present a new systematic investigation of phase locking in auditory receptor neurons of locusts.

The amplitude of a sound’s carrier frequency, also called the *stimulus envelope*, may be modulated in time. In contrast to the absence of phase locking, this temporal structure leaves its imprints on the pattern of spiking activity. For modulations up to several hundred hertz, the receptor cells reliably track the time course of the stimulus envelope. Linear reconstruction techniques allow to retrieve this aspect of the acoustic signal with high signal-to-noise ratio from the recorded spike trains of single locust receptor cells (Machens et al., 2001), and information rates for strongly modulated signals can reach up to 380 bits/s (Watzl et al., 2003). These high information rates partially rely on the cell’s ability to accurately lock to fast and strong rises in intensity with an accuracy down to a few hundred microseconds. It has been shown that, based on a spike-train metric, the responses of single receptor neurons can be used to discriminate between different instances of mating songs of *Ch. biguttulus* (Machens et al., 2003). Furthermore, the trial-to-trial variability of spike trains under repeated stimulation with the same acoustic signal can be captured by a generic model based on an inhomogeneous Poisson process equipped with a recovery function that incorporates the neuron’s refractoriness (Schaette et al., 2004). In order to connect these studies concerning the sound-encoding properties of the receptor neurons to the biophysical properties of the cells, one needs to study how the constituents of the auditory transduction chain influence the generation of spikes.

### 2.4 Complementary Experiments

In order to gain a better understanding of the temporal resolution of locust auditory receptor neurons, we analyzed their integration times by a standard spike-triggered-average analysis. To do so, we presented a rapidly varying acoustic signal, a 5-kHz tone whose envelope is a low-pass-filtered Gaussian white noise with a cut-off frequency of 2.5 kHz. Figure 2.6 shows an example of spike trains recorded from a single receptor neuron in response to such a stimulus. The experiment was performed while keeping the animal at a temperature of around 30°C. Sharp intensity peaks lead to reliable and precise spike timing. The spike-triggered average, Fig. 2.6D, which is calculated by averaging all stimulus sections preceding a spike (Rieke et al., 1997), shows that the spikes of this neuron in general followed high-intensity excursions that occurred around 4 to 5 ms before the spike. This tells us that the stimulus part responsible for triggering a response was generally contained in this temporal window before the spike. The integration time in this case was thus at most around 1 ms. We tested this for a few more receptor cells and generally found similar peaks of approximately 1 ms, sometimes up to 2 ms width.

However, these values can only be viewed as upper bounds for the integration time, i.e., the time span over which input is combined to contribute to the response. The true temporal window of stimulus integration could be even smaller. The spike jitter, which for the receptor neurons is also around one millisecond, smooths out any structure of the spike-triggered average below this time scale. The jitter thus limits the resolution
of this correlation method to around 1 ms. Furthermore, the limited resolution does not allow us to draw conclusions about the shape of the temporal integration window, i.e., how different stimulus parts are weighted relative to each other. The symmetrical and nearly Gaussian shape of the peak in the spike-triggered average is typical of a structure that is smoothed out by noise. We will return to the question of temporal integration in Chapter 6 and analyze it in more detail with a new experimental technique.

We now come back to the question whether spike trains in receptor neurons phase lock to the stimulus carrier frequency. To test this hypothesis systematically, we gathered the timing of many spikes to a pure tone played at constant intensity. In vertebrate auditory-nerve fibers, phase locking of spikes is usually found only for sound frequencies below a few kilohertz and more pronounced at higher sound intensities (Geisler, 1998). Furthermore, the action-potential duration of about 1 ms in the grasshopper auditory nerve makes it nearly impossible to obtain high enough precision to test for phase locking at frequencies higher than 2 kHz. For these reasons, we chose to stimulate the neurons with a sound frequency of 1 kHz, which approximately marks the lower limit of the frequency sensitivity range.
Figure 2.7: Experimental test of phase locking in a locust auditory receptor cell. (A) The acoustic stimulus was a 1-kHz tone, played for 4 s at a constant intensity of 100 dB SPL and repeated 60 times. The first 0.5 s of the responses were discarded to minimize adaptation effects; the resulting average firing rate was 90.5 Hz. A 30-ms excerpt of the stimulus is shown (top) as well as the corresponding voltage trace recorded from the axon (bottom). The data-acquisition rate was 10 kHz, and the dots on the current trace show the individual sample points. The spike times were determined as the local maxima of voltage episodes that reached a threshold of 10 mV above the baseline. The acquired times of four spikes are indicated by the bars above the voltage trace. (B) Histogram depicting the number of measured inter-spike intervals (ISIs) in bins of 0.5 ms. (C) Period histogram of spike times relative to the stimulus. The spikes were grouped in 10 bins of equal width (0.1 ms) according to the phase at which they occurred in the stimulus cycle. The total number of spikes was 19,006. (D) Period histogram of phase differences between successive spikes. The inter-spike intervals were grouped in 10 bins of 0.1 ms according to the phase difference between the two spikes. The zero bin thus captures all inter-spike intervals that are an integer multiple (up to 0.1 ms) of the 1-ms stimulus cycle. The total number of inter-spike intervals was 18,946. The gray bars in C and D denote the area where deviations from a binomial distribution are not significant at the 5% level.

For the analysis, we measured spike times with a resolution of 0.1 ms and determined their relation to the stimulus phase (Fig. 2.7A). The distribution of inter-spike intervals displays a large spread (Fig. 2.7B). Locking to the stimulus carrier frequency can be investigated with period histograms, where spikes are counted according to the phase at which
they occurred within the one-millisecond stimulus period. This is shown in Fig. 2.7C. The spikes are nearly equally distributed over all bins and thus show no preference for a particular stimulus phase. The small deviations from the mean count can be tested for significance by comparing the data to a binomial distribution with probability 0.1 for each bin. The gray area denotes the region of $m \pm 2\sigma$, where $m$ and $\sigma$ are mean and standard deviation of the binomial distribution, respectively. This corresponds very closely to the 5% significance level of deviations from the binomial distribution for a single bin. The analysis shows that the observed small differences of the counts per bin can be attributed to random fluctuations.

Figure 2.7D displays a different analysis; here the inter-spike intervals are grouped according to the phase difference between the timing of two successive spikes. Spike pairs that occur at the same stimulus phase thus contribute to the “zero” bin in the histogram. This way of investigating stimulus locking has the advantage that it is independent of slow drifts in the absolute relation between stimulus phase and spike time, which might occur if the latency of spike occurrence changes over the course of the experiment. However, this plot also shows no preference for spikes to occur at the same stimulus phase. The gray bar again denotes the 5% significance level of the deviations from the mean count.

The same general result was found for two other receptor neurons investigated under this paradigm. The picture also did not change if only a subset of the trials was included in the analysis. This was tested to minimize the possibility that phase locking is simply covered by slow changes of the neural properties during the long course of the experiment. In conclusion, we therefore find that spike timing contains no information about the phase of the carrier frequency, which is in agreement with the earlier observations presented in the previous section.

2.5 Comparison with the Mammalian Ear

Sound transduction in mammalian and insect ears conceptually involve the same sequence of processes, the coupling of the sound-pressure wave to a mechanical resonator, the gating of mechanosensitive transduction channels, the accumulation of charge in the receptor cells, and the encoding into spike trains in the auditory-nerve fibers. There exist, however, essential differences in the biophysical constitution of these basic steps.

In mammalian hearing systems, auditory receptor cells are hair cells in the organ of Corti between the basilar and the tectorial membrane of the cochlea. The cochlea itself has complex mechanical properties. Together with the ability of outer hair cells to actively produce movements (Martin and Hudspeth, 1999), this leads to nonlinear signal amplification (Eguíluz et al., 2000). This mechanism appears to be absent in insect receptor cells, although measurements of otoacoustic emissions are a sign of small nonlinear mechanical effects in locust ears (Kössl and Boyan, 1998a; Kössl and Boyan, 1998b). In hair cells, transduction currents are triggered by the relative deflections within an ordered bundle of cilia (Gillespie and Walker, 2001), whereas insect auditory receptor cells generally only have a single cilium. Furthermore, the signal transduction in the mammalian ear involves a chemical synapse between hair cells and the auditory-nerve fibers, whereas the auditory receptor cells of grasshoppers possess axons themselves, which can be found in the auditory nerve.
Despite the fact that the complete processing chain in the mammalian ear is apparently more complex, several studies suggest that mammalian and insect hearing are based on similar transduction mechanisms. Both systems, e.g., have in common that the transduction sites are exposed to an unusually potassium-rich extracellular solution (French, 1992; Thurm, 1996; Geisler, 1998), which suggests that the auditory transduction currents are generally mediated by potassium ions. Similarities in the biophysical machinery of transduction are also suggested by the discovery of related developmental pathways. The *Drosophila* gene *atonal* and its mouse homolog *Math1* are required for the development of chordotonal auditory organs in the fly and mammalian hair cells, respectively (Bermingham et al., 1999; Eberl, 1999). Furthermore, the same genetic developmental program forms the basis for the generation of sensory patches in the chick inner ear and of sensory bristles in *Drosophila* (Adam et al., 1998). It is thus natural to aim at generalizing the results obtained from specific hearing systems. In view of the above mentioned differences, however, the validity of the generalization and the limitations of their applicability to particular systems should be tested by comparative studies. For example, as mentioned earlier, auditory-nerve fibers in mammals often display phase locking of spikes to the carrier frequency, whereas in grasshoppers they do not. For high-frequency signals above a few kilohertz, though, mammalian auditory nerve-nerve fibers also do not phase lock, and a comparison of methods and results may therefore focus on this stimulus regime.

**Chapter Summary:**

The model system in this study of the transduction of acoustic signals is the auditory periphery of grasshoppers. This system combines detailed knowledge about the behavioral relevance of specific sound signals, well characterized anatomy, and accessibility for electrophysiological recordings. A spike-triggered-average analysis showed that the integration times of auditory receptor cells are presumably smaller than 1 ms, and the spike times show no trace of phase locking to the stimulus carrier frequency. The common evolutionary and developmental background of different mechanosensory and auditory systems suggests that insight gained in a particular system may contribute to a general understanding of auditory transduction.
Auditory receptor neurons encode the incoming sound into a series of action potentials. From a signal-processing perspective, this encoding corresponds to a nonlinear operation performed on the acoustic input. The individual components of this operation define the functional modules of the auditory transduction chain. In order to identify and characterize the modules from experimental data, we require a suitable conceptual framework. In this chapter, we will therefore shortly review selected aspects of nonlinear systems analysis (Marmarelis and Marmarelis, 1978), which provides a set of modeling approaches and corresponding analysis tools to tackle similar systems identification tasks.

3.1 Survey of Principle Approaches

A primary focus of nonlinear systems analysis is to find a model of the system’s input-output relation. For establishing this relation, one relies on sample sets of input and output, and if this is indeed the only available information about the system, the analysis has a black-box characteristic. In some cases, on the other hand, prior knowledge about the system’s basic structure, e.g., its biophysical composition, may guide the setup of a model framework, in which case one may speak of a gray-box approach. Depending on how such prior knowledge is included, the models can conceptually be classified. Following Billings (1980) as well as Korenberg and Hunter (1986), we discuss three principal approaches to the identification of nonlinear systems.

1) The functional series approach, also called nonparametric kernel approach, is a true black-box technique. The input-output relation is approximated by a functional expansion with terms of increasingly higher order. The most basic form of this expansion is the Volterra series, which relates the system’s input $s(t)$ to its output $r(t)$ by a baseline output $r_0$ and input-dependent convolution integrals containing nonlinear kernels $h_n(\tau_1,\ldots,\tau_n)$:

$$r(t) = r_0 + \sum_{n=1}^{N} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} h_n(\tau_1,\ldots,\tau_n) \prod_{i=1}^{n} s(t - \tau_i) d\tau_i. \quad (3.1)$$

Here, $N$ defines the order of the approximation. In application, one often finds a variant of this expansion, the Wiener series, which differs slightly in the composition of the
expansion terms. Well-established experimental techniques estimate the expansion terms successively from increasingly higher-order correlations between the output and random input signals. The advantage of this approach lies in its independence of assumptions about the mechanisms, but it works well only for low-order nonlinearities and often requires huge amounts of data measured under stationary conditions.

2) In the parametric approach, the functional dependence of the system’s output on the history of inputs and previous outputs (and possibly noise terms) is captured in a suitable parametrization. For example, in the NARMAX approach (Nonlinear AutoRegressive Moving Average model with eXogenous inputs), the relation between time series of inputs $s_k$, outputs $r_k$, and unobservable noise $e_k$ is given by the general form

$$r_k = F(r_{k-1}, \ldots, r_{k-m}, s_k, \ldots, s_{k-n}, e_{k-1}, \ldots, e_{k-l}) + e_k,$$

where $m$, $n$, and $l$ stand for the maximum lags of the corresponding time series (Aguirre and Billings, 1995; Billings and Chen, 1998). The nonlinearity $F(\cdot)$ is typically chosen to take a polynomial or rational form, or a particular $F(\cdot)$ may be suggested by prior knowledge about the system’s structure. General techniques exist that estimate the parameters based on prediction error algorithms for random inputs. The dependence on an explicit parametrization is the advantage as well as the disadvantage of this approach. While allowing to model special types of nonlinearities that may be particularly suited for a given system, the search for a suitable functional form generally relies on intuition, trial-and-error, and luck. Furthermore, for nonlinearities with many parameters and long lags of the system, the computational load of the method quickly increases, thus limiting the applicability.

3) The block-oriented or cascade-model approach explicitly assumes that the input-output function is composed of standard building blocks that operate in sequence. The individual constituents of the sequence perform simple standard operations, which are often restricted to temporal linear filters and static nonlinear transformations. Combining such functional modules leads to a multitude of different model classes with increasing complexity. For sequences containing only one nonlinearity, generic methods exist to identify the individual components directly from input-output correlations in response to random stimuli (Korenberg and Hunter, 1986; Hunter and Korenberg, 1986). As a gray-box approach, the applicability of cascade models relies heavily on prior knowledge about the structure of the processing chain, e.g., from anatomical studies in biology. On the other hand, this direct connection of the functional modules to the biophysical substrate allows straightforward interpretation of the measured model characteristics unmatched by the previous two, more abstract approaches. For this reason, cascade models seem particularly suited for modeling transduction chains where the correspondence of the functional modules with the individual steps of the biophysical sequence may often be directly established. Let us therefore take a closer look at the details of this approach.

### 3.2 Nonlinear Cascade Models

The typical building blocks of cascade models are temporal linear filters and static nonlinear transformations. Consider a stimulus given by a one-dimensional time-dependent
variable \( s(t) \), e.g., the sound-pressure of an acoustic signal. The response \( r(t) \) may generally also be time dependent. The effect of a linear filter is then given by the convolution integral

\[
r(t) = \int_{-\infty}^{\infty} d\tau \ k(\tau) \cdot s(t - \tau),
\]

(3.3)

where \( k(\tau) \) is the kernel that characterizes the filter. An important aspect of this filter operation is that it mixes stimulus contributions from different time points to determine the output \( r(t) \). Such a filter is sometimes also referred to as *dynamic linear filter*. In order to guarantee that the response is only influenced by previous stimulus parts, not by future ones, the kernel must satisfy a causality condition, i.e., \( k(\tau) = 0 \) for \( \tau < 0 \). The lower limit of the integral in Eq. (3.3) can then be set to 0. For future use, let us add that an analogous formula describes the linear filter if the input signal is not given as a time-dependent function, but as a discrete set of values \( s_n \). The response \( r_m \), which may denote the response at a certain time point \( t_m \), then simply follows from the convolution

\[
r_m = \sum_{n=1}^{N} k_n \cdot s_{m-n},
\]

(3.4)

where the \( k_n, n = 1 \ldots N \), denote the components of a filter with length \( N \). If we are only interested in a single response component \( r = r_0 \), we can simplify the notation by setting \( m = 0 \) and substituting \( s_n \) for \( s_{-n} \). We thus formally obtain a scalar product of two vectors \( \vec{s} = (s_1, \ldots, s_N) \) and \( \vec{k} = (k_1, \ldots, k_N) \),

\[
r = \vec{k} \cdot \vec{s} = \sum_{n=1}^{N} k_n \cdot s_n.
\]

(3.5)

A static nonlinear transformation, on the other hand, is defined by

\[
r(t) = g \left( s(t) \right),
\]

(3.6)

where \( g(\cdot) \) stands for some one-dimensional nonlinear function. Since the response \( r(t) \) depends only on the stimulus \( s(t) \) at a single point in time, the transformation is called an *instantaneous* or *static transformation*.

By putting these model building blocks in sequence, an arbitrarily large variety of different models can be created. A special case, e.g., is the Wiener system (not to be confused with the Wiener series of the previous section), which consists of a temporal linear filter followed by a static nonlinearity, also known as *LN cascade* (Hunter and Korenberg, 1986). The general form of a Wiener system is thus

\[
r(t) = g \left( \int_{-\infty}^{\infty} d\tau \ k(\tau) \cdot s(t - \tau) \right).
\]

(3.7)

Another example, which has found similar interest in the literature, is the Hammerstein system (Hunter and Korenberg, 1986), an *NL cascade* of the form

\[
r(t) = \int_{-\infty}^{\infty} d\tau \ k(\tau) \cdot g \left( s(t - \tau) \right).
\]

(3.8)
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A

\[ s(t) \xrightarrow{} k(\tau) \xrightarrow{} g(\cdot) \xrightarrow{} r(t) \]

B

\[ s(t) \xrightarrow{} g(\cdot) \xrightarrow{} k(\tau) \xrightarrow{} r(t) \]

C

\[ s(t) \xrightarrow{} k_1(\tau) \xrightarrow{} g(\cdot) \xrightarrow{} k_2(\tau) \xrightarrow{} r(t) \]

Figure 3.1: Diagrams of cascade models. (A) Wiener system. The convolution with the linear filter \( k(\tau) \) is followed by a nonlinear transformation \( g(\cdot) \). (B) Hammerstein system. The nonlinear transformation \( g(\cdot) \) is followed by a convolution with the linear filter \( k(\tau) \). (C) General LNL cascade. The single nonlinear transformation \( g(\cdot) \) is sandwiched between two convolution integrals with linear filters \( k_1(\tau) \) and \( k_2(\tau) \).

Most systematic approaches for matching data to cascade models deal with systems that contain (at most) one nonlinear transformation. The general form of such a cascade is a generalization of Wiener and Hammerstein systems, an LNL cascade, which contains two linear filters \( k_1(\tau_1) \) and \( k_2(\tau_2) \) and a static nonlinearity \( g(\cdot) \):

\[
 r(t) = \int_{-\infty}^{\infty} d\tau_2 \ k_2(\tau_2) \cdot g \left[ \int_{-\infty}^{\infty} d\tau_1 \ k_1(\tau_1) \cdot s(t - \tau_1 - \tau_2) \right]. \tag{3.9}
\]

These three model structures are schematically depicted in Fig. 3.1. One of the first attempts to identify a physiological system that could be approximated by an LNL cascade was the investigation of the primary visual pathway, comprising receptor cells, bipolar cells, and ganglion cells (Spekreijse, 1969; Spekreijse and Oosting, 1970; Marmarelis and Naka, 1972). Korenberg (1973b) later developed general methods to extract the individual components of LNL cascades from cross correlations in white-noise experiments and also developed theoretical techniques to determine the linear filters of higher-order cascades from the kernels of a Volterra expansion (Korenberg, 1973a). As discussed earlier, however, the determination of the Volterra kernels requires large amounts of experimental data, and the experimental application of this approach for higher-order cascades is usually not feasible.

In neuroscience, Wiener systems have found wide applications for modeling single-cell properties. The linear integration is reminiscent of the summation of synaptic currents in a neuron, and the nonlinear transformation may capture the properties of spike generation transforming the currents into firing rates or spike probabilities (Chichilnisky, 2001). The discussion of Wiener systems brings us back to the question of stimulus integration in Section 1.4. Here, the stimulus space is defined by the set of stimulus values at all previous points in time. Stimulus integration manifests itself in the convolution integral of Eq. (3.3) or the summation of Eq. (3.4), respectively. The equations can be viewed as
projections of the high dimensional stimulus $s$ onto the kernel $k$; all stimulus components in directions orthogonal to $k$ are suppressed. The kernel $k$ thus marks the single \textit{relevant direction in stimulus space}. The non-zero components of the kernel can be interpreted as the neuron’s \textit{receptive field}.

Several studies explicitly deal with the development of techniques that match Wiener systems to electrophysiological data from single neurons. A prevalent technique is the measurement of spike-triggered averages in response to Gaussian white-noise signals (Rieke et al., 1997; Chichilnisky, 2001). In a slightly more elaborate analysis, the measurement of spike-triggered covariance yields multiple linear filters corresponding to different relevant dimensions of stimulus space (Schwartz et al., 2002; Touryan et al., 2002; Bialek and de Ruyter van Steveninck, 1998). A newly developed information-theoretic technique (Sharpee et al., 2004), which allows the extraction of relevant stimulus directions from experiments with non-Gaussian signals, e.g., natural stimuli, is also based on a Wiener-system model. An interesting extension to the studies based on Wiener and Hammerstein models was introduced by an investigation of fly photoreceptor cells (French et al., 1993); from the system’s Volterra kernels, which were experimentally determined by a correlation analysis, it was deduced that an NLN cascade captures the cells’ input-output relation.

Let us note that the temporal resolution of all these approaches based on correlation analyses is generally limited by the jitter of the output signal, i.e., the spike jitter. The reason is that in order to deduce the contribution of a specific stimulus feature to producing the response, a fixed temporal relation is required between the feature and the response. Spike jitter washes out this relation. This fact obstructs the straight-forward application of these standard techniques to fast processing sequences such as auditory transduction, where the relevant processing time scales are of the same order of magnitude as the temporal jitter of the output or even shorter.

\textbf{Chapter Summary:}

A primary goal in nonlinear systems theory is to accurately capture a system’s input-output relation by a functional model description. Depending on how prior knowledge about the system’s structure is included in the applied model framework, different principal approaches to estimate this relation can be distinguished. For systems known to involve sequential processing chains, cascade models form a suitable framework to analyze the system in a “gray-box” approach. General methods to identify cascade models focus on model structures with at most one nonlinear transformation. The techniques are commonly based on correlation analyses, whose temporal resolution is limited by the jitter of the output.
As seen in the previous chapter, cascade models form a suitable model framework for investigating processing sequences such as the auditory transduction chain. However, many of the analysis tools for cascade models provided by nonlinear systems theory are limited to cascades with only one nonlinear transformation and are plagued by limited temporal resolution if the system’s output is jittered by noise.

Both these aspects are severe limitations for applying these methods to the auditory transduction chain. For this system, we can easily make out two potentially nonlinear transformations, the gating of the transduction channels by the mechanical vibration as well as the process of spike generation. Furthermore, the involved biophysical processes are fast and act on similar time scales as the output jitter as seen by the simple spike-triggered-average analysis in Section 2.4. To overcome these limitations, a new methodological framework is presented in this chapter. It is aimed at analyzing cascade models that may contain two nonlinear transformations, and it is not based on analyzing temporal correlations of input and output and may thus reach a considerably higher resolution. Particular aspects of this methodology have also been emphasized in (Gollisch and Herz, 2003a;b).

4.1 IRS – Iso-Response Sets

The key ingredient of the approach presented in this chapter is to experimentally identify sets of different stimuli that cause the same response. These iso-response sets (IRS) are subsets of the stimulus space and characterize the invariances of the system. As we have already seen in the discussion of stimulus integration (Section 1.4), the high dimensionality of the input space lets us expect that such invariances exist and that we will generally be able to find many stimuli leading to the same response.

The measurement of iso-response sets in itself is not new; such concepts are commonly used in electrophysiological investigations by measuring threshold curves (Evans, 1975), i.e., sets of stimuli that yield a minimal response, and in psychophysics by applying equivalence criteria (Jameson and Hurvich, 1972), i.e., determining stimuli that share some perceptual component such as brightness or loudness. We here extend these methods by explicitly combining them with the cascade-model framework.
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Figure 4.1: NLN cascade. The multi-dimensional signal \( \vec{s} \) is transformed by the nonlinearity \( h(\cdot) \), subsequently integrated by scalar multiplication with the filter \( \vec{k} \), and finally transformed by \( g(\cdot) \) into the one-dimensional response \( r \).

Let us investigate a simple example system to see how iso-response sets can be used in analyzing cascade models. Consider a stimulus with \( N \) components \( s_1, s_2, \ldots, s_N \). The components could represent a time series, sampled from a stimulus \( s(t) \), \( s_n = s(t_n) \); alternatively the components could represent the spatial distribution of a stimulus (such as the intensity of light on a screen) or different stimulus features (such as the molecular concentrations in a composite odor). In fact, any division of the stimulus into individual components suffices to define such a stimulus space. For notational simplicity, the stimulus can be written as a vector \( \vec{s} = (s_1, s_2, \ldots, s_N) \).

In the simplest case, the response is given by a one-dimensional output variable \( r \), e.g., a firing rate or a spiking probability of a single neuron. A simple way to model the reduction from the \( N \)-dimensional stimulus \( \vec{s} \) to the one-dimensional response \( r \) is the application of a linear filter \( \vec{k} = (k_1, k_2, \ldots, k_N) \), which yields the scalar product

\[
\vec{k} \cdot \vec{s} = \sum_{n=1}^{N} k_n s_n. \tag{4.1}
\]

As in the previous chapter, the filter \( \vec{k} \) determines the characteristics of stimulus integration by defining the relevant direction in stimulus space. Adding an output nonlinearity \( g(\cdot) \), we obtain a Wiener system or LN cascade,

\[
r = g(\vec{k} \cdot \vec{s}). \tag{4.2}
\]

Such systems are often used to model single-cell behavior (see Chapter 3), and their components can be identified by standard correlation methods such as spike-triggered average (Chichilnisky, 2001). The latter is not true any longer if one allows for an additional input nonlinearity \( h(\cdot) \),

\[
r = g(\vec{k} \cdot h(\vec{s})), \tag{4.3}
\]

where \( h(\cdot) \) acts on the individual components of \( \vec{s} \),

\[
h(\vec{s}) = (h(s_1), h(s_2), \ldots). \tag{4.4}
\]

This can be viewed as a redefinition of the stimulus variable, e.g., a nonlinear change of units. In fact, there may be no reason to assume \textit{a priori} that the system actually integrates over the stimulus variable \( \vec{s} \) that is handled by the experimenter, and not some transform \( h(\vec{s}) \) of it. We can thus give the following interpretation for the building blocks that lead to Eq. 4.3: The input nonlinearity \( h(\cdot) \) determines “what” the system integrates, whereas the filter \( \vec{k} \) determines “how” this integration is performed (Gollisch and Herz, 2003c);
the output nonlinearity \( g(\cdot) \), on the other hand, can be viewed as a mere recoding of the integration result. The full model of Eq. (4.3) is an NLN cascade, which explicitly contains two nonlinear transformations, as shown in Fig. 4.1.

Figure 4.2 exemplifies the effect of an input nonlinearity. Two models with just two input components \( s_1 \) and \( s_2 \) are compared. The first model is an LN cascade, the second contains an additional quadratic nonlinearity. The output nonlinearities are \( g(x) = \tanh(x) \) for the first model and \( g(x) = \tanh(\sqrt{x}) \) for the second. The two models thus read

\[
\begin{align*}
1) \quad r(s_1, s_2) &= \tanh(s_1 + s_2), \\
2) \quad r(s_1, s_2) &= \tanh(\sqrt{s_1^2 + s_2^2}).
\end{align*}
\] (4.5) (4.6)

If there is only a single input component, e.g., if \( s_2 = 0 \), the square root cancels the square of the input nonlinearity so that the response curves \( r(s_1) \) are identical for both models. Measuring such one-dimensional response functions is thus not sufficient to test for input nonlinearities.

The question how such nonlinearities can be directly determined is answered by viewing the projections of the contour lines below the response surfaces. The contour lines of
the first model are straight lines, those of the second model are segments of circles. These lines thus contain clear signatures of the relevant variable on which the linear filter (in this case the simple summation) operates. Tracing out such contour lines experimentally by measuring iso-response sets is thus suited to identify input nonlinearities.

The reason why IRS are so sensitive to input nonlinearities lies in their independence of the output nonlinearity. Assume that we measure the IRS for a response $\bar{r}$ for which the output nonlinearity $g(\cdot)$ is injective, i.e., there exists a unique $x$ so that $g(x) = \bar{r}$. The output nonlinearity $g(\cdot)$ then acts on all stimuli within the IRS in the same way. In other words, the iso-response condition $g(\vec{k} \cdot h(\vec{s})) = g(\vec{k} \cdot h(\vec{s}^*))$ for two stimuli $\vec{s}$ and $\vec{s}^*$ in the IRS directly implies $\vec{k} \cdot h(\vec{s}) = \vec{k} \cdot h(\vec{s}^*)$. This equation determines the composition of the IRS independently of $g(\cdot)$. If the output nonlinearity is not injective for the measured response, the IRS may contain several branches corresponding to different values of $\vec{k} \cdot h(\vec{s})$. This may complicate the interpretation, but does not preclude it, as long as these branches are distinct in stimulus space. On the other hand, if $g(\cdot)$ maps large regions onto the same value, such as onto the value zero if $g(\cdot)$ contains a threshold rectification, then such values are apparently not suited to identify input nonlinearities.

To apply such an analysis in an experimental situation, we therefore need to determine different stimuli that lead to the same response. A typical way how this can be achieved is to fix all but one degree of freedom of a stimulus and tune the remaining free parameter until the desired response is reached. This free parameter defines the direction of search for iso-response stimuli. Efficiency of the experiment is vastly increased if online analysis of the responses and direct feedback to the stimulus generation are possible. In situations where the response depends monotonically on the free parameter at least over a fairly large range, simple algorithms such as interval bisection or gradient descent should suffice. How this is applied in practice to experimental data is shown in Chapter 5. In the next two sections, we will investigate two extensions of IRS measurements.

### 4.2 CIRS – Comparison of Iso-Response Stimuli

After having analyzed an input nonlinearity in the previous section, we now focus on the involved linear filters of a cascade. The fact that each stimulus in an IRS leads to the same response directly translates into a set of equations that can be used to extract model parameters such as the filter components. Consider again the NLN cascade introduced in Section 4.1 and assume that the input nonlinearity $h(\cdot)$ has been successfully identified by observing the shape of a particular measured iso-response set. Assume further for simplicity that the output nonlinearity $g(\cdot)$ is injective. For two stimuli $\vec{s}^{(1)}$ and $\vec{s}^{(2)}$ within the IRS, the iso-response condition then yields

$$\vec{k} \cdot h(\vec{s}^{(1)}) = \vec{k} \cdot h(\vec{s}^{(2)}).$$

This equation constrains one degree of freedom for the filter $\vec{k}$, and by including further stimuli from the IRS, $\vec{k}$ can be completely determined. Essentially, this amounts to a quantitative comparison of the parameters of different iso-response stimuli. As shown in the following, comparing the measurements for $N$ stimuli of the IRS is, in fact, sufficient to determine $\vec{k}$ up to a multiplicative constant. We can formalize the procedure for
determining $\bar{k}$ by writing the equations in matrix form

$$H \cdot \bar{k} = c \cdot \bar{1},$$  \hspace{1cm} (4.8)

where $\bar{1}$ is the vector $(1, 1, \ldots, 1)$, $c$ is the undetermined value of $\bar{k} \cdot h(\bar{s})$ within the IRS, and $H$ is the matrix with components $H_{mn} = h(s_n^{(m)})$ obtained from the $n$-th component of the $m$-th stimulus in the IRS; $m, n = 1 \ldots N$. The free parameter $c$ could in principle be absorbed into the definition of either $h(\cdot)$, $\bar{k}$, or $g(\cdot)$. In the analysis of the LNLN cascade in Chapter 6, however, it will reappear as a significant model parameter. If the matrix $H$ has full rank, i.e., the inverse $H^{-1}$ exists, Eq. (4.8) can be solved for $\bar{k}$. Whether this is the case need not be a question of luck; it can be achieved by restricting the search of iso-response stimuli to particular directions which are independent in the transformed stimulus space, i.e., in the space spanned by the components $h(s_n)$. An example of such a choice of the search directions leading to a system of equations with simple solutions is presented in Chapter 6.

Note that mathematically the simplest solution is to perform measurements with single stimulus components, i.e., where always a different $s_n$ is the only non-zero component of the stimulus. Practically, though, this may often not be possible. For example, such extremely “peaked” stimuli may be difficult to generate. More fundamentally, it may not be possible to achieve the required output with specific single components. For example, if the IRS for a neural system is defined by the occurrence of a spike in a certain time window after the stimulus, an early single intensity peak may already lead to a spike before the end of the stimulus and cause the neuron to go into refractoriness.

The experimental acquisition of suitable data for applying the CIRS method will be detailed in Chapter 6. In this chapter, the method will be used to dissect an LNLN cascade and to extract the components of two linear filters. The slightly more complicated calculation in this particular situation is based on the same generic idea as presented here.

### 4.3 DIRS – Disequilibrating Iso-Response Stimuli

Let us now turn to a method that takes iso-response stimuli in a steady state as a starting point and disequilibrates the dynamic processes in the system by “jumping” from one such stimulus to another. Imagine, e.g., that we have identified two stimuli for which the steady-state firing rates are equal. The fact that the system’s final output is the same does not mean that all sub-processes take on the same equilibrium states for both stimuli. In fact, they may even have to take on different states in order to compensate different levels of external input. If a process has different equilibrium states for the stimuli, switching between the stimuli will disequilibrate the system until all processes have regained a (possibly new) steady state. Although the final steady-state level of the output is the same as before the stimulus switch (if no hysteresis effects are present), the deviations from equilibrium right after the switch can be used to assess characteristics of the involved sub-processes.

Let us make the scenario discussed above more concrete. The described situation occurs if a neuron contains different adaptation processes that depend on the neuron’s input and output, respectively. To illustrate how disequilibrating iso-response stimuli can
be used to analyze such a system, we investigate a minimal model that contains input-driven as well as output-driven adaptation. In the model, the output activity (firing rate $R$) is a function of the input intensity $I$ and two adaptation components $A_R$ and $A_I$. As it has recently been shown that many different types of adaptation can phenomenologically be captured by subtractive contributions to the input current (Benda and Herz, 2003), we describe the model by the following three equations,

\[
R = g(k \cdot I - A_R - A_I),
\]

\[
\tau_R \frac{dA_R}{dt} = A_{R,\infty}(R) - A_R,
\]

\[
\tau_I \frac{dA_I}{dt} = A_{I,\infty}(I) - A_I.
\]

The function $g(\cdot)$ describes the neuron’s tuning curve and may include rectification and saturation. $k$ incorporates the neuron’s tuning, i.e., its preference for a particular type of stimuli (such as certain sound frequencies or spatial locations of a visual stimulus) independent of the intensity; if the neuron is more sensitive to a particular stimulus, $k$ will be larger. $A_R$ and $A_I$ are two adaptation components. They have a subtractive influence on the input $I$. However, this is not essential for the following discussion; different relations, such as divisive effects, lead to a very similar behavior of the model. $dA_R/dt$ and $dA_I/dt$ symbolize the temporal derivatives of $A_R$ and $A_I$, respectively, leading to first-order differential equations that capture the build-up and decay of adaptation. Note that in this minimal model $R$ is not given by a differential equation, but by an instantaneous function of $I$, $A_R$, and $A_I$. This can be viewed as a quasistatic approximation, which is valid if the time constants of adaptation, $\tau_R$ and $\tau_I$, are considerably longer than those governing the dynamics of $R$, e.g., cell-membrane or synaptic time constants (cf. Shriki et al., 2003).

The important difference between $A_R$ and $A_I$ is that the saturation values $A_{R,\infty}$ and $A_{I,\infty}$ depend on the firing rate $R$, the neuron’s output, and on the intensity $I$, the neuron’s input, respectively. Without losing its essential features, the above general model can be solved analytically by assuming that the input-output relation $g(x)$, and the dependences of the adaptation components on $R$ and $I$ are all linear. The solutions provide insight into the dynamic behavior of the two different adaptation components. For $g(x) = x$, $A_{R,\infty}(R) = \alpha \cdot R$, and $A_{I,\infty}(I) = \beta \cdot I$, with $\alpha$ and $\beta$ proportionality constants, the mathematical solution is given in Appendix B and shown graphically in Fig. 4.3.

The adaptation terms $A_R$ and $A_I$ have similar effects for constant stimuli. Both tend to decrease the firing rate over time until a steady state is reached. Since input intensity $I$ and output firing rate $R$ are usually tightly coupled (for higher intensity, the firing rate is also higher), both processes tend to work in the same direction. If the time constants $\tau_R$ and $\tau_I$ are also similar, the two types of adaptation will be hard to distinguish. But for a biophysical interpretation or for understanding the response to dynamic, fluctuating stimulation, such a distinction will be important. How can we test, e.g., if an input-driven adaptation component such as $A_I$ is present?

Two stimuli for which the neuron has different sensitivity (here modeled by using values $k_x = 1$ and $k_y = 0.5$) can elicit the same steady-state firing rate if the intensities are tuned accordingly (Fig. 4.3A). Although the contribution of $A_I$ to the total adaptation is
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Figure 4.3: Dynamics of a minimal neuron model containing input-driven and output-driven adaptation. The firing rates and adaptation components are calculated according to the model introduced in the main text (solutions can be found in Appendix B) with time constants $\tau_R = 50\,\text{ms}$, $\tau_I = 150\,\text{ms}$ and constants $\alpha = 0.5$, $\beta = 0.1$. Two stimuli $x$ and $y$ were used for which the model had different sensitivities given by $k_x = 1$ and $k_y = 0.5$. (A) Firing rates $R_x$ and $R_y$ for the two stimuli under constant stimulation. The two intensities are chosen such that the firing rates in the steady state are the same for both stimuli ($I_x = 1$ and $I_y = 2.25$ according to the steady-state equations in Appendix B). The initial firing-rate transients following stimulus onset reveal slight differences between the two curves. (B) Firing rate $R$ and the two adaptation components $A_R$ and $A_I$ for a stimulation where the stimulus is switched from $x$ to $y$ at time $t = 1\,\text{s}$. $A_I$ approaches its new equilibrium value towards the end of the observation time, whereas $A_R$ only features a slight upward excursion as a secondary effect. The firing rate shows a pronounced upward deflection following the switch that can be used to characterize the dynamic properties of the adaptation component $A_I$. The thick gray curves underlying the firing rate are exponential fits to the data leading to time constants of $53\,\text{ms}$ following stimulus onset and $118\,\text{ms}$ after the switch. (C) Same as B, but at time $t = 1\,\text{s}$, the stimulus is switched in the other direction, from $y$ to $x$. Consequently, the deflection of the firing rate is in the downward direction. The time constants obtained from the exponential fits are $71\,\text{ms}$ following stimulus onset and $118\,\text{ms}$ following the switch.

quite different in the two cases due to the difference in intensity, the time courses of the firing rates are very similar. When we include a switch between these iso-response stimuli, however, the $A_I$ component is suddenly disequilibrated, as $I$ takes on a different value. While $A_I$ subsequently approaches its new equilibrium value, the firing rate reacts with a transient upward or downward deflection (Fig. 4.3B and C). Due to this temporary change of the firing rate, the adaptation component $A_R$ also shows a small transient deflection and then resumes its original steady-state value. This is, however, a secondary effect; no deflection of $A_R$ or $R$ would occur without the component $A_I$.

The upward or downward deflection of the firing rate following switches between iso-response stimuli can be used to identify an input-driven adaptation component $A_I$. Its particular features, such as strength and time constant, can also be characterized. At the switch, the response transient is mostly determined by the dynamics of $A_I$, since $A_R$ stays near its equilibrium point all the time. Note, however, that we also see from the model that the small secondary response of $A_R$ does not allow a complete separation of the two adaptation processes. In the model, we used time constants $\tau_R = 50\,\text{ms}$ and $\tau_I = 150\,\text{ms}$. From exponential fits of the firing-rate transients following onset and switch, we obtained time constants of $53\,\text{ms}$ and $71\,\text{ms}$ for the two stimulus onsets indicating that initially the faster and stronger adaptation component $A_R$ dominates. Following the switch, we find a time constant of $118\,\text{ms}$ in both cases, which still reflects the mixture of the two processes.
However, $A_R$ stays near enough to its equilibrium value that the longer time constant $\tau_I$ is revealed and an order-of-magnitude estimate of $\tau_I$ is possible.

Experimentally, the DIRS method requires accurate tuning of the steady-state response so that the identified stimuli indeed share the same equilibrium states of the output-driven processes. In the experimental situation, this tuning, of course, relies on noisy data and will therefore never be perfect. An important aspect of the method is thus to develop an understanding of how inaccuracies in the tuning affect the deflections of the response induced by the switch. Chapter 8 contains a detailed experimental study based on the DIRS method where these issues regarding the tuning of stimuli are discussed.

### 4.4 Conceptual Discussion

The ideas that have been presented in this chapter are based on the ability to determine stimuli causing a predefined response. This requires that the more traditional perspective – a fixed stimulus is set and the resulting response measured – is given up and instead the response is pre-set and the required stimulus is extracted from the measurements. To apply this concept efficiently in an experimental setting, control of the stimulus generator by feedback from the recorded response may be necessary. This includes efficient and reliable tools for automatic online analysis of the response and suitable algorithms for fast tuning of the stimulus. The increasing use of ever-growing computer resources in the laboratory could provide the basis for speedy tracking of more and more complex iso-response sets.

As stated earlier, the measurement of iso-response stimuli in itself is not entirely new, as it is commonly used to measure tuning curves and assess psychophysical performance. Interesting analogies with our framework are also found by comparing it to the technique of *silent substitution* (Estévez and Spekreijse, 1982). Here, the spectral composition of a visual stimulus is varied systematically such that the resulting stimuli always lead to the same activity of one (or more) receptor types in the retina. Fluctuations in visually evoked potentials can then be interpreted as being caused by the remaining receptors. In this case, though, the iso-activity regions of the receptors are not explored, but must be accurately known beforehand.

### Chapter Summary:

General methods to identify and characterize cascade models so far only exist for specific, fairly simple model structures and are usually limited in temporal resolution. The experimental extraction of iso-response sets in stimulus space, as introduced in this chapter, can help overcome these limitations. The structure of iso-response sets may be directly used to identify an input nonlinearity and separate it from a second nonlinear transformation in the final output step. Extending this concept by quantitatively comparing iso-response stimuli, one can also determine the characteristics of linear filters that are part of a cascade with two nonlinearities. Finally, different dynamic processes in the system can be separated into input-driven and output-driven components by disequilibrating iso-response stimuli, i.e., by switching between different stimuli that have the same steady-state response.
Auditory receptor cells pick up sound. In a loosely spoken sense, their activity reflects “how loud” a sound is. Can we make this statement more precise? To do so, we must ask what it means for the cell that a sound is “loud”. In a way, a receptor cell is a measuring device. When we measure, e.g., “how much electricity” flows through a cable, we do so with specific measuring devices that pick up the voltage along the cable, or the current that flows through it, or possibly the power that is dissipated along the cable. We know which quantity we measure because we (or someone else who handed the information to us) built the measuring device in a specific way to do just this. In order to understand the read-out of the device, it is essential to know which component of electricity is measured.

Similarly for the receptor cell, we must find out which component of sound is measured in order to understand its read-out, i.e., its firing pattern. This question lies at the center of investigating spectral integration. If we can identify how the cell integrates the intensities of different frequency bands in a stationary sound signal, we can determine the relevant stimulus attribute of the sound pressure wave. To do so, we measure iso-response sets of stimuli with different spectral components and compare them with several hypotheses about what in the sound is picked up by the receptor cell.¹

### 5.1 Relevant Stimulus Attribute

The question of the appropriate measure of auditory stimuli has a long tradition. It has mainly been investigated, though, in connection to temporal integration, i.e., how stimulus intensities are combined over time. Several psycho-acoustic studies have analyzed intensity-duration trade-offs in sound perception. The results mostly suggest that the stimulus energy is the crucial variable (Garner, 1947; Plomp and Bouman, 1959; Zwislocki, 1965; Florentine et al., 1988). However, the long time constants required to fit the data (several hundred milliseconds) are difficult to reconcile with the high temporal resolution of the auditory system. This has been expressed in the resolution-integration paradox (de Boer, 1985). In electrophysiology, a recent investigation of first-spike latencies in mammalian auditory-nerve fibers finds the time-integrated pressure as the decisive stimulus attribute (Heil and Neubauer, 2001). In insect auditory receptor cells, on the other

¹This chapter is based on (Gollisch et al., 2002).
hand, the differences between thresholds for one- and two-click stimuli and intensity-duration trade-offs have been investigated and found to be consistent with temporal energy integration (Tougaard, 1996; Tougaard, 1998).

If one aims at drawing conclusions about the auditory transduction process, care must be taken in the interpretation of temporal-integration phenomena because several other biophysical processes, such as internal calcium dynamics and spike generation, are involved besides the primary signal transduction. Spectral integration, on the other hand, depends, at least for high-frequency sounds, almost exclusively on the mechanosensory transduction process; any fluctuations on the several-kilohertz scale that were still present after the transduction (i.e., in the cell-membrane conductance) would be highly attenuated by the cell membrane’s low-pass-filter properties (Koch, 1999). Looking at spectral integration instead of temporal integration therefore enables us to focus on the site of mechanosensory transduction and analyze the functional properties of this particular module within the auditory transduction chain.

To investigate spectral integration, we focus on stationary stimuli, which can be described by their power spectra and phase spectra. This high-dimensional stimulus space is essentially mapped onto a one-dimensional output variable, the neuron’s firing rate. Due to this dimensional reduction, we can expect from the very outset to find different spectral compositions of stationary sounds that yield the same firing rate. We can thus directly apply the measurement of iso-response sets to investigate spectral integration in auditory receptor cells and test hypotheses about the stimulus attribute extracted by this measuring device.

5.2 Three Hypotheses

In order to investigate the effects of potentially relevant stimulus attributes on spectral integration, we first develop a descriptive model for the responses of auditory receptor neurons to stationary stimuli with arbitrary power spectrum. The model comprises a sequence of three steps, which correspond to the coupling, the transduction, and the encoding of the primary signal (Eyzaguirre and Kuffler, 1955; French, 1992). We investigate three alternative hypotheses about which stimulus property governs the transduction process: the maximum amplitude of the stimulus, the stimulus energy, and the average half-wave-rectified signal amplitude.

Let us begin the derivation of the model by recalling that the rate-intensity functions measured in locust auditory receptor cells have a common shape, regardless of the carrier frequency (Fig. 2.5). This finding can be captured by a simple linear filtering mechanism: Let us assume that for all pure tones the firing rate $r$ is given by a single function $r = g(A_n/C_n)$ of the sound pressure amplitude $A_n$ scaled by a filter constant $C_n$. For two different pure tones, the firing rates $r_1 = g(A_1/C_1)$ and $r_2 = g(A_2/C_2)$ are then the same when $A_1/C_1 = A_2/C_2$, i.e., when the amplitudes take on a constant ratio $A_1/A_2 = C_1/C_2$. Since the intensity $I$ in dB SPL is defined as a logarithmic measure of the amplitude, $I = 20\log_{10}\left(A/(\sqrt{2} \cdot 20 \mu Pa)\right)$, this constant amplitude ratio corresponds to a constant intensity difference, $\Delta I = I_1 - I_2 = 20\log_{10}(C_1/C_2)$. The rate-intensity functions are thus shifted versions of one another separated by $\Delta I$ as found in the experiment.
The above reasoning for the presence of a linear filter corresponds well with the biophysical findings regarding the tympanum. Schiolten et al. (1981) observed that the tympanum behaves approximately as a linear oscillator with a short damping time constant of about 100 µs, and Michelsen and Rohrseitz (1995) noted that the amplitude of the tympanic vibration depends linearly on the sound pressure for pure tones.

Generalizing the linear filtering to stimuli containing more than one frequency leads us to the first step of our model:

**Step 1: Coupling to the Stimulus**

The sound pressure wave \( A(t) \) can be written as a Fourier series

\[
A(t) = \sum_{n=1}^{N} A_n \sin(2\pi f_n t + \varphi_n), \tag{5.1}
\]

where the \( f_n \) denote the frequencies, \( \varphi_n \) phase offsets, and the \( A_n \) the respective amplitudes. This stimulus is initially transformed into a filtered signal \( \tilde{A}(t) \):

\[
\tilde{A}(t) = \sum_{n=1}^{N} \frac{A_n}{C_n} \sin(2\pi f_n t + \tilde{\varphi}_n). \tag{5.2}
\]

The amplitudes are multiplied by frequency-dependent gain factors \( 1/C_n \). These describe the frequency-resolved sensitivity, i.e., the tuning of the receptor cell, and correspond directly to the values of the threshold curve at the frequencies \( f_n \). In addition, a putative phase shift turns \( \varphi_n \) into \( \tilde{\varphi}_n \).

**Step 2: Mechanosensory Transduction**

The above filtering describes the coupling of the air-pressure fluctuations to the tympanum. Subsequently, the tympanic oscillations lead to conductance changes in the receptor cells’ dendrites that give rise to membrane depolarizations. This is where a spectral integration of frequency-dependent stimulus attributes must occur; voltage fluctuations in the range of the relevant sound frequencies (several kilohertz) cannot be transmitted by the cell membrane due to its low-pass filter properties. Information about the spectral content is therefore lost at the level of the membrane potential, which, instead, is expected to correspond to an integrated stimulus property. This is supported by the observation that the spectrum of the membrane potential following acoustic stimulation contains no trace of the applied sound frequency (Hill, 1983).

Following ideas from the literature concerning temporal integration in auditory receptor cells (Tougaard, 1996; Heil and Neubauer, 2001), we set up three hypotheses for the spectral integration by calculating an “effective sound intensity” \( J \) from \( \tilde{A}(t) \).
Amplitude Hypothesis (AH): $J$ corresponds to the maximum amplitude of $\tilde{A}(t)$. This is the common view of a threshold; a response occurs once the signal reaches a certain value. In the case of few frequency components, $J$ is given by the sum of the scaled amplitudes:

$$J_{AH} = \sum_{n=1}^{N} \frac{A_n}{C_n}. \quad (5.3)$$

Energy Hypothesis (EH): $J$ corresponds to the temporal mean of the squared signal (throughout what follows, $\langle x(t) \rangle$ denotes the temporal mean of $x(t)$):

$$J_{EH} = \langle \tilde{A}(t)^2 \rangle. \quad (5.4)$$

From Parseval’s Theorem, we see that this expression can be rewritten as the sum of the squares of the scaled amplitudes:

$$J_{EH} = \frac{1}{2} \sum_{n=1}^{N} \frac{A_n^2}{C_n^2}. \quad (5.5)$$

Since the square of the amplitude of a sinusoidal oscillation is proportional to the energy contained in the oscillation, this hypothesis reflects an energy-integration mechanism.

Pressure Hypothesis (PH): $J$ corresponds to the temporal mean of the absolute value of $\tilde{A}(t)$:

$$J_{PH} = \langle |\tilde{A}(t)| \rangle. \quad (5.6)$$

This hypothesis complies with a pressure-integration mechanism after half-wave rectification.

Step 3: Encoding by Firing Rates

The response of an auditory receptor cell to a signal of constant intensity can be characterized by a mean firing rate $r$. The rate is obtained from a one-dimensional, nonlinear transformation of the effective sound intensity $J$:

$$r = g(J). \quad (5.7)$$

Looking at the model structures for the three hypotheses, we see that the amplitude hypothesis mathematically corresponds to an LN cascade (linear summation of the amplitudes followed by the nonlinearity $g(J)$) and that the energy hypothesis corresponds to an LNLN cascade (each component scaled by $C_n$, then squared before the summation; the nonlinearity $g(J)$ transforms the result). The pressure hypothesis as expressed in the time domain, Eq. (5.6), also corresponds to an LNLN cascade (scaling, rectification, then summation or integration over time, finally transformation by $g(J)$); in the frequency domain, however, the rectification cannot be modeled by a static nonlinear transformation, but becomes a dynamic nonlinear process, as different frequency components are mixed. This does not, of course, preclude its being tested with iso-response sets.

Measured spike-train responses feature strong transients due to adaptation. In a first approach, we averaged over this temporal structure in the response and only consider the
total number of spikes elicited by the stimulus. In a second, more detailed analysis, we analyzed individual parts of the response in order to explicitly test how this structure in the spike trains might affect our model description.

5.3 IRS in a Two-Dimensional Stimulus Space

To directly address the question of spectral integration and the hypotheses in Step 2 of our model, we measured iso-response sets in the stimulus space \((A_1,A_2,\ldots)\). The shape of the rate-intensity functions (Fig. 2.5) suggest that the firing rate \(r = g(J)\) depends monotonically on the effective sound intensity. Hence, equal firing-rate responses, in terms of our model, imply equal effective sound intensities \(J\) and vice versa, independently of the specific shape of \(g(J)\). Since the rate-intensity functions are found to be fairly smooth in the rising part between threshold and saturation, extracting iso-response sets can be accurately done by linear interpolation as is shown in Fig. 5.1.

Superpositions of Two Pure Tones

The complete stimulus space of stationary stimuli is, of course, very high-dimensional. We can begin, though, with low-dimensional sub-spaces using only two pure tones and their superpositions. A two-tone stimulus with frequencies \(f_1\) and \(f_2\),

\[
A(t) = A_1 \sin (2\pi f_1 t) + A_2 \sin (2\pi f_2 t),
\]

(5.8)
Figure 5.2: Prediction of iso-response sets for the superposition of two pure tones. Depending on the model, the effective sound intensity $J$ as well as the firing rate are expected to be constant along different curves in the two-dimensional space of amplitude combinations. $A_1$ and $A_2$ denote the amplitudes of the respective components. According to the amplitude hypothesis (AH), iso-response curves are straight lines (one example shown by the dashed line), according to the energy hypothesis (EH), they are ellipses (solid line), and according to the pressure hypothesis (PH), they are even more strongly bent curves (dash-dotted line), whose exact shape has to be determined numerically. The scale of the axes is given by the filter constants $C_1$ and $C_2$. Note that when the hypotheses are fitted to the data, the obtained filter constants will in general be different for each model, and the intersection points with the axes will not coincide because $C_1$ and $C_2$ are free parameters for each model. The gray arrows indicate equally spaced directions along which the rate-intensity curves are measured. In each direction, the intensity increases with increasing amplitudes $A_1$ and $A_2$, whereas $A_1/A_2$ is kept fixed and determined by the angle $\alpha$. (One example for this angle is denoted in the figure.) The intersection points of the arrows with the iso-response curves denote the amplitude combinations that are expected to yield the specified firing rate according to each of the three alternative hypotheses. Since the three intersection points on each gray arrow clearly differ from each other, the measurements of the iso-response sets can be used to distinguish between the hypotheses. Figure adapted from (Gollisch et al., 2002) with permission.

is represented by a point in the two-dimensional sub-space $(A_1, A_2)$. In this space, curves representing the expected iso-response sets for each of the three hypotheses can easily be calculated and are shown in Fig. 5.2. The linear summation of components for the amplitude hypothesis leads to a straight line along which the firing rate is expected to be constant, the summation of squares yields an ellipse for the energy hypothesis, and the corresponding curve for the pressure hypothesis results from numerical calculations. The different shapes of these curves illustrate that experimentally extracting iso-response sets can distinguish between the hypotheses.

Responses to superpositions of two pure tones with frequencies $f_1 = 4$ kHz and $f_2 = 9.55$ kHz and stimulus duration of 100 ms were measured for 17 cells. The frequencies
were chosen to be fairly far apart and incommensurate to avoid that the signal displays beating and depends on the relative phase of the components. For these stimuli, different amplitude combinations leading to the same firing rate were extracted by tuning the total intensity of stimuli with a fixed ratio of $A_1$ and $A_2$. This corresponds to measuring along radial directions of the $(A_1,A_2)$ space as indicated in Fig. 5.2. To make the acquired data most meaningful, these directions should be nearly equally distributed after rescaling the amplitudes by the filter constants $C_1$ and $C_2$. This was achieved by first measuring the required amplitudes for the pure tones alone and taking these values as initial estimates of $C_1$ and $C_2$. The directions for subsequent measurement were then chosen accordingly; the technical details can be found in Appendix C.

Results from four cells are presented in Fig. 5.3, where sets of amplitude combinations $(A_1,A_2)$ are shown that led to a firing rate of 150 Hz. For each of the three hypotheses, the iso-response curves were fitted to the data by obtaining the free parameters $C_1$ and $C_2$ from a least-squares fit. Details of the fitting routine are given in Appendix D.

Statistical Analysis

Performing a standard $\chi^2$ test on the fits of the three hypotheses showed that the amplitude hypothesis is rejected at the 1% level for all 17 cells while the energy hypothesis is not rejected for any cell and the pressure hypothesis is rejected for 4 cells. For an in-depth analysis, we therefore only considered the energy and the pressure hypotheses.

To further distinguish between these two hypotheses, we directly compared the goodness of fit given by the $\chi^2$ values. The energy hypothesis yielded a lower $\chi^2$ than the pressure hypothesis in 16 of the 17 cases. We also calculated a Bayesian estimate of the probability $p(\text{model} | \text{data})$ of the model given the data with prior probabilities of 0.5 for both the energy and the pressure hypothesis. This procedure is explained in detail in Appendix E. The mean of $p(\text{EH} | \text{data})$ was obtained as 0.884 with 0.167 s.d. and median 0.978 ($N=17$), while $p(\text{PH} | \text{data})$ equals $1 - p(\text{EH} | \text{data})$ and therefore had a mean of only 0.116.

Furthermore, data points for which $A_1/C_1$ and $A_2/C_2$ were approximately equal (i.e., data points in the middle sections of the plots in Fig. 5.3) were in general below the fitted iso-response curve of the pressure hypothesis instead of scattered around it as would be expected if the deviations resulted from independent measurement errors. The statistical significance of such trends can be tested with a standard run test. To do so, the data points are subdivided into runs, i.e., sequences of points that lie consecutively either above or below the model prediction. The null-hypothesis is that the data points are scattered independently around the model prediction. Trends in the data generally lead to a reduction in the number of runs. The significance of this reduction can be calculated by comparison with the distribution of run numbers for the null-hypothesis (Barlow, 1989).

Since only data sets with a sufficient number of samples can form several runs, we investigating the number of runs only for cells with at least 12 data points (corresponding to 10 degrees of freedom, as two parameters were fitted). For these 9 cells, the run test showed significant deviations ($p < 0.01$) from the pressure hypothesis in 3 cases. All these 3 cells were different from those that had led to statistically significant deviations from the pressure hypothesis according to the $\chi^2$ test. For the energy hypothesis, the data were consistent with independent scatter around the model prediction for all cells.
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Figure 5.3: Iso-response sets for superpositions of two pure tones from four different receptor cells (A–D). The measured pairs of amplitudes corresponding to a firing rate of 150 Hz are shown together with the iso-response curves for the three hypotheses. For each curve, the two free parameters $C_1$ and $C_2$ were fitted to the data. The dashed lines denote the fits of the amplitude hypothesis, the solid lines the fits of the energy hypothesis, and the dash-dotted lines the fits of the pressure hypothesis. While the curves for the amplitude and the pressure hypothesis deviate systematically, the ellipse obtained from the energy hypothesis corresponds well with the data. Note the different scales on the axes between the four cells as well as between the x-axis and the y-axis of individual plots. These differences are due to the strong dependence of the sensitivity on the sound frequency and the specific cell. From the fits of the energy hypothesis, we obtain the following ratios $C_1 / C_2$ in these four cases: 0.33 (A), 28.33 (B), 0.39 (C), and 7.96 (D). Although there is an almost 30-fold difference (corresponding to approximately 30 dB) between the amplitudes of the two tones in B, they contribute equally to the firing rate of the neuron. Also note that in A the amplitudes of the pure tones giving a firing rate of 150 Hz were measured twice (at the beginning and the end of the experiment) with the results approximately coinciding. Figure adapted from (Gollisch et al., 2002) with permission.

From the combined evidence, we conclude that the amplitude as well as the pressure hypotheses can be rejected. The energy hypothesis, on the other hand, provides a good description of the data for spectral integration in the two-tone case.

**IRS for Different Firing Rates**

As an additional test of the energy hypothesis, we investigated how iso-response sets that were obtained separately for different firing rates are related to one another. Fig. 5.4
5.4 Influence of Adaptation

Up to now, we have disregarded the fact that the spike-train responses contain a pronounced transient due to spike-frequency adaptation. Typical spike trains from receptor cells for 300-ms pure-tone stimuli and the corresponding instantaneous firing rates can be seen in Fig. 5.5A and E. After the first few hundred milliseconds, adaptation is completed, and the response is approximately in a stationary steady state for the rest of the stimulus duration. When the stimulus ends, the receptor cells do not show an offset response, but stop firing or return to their usually low spontaneous activity. In order to investigate how the transients influence our model description, we explicitly analyzed the validity of the hypotheses for the onset as well as the steady-state response.

Spike trains from 10 cells were recorded with stimuli of either 300-ms (in 6 cases) or 500-ms duration (in 4 cases). The same analysis as before was applied to the onset by using only the first 30 ms of the response and to the steady state by disregarding the first 200 ms after stimulus onset. Two examples are shown in Fig. 5.5. In each case, the data points are best fitted by the ellipses from the energy hypothesis. We again performed a statistical analysis of the goodness of fit. Longer stimulus durations resulted in fewer
measurements per cell so that the data points often had larger experimental errors. This effect is even stronger for the analysis of the onset response, which relies on considerably shorter stretches of data. Nevertheless, the data from two cells during steady state devi-
ated significantly \((p < 0.05)\) from the pressure hypothesis, while the energy hypothesis always gave a good fit. Furthermore, the Bayesian test favored the energy hypothesis over the pressure hypothesis strongly for both onset and steady state \((p(\text{EH}|\text{data})\) for onset response: mean 0.642 with 0.100 s.d., median 0.649; \(p(\text{EH}|\text{data})\) for steady state: mean 0.795 with 0.131 s.d., median 0.782; \(N = 10\)). We conclude that the energy hypothesis yields an appropriate description also for the specific episodes of the response.

How are the parameters of the model affected by adaptation? Apparently, the ellipses for the onset iso-response sets, Fig. 5.5B and F are smaller than those for the steady state, Fig. 5.5C and G. This reflects the higher sensitivity of the neuron at stimulus onset; a lower sound amplitude is needed for obtaining the desired response than in the steady state. The parameters \(C_1\) and \(C_2\) obtained from fitting the ellipse are thus correspondingly larger in the steady state. An interesting question now is whether they become larger “in the same way”, i.e., by the same scaling factor. This would mean that the ellipse for the steady state is just a scaled version of the onset ellipse.

Such a scaling relation is expected for many common cellular mechanisms of spike-frequency adaptation, which are triggered by the spiking activity of the neuron itself and act as an additional current source (Benda and Herz, 2003). This type of output-driven adaptation takes place after spectral integration in the transduction chain and thus only affects the absolute level of sensitivity.

Comparing Fig. 5.5F and G, though, we see that this scaling relation might be violated. To investigate this more closely, we calculated the half-axes ratios \(R = C_1/C_2\) of the filter constants for the onset, \(R_O\), and for the steady state, \(R_S\), for all cells. The relative change, \(\Delta R = |R_O - R_S|/R_S\), provides information about the validity of the scaling relation. We found values of \(\Delta R\) between 1 % and 25 %, which must be compared to the error measures for the values of \(R\) of around 10 %. Half of the cells had a \(\Delta R\) value that was larger than their noise level. The change in the half-axes ratio \(R\) is thus comparable to the accuracy with which it could be estimated, and it is generally much smaller than the change in the half axes themselves, which was found to lie between 10 and 50 % with error measures of 5 to 10 %. Nevertheless, single examples such as the one in the right column of Fig. 5.5 hint at the possibility that the half-axes ratio between onset and steady state is not conserved, which would suggest the presence of an adaptation component that acts before the spectral-integration step. Nevertheless, the energy hypothesis holds for stimulus onset and steady state separately, and adaptation only influences the exact values of the model parameters \(C_1\) and \(C_2\). For the rest of this chapter, we thus use the firing rate obtained from the full response of the receptor cell. In Chapter 8, however, we will come back to the question of different adaptation mechanisms and investigate it in more detail with an alternative method.

### 5.5 IRS in a Three-Dimensional Stimulus Space

In order to see whether the findings from the two-tone experiments generalize to sounds with more complex frequency spectra, responses to superpositions of three pure tones were analyzed. We applied an analogous approach as for the two-tone experiments with
100-ms stimuli and identified iso-response sets for stimuli

\[ A(t) = A_1 \sin(2\pi f_1 t) + A_2 \sin(2\pi f_2 t) + A_3 \sin(2\pi f_3 t) \]  

in the three-dimensional sub-space \((A_1, A_2, A_3)\). We used two different sets of frequencies, either \(f_1 = 4\ \text{kHz}, f_2 = 9.55\ \text{kHz}, f_3 = 15.20\ \text{kHz}\) or \(f_1 = 6\ \text{kHz}, f_2 = 8.59\ \text{kHz}, f_3 = 17.22\ \text{kHz}\) with no apparent differences between the results for the two sets. The frequencies were again chosen to be fairly far apart and incommensurate to avoid beating and relative phase dependence. The three hypotheses yield predictions about the surfaces on which the iso-response sets are expected to fall. The surfaces have the form of a plane (amplitude hypothesis), an ellipsoid (energy hypothesis), and a more strongly bent surface (pressure hypothesis) whose exact shape has to be determined numerically.

Responses to superpositions of three pure tones were measured for 8 cells. From the rate-intensity functions, we determined amplitude triplets corresponding to a firing rate of 150 Hz. Fig. 5.6 illustrates the results for one cell and also shows the fitted ellipsoid corresponding to the iso-response surface of the energy hypothesis. A \(\chi^2\) test showed that the amplitude hypothesis is rejected at the 1% level for all 8 cells, while the energy hypothesis is rejected for 1 cell and the pressure hypothesis for 4 cells. We again compared the fits for the energy and the pressure hypothesis in more detail. In all cases, the energy hypothesis gave a lower \(\chi^2\) than the pressure hypothesis, and the Bayesian estimate of the probability of the models again strongly favored the energy hypothesis over the pressure hypothesis (mean of \(p(\text{EH}|\text{data})\) was 0.916 with 0.109 s.d., median 0.987, \(N = 8\)). Thus, spectral integration for three pure tones is also best described by the energy hypothesis, while the amplitude and the pressure hypothesis are rejected by the data.
5.6 Test of Model Predictions for Noise-Like Stimuli

So far we have found that the energy hypothesis describes spectral integration of mixtures of two and three pure tones. We now pose the question whether this hypothesis also applies to stimuli composed of many frequencies. In particular, we aim at predicting the response to a band-pass-filtered Gaussian white noise based on the knowledge of the filter constants $C_n$ and a pure-tone rate-intensity function. Spike-train responses to constant-intensity stimuli with broad-band carrier-frequency spectrum look in no way different than responses to pure-tone stimulation. We therefore again focus on the firing rate and measure rate-intensity functions for such a noise stimulus.

We have seen earlier that rate-intensity functions for pure tones have the same shape for different sound frequencies (Fig. 2.5). This could be explained by the model as a simple scaling effect induced by the filter constants $C_n$. A very similar argument tells us that, according to the model framework, the rate-intensity functions for the noise stimulus should also be a shifted version of that of the pure tone,

$$r^{\text{noise}}(I) = r^{\text{pt}}(I - \Delta I),$$

where $r^{\text{noise}}(I)$ and $r^{\text{pt}}(I)$ stand for the rate-intensity functions of the noise stimulus and the pure-tone stimulus, respectively. A mathematical derivation of this relation is presented in Appendix F. The calculation also leads to quantitative predictions for the expected shift $\Delta I_{EH}$ and $\Delta I_{PH}$ according to the energy and pressure hypotheses, respectively. These are given by

$$\Delta I_{EH} = -10 \log_{10} \left( \left( C^{\text{pt}} \right)^2 \frac{\sum_n A_n^2 C_n^2}{\sum_n A_n^2} \right) \text{dB},$$

$$\Delta I_{PH} = -10 \log_{10} \left( \pi^2 \left( C^{\text{pt}} \right)^2 \frac{\sum_n A_n^2 C_n^2}{\sum_n A_n^2} \right) \text{dB} = \Delta I_{EH} - 10 \log_{10} \frac{\pi}{4} \text{dB}. \quad (5.12)$$

The $A_n$ denote the amplitudes of the different frequency components of the noise signal, and the $C_n$ are the corresponding filter constants. $C^{\text{pt}}$ stands for the filter constant of the pure tone. The values of the intensity shift for the two hypotheses differ only slightly by $-10 \log_{10}(\pi/4) \text{dB} \approx 1.05 \text{dB}$, and we therefore cannot expect that this experiment is suited for distinguishing between the two hypotheses. It nevertheless serves as a valuable test for the general framework.

In the experiments, the pure-tone stimulus had a frequency of 4 kHz, and the noise stimulus was band-pass filtered between 5 and 10 kHz, a region where many receptor cells are most sensitive. Rate-intensity functions for these two types of stimuli were measured for 10 cells. In addition, filter constants in the range of 5 to 10 kHz were determined independently for each cell by measuring the amplitudes of pure tones leading to a firing rate of 260 Hz. Figure 5.7 shows rate-intensity functions for the pure-tone as well as the noise stimulus together with the predictions that are obtained from shifting the pure-tone rate-intensity functions by $\Delta I_{EH}$. Note that only results from pure-tone stimulation are used for the prediction of the noise-signal responses.
Figure 5.7: Comparison of predicted and measured rate-intensity functions. (A) Rate-intensity functions for pure tone (squares) and noise signal (circles). The prediction for the rate-intensity function of the noise signal (solid line) is obtained by shifting the pure-tone rate-intensity function according to the energy hypothesis, Eq. (5.11), as indicated by the arrow. In this example, the shift was $\Delta I_{EH} = 12.1 \text{ dB}$, and the estimate of the true shift yielded $\Delta I_{true} = 12.6 \text{ dB}$. (B) Determination of filter constants. The filled circles depict the measured intensities for pure tones between 4 and 10kHz that led to a firing rate of 260 Hz in each case. These data were used to determine the filter constants $C_n$ for the 4-kHz pure tone as well as for the range from 5 to 10kHz. Further filter constants in this range were obtained by linear interpolation of this curve. (C) Response function $r(J_{EH})$ as determined by the rate-intensity function for the 4-kHz tone. The same firing rates that resulted in the squares in A were plotted against the effective sound intensity $J_{EH}$ of the energy hypothesis. $J_{EH}$ is given by $\frac{1}{2}A^2/C^2$, where $A$ denotes the amplitude of the pure tone and $C$ the filter constant as measured in B. While the pure-tone rate-intensity function displayed in A has a large nearly linear section from roughly 40 to 60 dB SPL, the response function $r(J_{EH})$ is clearly nonlinear in the corresponding region (from $J_{EH} = 0.08$ to $J_{EH} = 8$) and resembles a square-root function. (D–G) Predicted and measured rate-intensity functions for the noise signal from four other cells. Symbols are used as in A. Note the different scales on the axes. Accordingly, the slopes of the rate-intensity functions differ considerably from cell to cell, but for a single cell, they are almost identical for pure-tone and noise stimulation. The values for $\Delta I_{EH}$ and $\Delta I_{true}$ in these four cases are: D: $\Delta I_{EH} = 9.0 \text{ dB}$, $\Delta I_{true} = 9.8 \text{ dB}$, E: $\Delta I_{EH} = 12.1 \text{ dB}$, $\Delta I_{true} = 11.8 \text{ dB}$, F: $\Delta I_{EH} = 7.8 \text{ dB}$, $\Delta I_{true} = 6.6 \text{ dB}$, G: $\Delta I_{EH} = 14.9 \text{ dB}$, $\Delta I_{true} = 18.4 \text{ dB}$. Figure adapted from (Gollisch et al., 2002) with permission.
In each case, the two measured rate-intensity functions are almost identical in shape as expected from the model. Furthermore, the measured noise-stimulus rate-intensity function and the shifted pure-tone rate-intensity function coincide closely in most cases. To assess the results quantitatively, we calculated the deviation of $\Delta I_{EH}$ from the actual distance between the rate-intensity functions, $\Delta I_{true}$, in each case. From the measurements, $\Delta I_{true}$ was obtained as the average distance of the data points on one rate-intensity function, $r_{pt}(I)$ or $r_{noise}(I)$, from the other rate-intensity function. This distance was determined by how far the data points have to be shifted along the intensity axis to fall on the linear interpolation of the other rate-intensity function. Because the steepest parts of the rate-intensity functions are most sensitive to this intensity difference, only points between 10% and 90% of maximum firing were included in this calculation.

For the energy hypothesis, $\Delta I_{EH} - \Delta I_{true}$ had a mean of $-0.62 \, \text{dB} \pm 0.68 \, \text{dB}$ (standard error). The spread of these data (standard deviation of 2.16 dB) corresponds to the expected measurement accuracy, which can be estimated to be around 2 dB; the determination of $C^p$, the collection of $C_n$, and the locations of both $r_{pt}(I)$ and $r_{noise}(I)$ all contribute independently with about 1 dB error range. The pressure hypothesis yields $\Delta I_{PH} - \Delta I_{true}$ with a mean of $0.43 \, \text{dB} \pm 0.68 \, \text{dB}$ (standard error) and is thus not ruled out by this experiment.

The results suggest that the description of spectral integration by the energy hypothesis, as derived from the two- and three-tone experiments, is also applicable to more complex stimuli. The model can be used for an accurate prediction of the location of the rate-intensity function after measuring the filter constants from pure-tone responses.

5.7 Discussion of the Model

We have seen that the response of locust auditory receptor cells to stationary sound stimuli is determined by an effective sound intensity $J$ that can be calculated from the stimulus spectrum and the cell’s sensitivity at different sound frequencies. Despite the strong nonlinearity induced by spike generation, we were able to draw this conclusion from observing the neuron’s firing rate by focusing on iso-response sets of stimuli, which cause the same neural response. Together with a model framework for the auditory transduction chain, this allowed us to identify a quadratic input nonlinearity as part of a cascade model. Mathematically, the discovered model structure corresponds to an LNLN cascade. The signal components are first scaled by filter constants $C_n$ (L step), subsequently squared (N step), then summed up (L step), and the sum is finally transformed (N step). As the first model step does not mix contributions from different signal components, the $C_n$ could formally also be taken up in the third model step, thus yielding an NLN cascade. However, the filtering by the tympanum, with which the $C_n$ factors are associated, should happen before the squaring, which is presumably induced by mechanosensory transduction. In Chapter 7, we will indeed see that the $C_n$ arise from a distinct temporal filter as a first model step. The final nonlinear transformation can be derived from the measurement of a single rate-intensity function with arbitrary but fixed spectral content.

Combining the model framework with iso-response measurements provided the ground for quantitative investigations of different hypotheses about the stimulus attribute relevant for spectral integration. While the amplitude hypothesis could be clearly dis-
carded, the energy and pressure hypotheses were more similar in their predictions regarding spectral integration. Combined evidence from several statistical investigations was necessary to demonstrate that the pressure hypothesis failed in several single cases and that the energy hypothesis provided a far better description of the data. Furthermore, the results showed that average responses of an auditory receptor cell to complex stimuli can be well predicted once the cell-specific effective sound intensity $J$ has been measured. The resulting quantitative correspondence between the stimulus spectrum and the firing rate differs from the predictions of an earlier heuristic approach (Lang, 2000).

Important for the model’s simplicity is the fact that the mechanical coupling of the stimulus can be described by a linear process. This is consistent with previous studies, which have found no indications of dominant nonlinearities or active movement of the sensory cilia (cf. Eberl, 1999). Distortion-product otoacoustic emissions from locust ears indicate slight nonlinearities at the tympanic membrane; under stimulation with two pure tones, microphone recordings in the ear reveal additional spectral components as a result of the nonlinear interactions of the stimulus frequencies. However, these distortion-product frequencies are at most about 50 dB below the stimulating intensities (Kössl and Boyan, 1998a;b) and thus appear to be negligible for the neuron’s coding properties. Many other auditory systems, on the other hand, are strongly affected by nonlinear mechanisms and active signal amplification leading to increased sensitivity and frequency resolution. This phenomenon is common in vertebrate ears (Fettiplace and Fuchs, 1999; Hudspeth et al., 2000), but has also been shown to exist in some insect auditory systems (Göpfert and Robert, 2001).

One may speculate that these nonlinear effects are additional features on top of the same underlying mechanosensory transduction process. The findings of structural and functional similarities between hair cells and the Drosophila sensory bristle as well as the discovery in Drosophila of homologs of human genes related to hearing and deafness support this view and suggest that many aspects of mechanosensory transduction among insects and vertebrates are conserved (Adam et al., 1998; Bermingham et al., 1999; Eberl, 1999; Walker et al., 2000; Fritzsch et al., 2000; Gillespie and Walker, 2001). The energy hypothesis might thus be extended to account for spectral integration in other mechanosensory systems as well – possibly after modifications that take the system-specific nonlinearities explicitly into account.

To test this hypothesis, spectral integration properties could be measured in other hearing systems. In the mammalian auditory system, response properties of hair cells and nerve fibers are complicated by mechanical nonlinearities induced by the cochlea and a more intricate signal pathway than is the case in insect auditory systems. Nevertheless, measurements of basilar-membrane vibrations indicate that, outside a region around the characteristic frequency, the stimulus coupling to mammalian auditory receptor cells occurs in an approximately linear fashion (Ruggero et al., 2000; Eguíluz et al., 2000). This suggests that a phenomenological study based on the same method as in the present investigation might also reveal interesting properties of the transduction process in hair cells.

Regarding the comparison with temporal-integration studies, our results go along well with the finding that energy detection describes firing thresholds for double-click and intensity-duration-trade-off experiments in receptor cells of moths (Tougaard, 1996;
In mammalian auditory nerve fibers, on the other hand, first-spike latencies correspond to the integrated pressure and not the energy (Heil and Neubauer, 2001). It is possible that this discrepancy is due to a fundamental difference in the transduction mechanisms of hair cells and insect auditory receptor cells. However, several simpler explanations are also available. First, the interpretation of the mathematical model of spike latencies given by Heil and Neubauer (2003) suggests that the origin of this temporal integration lies in the biophysics of synaptic transmission between the hair cells and the auditory-nerve fibers, and not in the transduction process itself. The long integration times and the large variability of spike timing (P. Heil, personal communication) support this idea.

Second, an interesting possibility to reconcile the two models of spectral energy integration and temporal pressure integration is based on the fact that latency measurements reflect features of the transduction as well as properties of additional dynamic processes, such as internal calcium dynamics and spike generation. In this context, it should be noted that the latency in type-I excitable membranes depends strongly and nonlinearly on the input strength (Hodgkin, 1948; Rinzel and Ermentrout, 1998; Izhikevich, 2000). This opens up the possibility that properties of the spike generator alter the effective input in such a way that energy integration is in accordance with the observed correspondence between latency and the temporal pressure integral.

In fact, Ermentrout (1996) showed that in type-I membranes, the firing rate \( r \) to a constant stimulus \( J \) above the firing threshold \( J^* \) approximately obeys the square-root relation \( r(J) \sim \sqrt{J-J^*} \). For a simplified phase-integrator model (Hoppensteadt, 1997), the latency \( \Delta t \) is then given by the condition that the integral \( \int_0^\Delta t dt \sqrt{J(t)-J^*} \) reaches a threshold value. According to the energy hypothesis, \( J \) is proportional to the square of the pressure amplitude \( A \) of a pure tone and in most cases large compared to \( J^* \). This cancels the square root thus resulting in the latency condition \( \int_0^\Delta t dt |A(t)| = \text{const} \), the dominant component of the model proposed by Heil and Neubauer. The above considerations may also explain the apparent discrepancy between the latency measurements and the fact that psycho-acoustic studies successfully apply energy-integration models (Garner, 1947; Plomp and Bouman, 1959; Zwiskocki, 1965; Florentine et al., 1988). Further experiments that compare spectral and temporal integration in different systems may shed light on this question.

**Chapter Summary:**

The activity of locust auditory receptor cells in response to stationary stimulation can be well described by average firing rates. The question about which property of the acoustic signal best corresponds to this activity led us to investigate the cells’ spectral-integration properties. Three different hypotheses about how the auditory transduction chain combines separate spectral components of the sound were formulated in a cascade-model framework and led to predictions for the different ways in which two tones can be combined to yield the same firing rate. The experimental measurement of these iso-response sets revealed that only the hypotheses based on extracting the stimulus energy is consistent with the data. The resulting three-step model of sound transduction for stationary signals can be used to accurately predict firing-rate responses for noise-like signals.
CHAPTER 6

TEMPORAL INTEGRATION

Only seldom is the auditory system faced with encoding long, stationary stimuli such as in the previous chapter. The characteristic structures of acoustic signals typically comprise changes of sound intensity on different time scales. To encode such temporally modulated sounds, auditory receptor cells must be able to reliably track the signal fluctuations. Hence, a central feature of sound encoding in receptor cells is their high temporal resolution and accuracy. We therefore now turn to investigating the signal processing of short, temporally structured sound patterns.

Here, after having identified a suitable model framework for the processing of stationary sounds in the previous chapter, we aim at including the dynamic aspects of the auditory transduction chain into the model. This takes us to the question how the biophysical processes integrate the acoustic stimulus in time. The small time scales involved in transduction pose a particular experimental challenge. For characterizing the relevant processes nevertheless with high temporal resolution, we will apply the CIRS approach introduced in Chapter 4.¹

6.1 Spike-Triggered-Ensemble Analysis

Before applying iso-response methods, let us investigate what more traditional techniques of data analysis can tell us about temporal integration. A common investigation tool is spike-triggered-ensemble analysis. This can be viewed as an extension of the spike-triggered-average method, which was used in Chapter 2 to obtain a lower bound on the temporal resolution of the receptor neurons for amplitude-modulated stimuli. Here, we will go further and consider not only amplitude modulations, but variations of the whole air-pressure wave. Furthermore, we will analyze the spike-triggered average as well as the spike-triggered covariance.

Generally, spike-triggered-ensemble analysis is based on recording responses to random stimuli, usually resembling Gaussian white noise. From this set of random signals, those instances are picked out that led to a spike by the investigated neuron. The statistical features of this spike-triggered ensemble are subsequently analyzed to reveal, which stimulus aspects are correlated with the spiking activity. Such an analysis is often used

¹This chapter is in parts based on (Gollisch and Herz, 2004a).
Figure 6.1: Spike-triggered-average analysis. (A) 30-ms excerpt of the stimulus. (B) Spike times from 73 stimulus repetitions corresponding to the stimulus part shown above as a raster plot and combined to a peri-stimulus time histogram, denoting the number of spikes per 0.5-ms bin. (C) Spike-triggered average obtained from averaging all stimulus segments preceding a spike. The first 0.4s of the response were discarded. 30,327 spikes were included in the analysis, corresponding to an average firing rate of 115.4 Hz. (D) Spike-triggered average of the squared signal. To determine receptive fields of sensory neurons. So far, systematic treatments have been developed for the average (Rieke et al., 1997; Chichilnisky, 2001) and the covariance (Bialek and de Ruyter van Steveninck, 1998; Schwartz et al., 2002; Touryan et al., 2002) of the spike-triggered ensemble. The spike-triggered average (STA) denotes the average stimulus that preceded a spike and can be interpreted as the linear filter in the first step of a Wiener system (Chichilnisky, 2001), cf. Chapter 3. The spike-triggered covariance (STC) can be used to analyze the structure of the spike-triggered ensemble in a way similar to the technique of Principal Component Analysis. The eigenvalues of the STC matrix are compared to those of the covariance matrix of the complete stimulus. The eigenvectors of the STC for which the eigenvalues show significant deviations indicate stimulus components that substantially influence the spike probability. These components can also be interpreted as the first step of a Wiener system containing multiple linear filters (Bialek and de Ruyter van Steveninck, 1998).

Figure 6.1 shows a spike-triggered-average analysis for a locust auditory receptor neuron. The stimulus was a random acoustic signal of four seconds duration with sound amplitudes drawn at a sampling rate of 20kHz from a unit-variance Gaussian distribution (corresponding to a 10-kHz cut-off frequency). The amplitudes were cut off at ±4 standard deviations. For the recording shown here, the stimulus was played at an intensity of 64 dB SPL. The responses in Fig. 6.1B reveal phases of higher and lower response probability, but the timing is apparently unreliable. Note that this is in contrast to
the higher temporal precision found in response to amplitude-modulated Gaussian noise (Fig. 2.6), which contained long excursion to high stimulus intensities more frequently than the present signal. The fast random fluctuations of this signal, which are necessary to probe the system on small time scales, thus result in a stimulus that drives the cell inefficiently for most of the time. This is a general problem of white-noise analysis; particular stimulus structures, to which the neuron may preferentially respond, occur only seldom in a random sequence. As a consequence, long recording times are necessary to acquire sufficient statistics.

The spike-triggered average in Fig. 6.1C shows no particular structure. When we first square each stimulus component and subsequently average over the spike-triggered ensemble, however, we find a peak near 7 ms before the spike (Fig. 6.1D). This tells us that spikes were correlated with large stimulus deflections to positive or negative values in a window of approximately 1.5 ms width around 7 ms before the spike. In the first calculation of the spike-triggered average, these positive as well as negative deflections apparently canceled each other out on average. Other stimulus parts outside the 1.5-ms temporal window seem to be of no importance to the spike so that this window can be interpreted as an upper bound of the extent of the temporal receptive field. The true window of temporal integration, however, may still be smaller; temporal jitter of the output can smear out its structure and lead to a broadening of the peak in the correlation analysis. Note further that the interpretation of the spike-triggered average in terms of a linear filter in a Wiener system as given, e.g., by Chichilnisky (2001) is only valid if the spike-triggered average is obtained from a random signal with radially symmetric distribution. This is true for the Gaussian distribution of the amplitudes, but not for the distribution of the squares. For such an interpretation, the experiment would have to be repeated with a stimulus whose squared amplitudes follow a Gaussian distribution, but the temporal resolution will still be limited by spike jitter.

Instead, let us turn to investigating the second order statistics of the spike-triggered ensemble. The spike-triggered covariance is calculated as

$$C(t_1, t_2) = \frac{1}{N} \sum_{n=1}^{N} A(t_1) \cdot A(t_2) - \delta_{t_1 t_2},$$

(6.1)

where $n$ enumerates all $N$ stimulus segments preceding a spike, $t_1$ and $t_2$ denote the time points relative to the spike, and $\delta_{t_1 t_2}$ is the prior covariance of the applied stimulus. To be exact, the above formula is thus rather a difference of covariances. Note also that the spike-triggered average has not been subtracted from $A(t_1)$ and $A(t_2)$, as it was found to be approximately zero (Fig. 6.1C). Part of the matrix is shown in Fig. 6.2A. The covariance matrix was calculated for all time points between $-15 \text{ ms}$ and $-5 \text{ ms}$ before the spike. Because of the 10-kHz sampling rate, this corresponds to a $200 \times 200$ matrix. For clarity, only the lower right part of the matrix for time lags between $-10$ and $-5 \text{ ms}$ before the spike is shown. Here, a subtle oscillatory structure near the diagonal around 7 ms prior to the spike is visible.

To analyze, which components of the spike-triggered ensemble give rise to this structure, we performed an eigenvalue analysis. However, due to the finite number of spikes that goes into the analysis, noise in the matrix entries will lead to a distribution of eigenvalues around zero, which does not reflect significant structures of the spike-triggered
Figure 6.2: Spike-triggered-covariance analysis. (A) Spike-triggered covariance matrix. Each line shows the fluctuations of the matrix entries for one row of the matrix. Only one fourth of the matrix is shown; the complete matrix was calculated for time lags between −15 ms and −5 ms before the spike. (G) Eigenvalues of spike-triggered covariance matrix, rank-ordered. The two highest eigenvalues at the left hand side of the spectrum are raised slightly above the continuous distribution of the rest. (C–E) Eigenvectors corresponding to the three largest eigenvalues of the spike-triggered covariance matrix. (F) Eigenvector corresponding to the largest negative eigenvalue. (G) Average number of spikes as a function of the projection of the corresponding stimulus section onto the first eigenvector. (H) Characterization of the neuron’s tuning properties by an independent measurement of the tuning curve. The data points denote intensities for pure tones of different sound frequencies required to evoke an average firing rate of 150 Hz.
ensemble. The eigenvalues are shown in rank order in Fig. 6.2B, and the continuous distribution of eigenvalues reflects this noise floor. However, the two highest eigenvalues at the left hand side are raised slightly above this level. The corresponding eigenvectors indeed display a pronounced structure with oscillatory contributions near 4 kHz (Fig. 6.2C and D). Note also that the envelopes of these two components are given by approximately the same 1.5-ms window as was found for the spike-triggered average of the squared signal. The third eigenvector indicates some smaller oscillations, suggesting that for even longer recordings, a third relevant component might be identifiable (Fig. 6.2E). All other eigenvectors display no evident structure. As an example, the eigenvector for the largest negative eigenvalue is shown in Fig. 6.2F.

For the first two eigenvectors, the positive eigenvalues indicate that these stimulus components lead to an increased spike probability. This can be verified by plotting the average spike number as a function of the projection of the corresponding stimulus segments onto the eigenvector. The projection is computed as the scalar product between the stimulus segments and the eigenvector. This is shown for the first eigenvector of the spike-triggered covariance matrix in Fig. 6.2G. For larger absolute values of the projection, more spikes were observed on average. The symmetry of the histogram for positive and negative values shows that the first eigenvector and its negative were equally effective in producing spikes. The histogram has a very similar shape for the second eigenvector as well. The 4-kHz frequency of the oscillations observed for both these eigenvectors coincide with the frequency of highest sensitivity of this neuron as measured by a standard tuning curve (Fig. 6.2H). A closer inspection of these two components of the spike-triggered ensemble show that they are phase shifted by about a quarter cycle. Given their otherwise nearly identical form, this is a consequence of the orthogonality of components obtained from an eigenvector analysis. Since the corresponding eigenvalues are nearly degenerate, any linear combination of the two components is also an eigenvector, which results in a two-dimensional eigenspace that is invariant to the stimulus phase. In other words, all oscillation phases are equally represented in the spike-triggered ensemble. The spike response within this two-dimensional eigenspace can be analyzed by viewing the average number of spikes as a function of the stimulus section’s projection onto the first as well as the second eigenvector. This is shown in Fig. 6.3. The spike probability increases towards the margins of the plot, and the approximate spherical symmetry is in accordance with the phase invariance within this eigenspace. However, most stimulus sections fall into the center of the plot leading to poor statistics towards the margins, and several combinations of projections onto the first and second eigenvectors are not sufficiently represented.

In summary, we find that the spike-triggered stimulus ensemble preferentially contains sections with large contributions from the neuron’s characteristic frequency regardless of the phase. The neuron thus responds best to the same sound frequency under noise stimulation as it does for pure tones. This result may be expected by intuition. Beyond the frequency preference, it is difficult to deduce information about the signal processing from the revealed components of the spike-triggered ensemble. For example, it is not clear how the vibration of the tympanum and the time constant of the neural membrane individually contribute to the shape of the determined relevant stimulus components. Furthermore, the true integration time is unclear. The relevant parts of the eigenvectors are contained in a 1.5-ms window. But here the same argument holds as for the peak of the average squared
signal; its width is mostly determined by spike jitter. It is thus not clear how much of the oscillation is really integrated to produce a single response.

Although spike-triggered-ensemble analysis has been successfully applied to a number of neural systems, we see its limited applicability for auditory receptor cells. Two reasons seem to be largely responsible: 1) The approach does not separate different integration steps that may be part of the processing sequence. 2) Spike jitter smoothes out the temporal relation between the relevant structures within the segments of the spike-triggered ensemble and the spikes. In other words, we cannot deduce from a correlation analysis which stimulus part was actually responsible for a given spike if spikes occur sometimes 6 ms, sometimes 8 ms after their cause. To overcome these limitations, we will now investigate the receptor neurons with iso-response methods, which allow us to take the sequential nature of the transduction chain explicitly into account and focus on spike probabilities, not spike times.

6.2 IRS at Different Time Scales

We begin our analysis of the processing cascade by searching for input nonlinearities on different fixed time scales. To achieve high temporal resolution, we apply stimuli consisting of short sound-pressure pulses, called clicks. Combining the clicks in pairs of two with a fixed peak-to-peak interval $\Delta t$, we obtain a two-dimensional stimulus space that is parametrized by the peak amplitudes of the two clicks, $A_1$ and $A_2$, respectively. $\Delta t$ defines the time scale of investigation. Figure 6.4 shows illustrating examples of such stimuli with clicks that are 20 $\mu$s long. Microphone recordings obtained at the site of the animal’s ear are included. The measured air-pressure fluctuations indicate a slight broadening of the click width and some residual vibrations, but they nevertheless present a good approximation of the sharp original pulses, verifying that the loudspeakers reliably transmit such signals.
6.2 — IRS at Different Time Scales

Figure 6.4: Examples of click stimuli. Each panel illustrates the computer-generated pulse signal that drives the loudspeaker (upper trace) and the resulting air-pressure fluctuations as measured with a high-precision microphone at the site of the animal’s ear (lower trace). The relative timing of the two traces in each panel is corrected for the approximately 1-ms absolute latency due to the propagation of the sound wave. The computer-generated clicks are triangular with a total width of 20 μs. For this measurement, all stimuli were presented at peak intensities of 90 dB SPL. The stimuli shown are (A) a single click, (B) a double click with a peak-to-peak interval $\Delta t = 50$ µs, (C) a double click with $\Delta t = 500$ µs, and (D) another double click with $\Delta t = 500$ µs whose second click points in the opposite (“negative”) direction. As the effectiveness in driving the loudspeaker is different for positive and negative clicks, the pressure values going into the amplifier were scaled by a factor of 0.83 for negative clicks. The scaling factor was determined so that the peak pressure of single clicks had the same absolute value as measured with the microphone for positive and negative clicks.

In response to these stimuli, the receptor cell fires at most one action potential per double click; stimulus intensity hardly influences spike timing, but strongly affects spike probability, as seen in Fig. 6.5. Responses may thus be described by the probability that a spike occurs within a certain time window, in the present case 3 to 10 ms after the first click. Here, we again find a dimensional reduction from the two-dimensional stimulus space to a one-dimensional output variable, which allows us to systematically search for iso-response sets.

For fixed time interval $\Delta t$, an iso-response set consists of those combinations of $A_1$ and $A_2$ that lead to the same predefined spike probability $p$. Since the spike probability increases with the click amplitudes, $A_1$ and $A_2$ can easily be tuned during the experiment to yield spike probabilities close to $p$. In the present case, this was achieved by presenting the click combination 2 to 15 times for a fixed intensity, beginning at 50 dB SPL and successively increasing or decreasing the intensity in steps of 5 dB depending on whether the measured spike probability was larger or smaller than $p$. Nine different values in steps of 1 dB around the obtained preliminary estimate of the required intensity were then repeated 30 to 40 times to achieve sufficient statistics. Finally, click amplitudes that matched the desired spike probability were obtained through interpolation. For fast and reliable data acquisition, we chose $p = 70\%$.

Figure 6.6B shows typical examples of such iso-response sets, measured for two dif-
Figure 6.5: Raster plots of responses to two-click stimuli. Spike times were recorded for 30 presentations of two-click stimuli at different peak intensities for click intervals $\Delta t = 40 \mu s$ (A) and $\Delta t = 500 \mu s$ (B). For this data, the stimulus patterns were such that the click amplitudes $A_1$ and $A_2$ had a ratio of 1 : 1. The top row schematically displays the stimuli. The values of $p$ denote the resulting spike probabilities in each case. Note that for the longer $\Delta t$, panel B, the intensity has to be approximately 2 dB higher than for the shorter $\Delta t$ to reach the same spike probability. The inset displays spike times of the trials for the largest sound intensity for each $\Delta t$ at higher magnification. All spikes fall in a temporal window of around 1 ms width. Spike times were measured with a temporal resolution of 0.1 ms. The responses in panel B have a slightly longer latency corresponding to the longer stimulus duration. Spike jitter appears to be slightly stronger for the longer inter-click interval. This may be caused by single spikes that occur in response to the first click alone. This effect is reduced when the first click is kept smaller than the second. Nevertheless, the data illustrate that the response of the receptor cell is well described by the occurrence probability of a single spike in a window between 3 and 10 ms after stimulus presentation. As often observed for these neurons, there is virtually no spontaneous activity.
Figure 6.6: Iso-response sets for two-click stimuli. (A) Acoustic signals. The stimuli consisted of two short clicks with amplitudes $A_1$ and $A_2$ that were separated by a peak-to-peak interval $\Delta t$ with $\Delta t = 40 \mu s$ (upper trace) or $\Delta t = 750 \mu s$ (lower trace). (B) Examples of iso-response sets from a single receptor cell. By adjusting the overall intensity for fixed ratios of $A_1$ and $A_2$, stimulus combinations yielding spike probabilities of 70% were obtained (filled circles for $\Delta t = 40 \mu s$, open squares for $\Delta t = 750 \mu s$). All error measures display 95% confidence intervals. For the short interval, the data are well fitted by a straight line ($A_1 + A_2 = \text{const}$). For the long interval, a circle ($A_1^2 + A_2^2 = \text{const}$) yields a good fit (solid lines in both cases).

Different time intervals $\Delta t$. The sets can be used to identify stimulus parameters that govern signal processing at the particular time scale. Most importantly, the iso-response sets exhibit specific shapes that vary systematically with $\Delta t$. For short intervals (below approximately 60 $\mu s$), the sets lie on straight lines. For long intervals (between approximately 400 and 800 $\mu s$, depending on the cell), the iso-response sets fall onto nearly circular curves. Presumably, these two shapes reflect two different processing steps in the auditory transduction chain.

A straight line implies that the linear sum, $A_1 + A_2$, of both click amplitudes determines the spike probability, as found for small $\Delta t$. This demonstrates that the sound pressure is the relevant stimulus parameter for short time scales. Knowing that the first step of the auditory transduction chain is the induced vibration of the ear drum, the linear summation on short time scales is not surprising; due to the tympanum’s mechanical inertia, rapidly following stimuli are expected to superimpose. This interpretation is also in agreement with laser interferometer experiments, which have demonstrated that the tympanum reacts approximately linearly to the sound pressure (Schiolten et al., 1981).

For the longer intervals, on the other hand, the iso-response sets are circles, indicating that the quadratic sum, or $A_1^2 + A_2^2$, now determines the spike probability. It follows that the sound energy, which is proportional to the squared pressure, is the relevant stimulus parameter on this time scale. This means that besides the linear summation process visible on short time scales, there exists a second summation process, which is revealed on longer time scales. In between the two summation processes, the signal is squared.

A biophysical process that can mediate stimulus integration over longer intervals is the accumulation of electrical charge at the neural membrane. According to this explanation, the electrical potential induced by a click is proportional to the click’s squared
amplitude, its energy; contributions from consecutive clicks are summed approximately linearly due to the passive membrane properties. This is in accordance with the investigations of Chapter 5 that have revealed an energy dependence of the receptor cells’ firing rate for stationary sound signals. Furthermore, it has been shown that the DC component of the membrane potential in hair cells is proportional to sound energy (Dallos, 1985), suggesting that the energy-dependence may be a general feature of auditory transduction across species. The squaring of the transmitted signal between the mechanical resonator and the electrical integrator can be attributed to the core process of mechanosensory transduction, i.e., the gating of ion channels by the mechanical stimulus.

6.3 Cascade Model for Integrating Click Stimuli

The fact that we found two summation processes with an intermediate quadratic nonlinearity immediately suggest a cascade model for the auditory transduction chain. The mathematical form of the model is derived as follows: The first sound click generates a tympanic vibration that is proportional to the click amplitude $A_1$. Due to the subsequent quadratic nonlinearity, the resulting change of the membrane potential is proportional to $A_1^2$. The second click will add to the tympanic vibration and to the membrane potential. We must remember, however, that some time $\Delta t$ has passed since the first click so that the deflection of the tympanum as well as the membrane potential have changed in the meanwhile. Let us denote the time course of these changes by $L(\Delta t)$ for the tympanic vibration (linear in $A_1$) and by $Q(\Delta t)$ for the membrane potential (quadratic in $A_1$); accordingly, at time $\Delta t$, the deflection of the tympanum is $A_1 \cdot L(\Delta t)$, and the value of the membrane potential is $A_1^2 \cdot Q(\Delta t)$. When the second click arrives at time $\Delta t$, the deflection of the ear drum is augmented by $A_2$, yielding $A_1 \cdot L(\Delta t) + A_2$. Due to the quadratic nonlinearity, the resulting contribution to the membrane potential is therefore $[A_1 \cdot L(\Delta t) + A_2]^2$. Adding this term to the membrane potential caused by the first click, we obtain an effective stimulus strength $J$:

$$ J = A_1^2 \cdot Q(\Delta t) + [A_1 \cdot L(\Delta t) + A_2]^2. $$

(6.2)

Finally, the spike probability $p$ is given as a function $p = g(J)$ of the effective stimulus strength.

We have thus obtained an LNLN cascade for pulse-like stimuli, as we see from a slightly more general description: The cascade is initiated when a new pulse comes in. It is added ($L$ step) to all previous pulses, which receive “discount factors” (filter constants) $L(\Delta t)$ that depend on the time $\Delta t$ since their occurrence (temporal filter). The resulting sum is then squared ($N$ step, static transformation) and added ($L$ step) to all previous squares, which themselves receive time-dependent “discount factors” $Q(\Delta t)$. At last, the result is transformed by the function $g(J)$ ($N$ step, static). The investigations of the model’s relation to more general cascade structures is postponed until the next chapter. First, let us investigate the functional form of the two filters $L(\Delta t)$ and $Q(\Delta t)$.
6.4 Temporal Characteristics of Stimulus Integration

Whereas the previous experiment showed that the separate effects of the two summation processes can be clearly discerned for short and long time intervals, their dynamics may largely overlap for intermediate $\Delta t$. Is it nevertheless possible to design an experiment that directly reveals the whole time course of the mechanical vibration $L(\Delta t)$ and the electrical integration $Q(\Delta t)$? This would provide a parameter-free description of both processes. To reach this goal, we again measure iso-response sets and quantitatively compare the stimuli with the CIRS method introduced in Section 4.2.

We thereby exploit that for fixed $\Delta t$, any pair of click amplitudes $(B_1, B_2)$ should result in the same spike probability $p$ as the pair $(A_1, A_2)$ as soon as $J(A_1, A_2) = J(B_1, B_2)$. It is this straightforward relation that allows us to determine both $L(\Delta t)$ and $Q(\Delta t)$ independently of each other. To illustrate this, we now proceed with a particularly suitable choice of stimulus patterns, which keeps the mathematical requirements for the calculation at a minimum. For each $\Delta t$, we measure two different iso-response stimuli, one of which has a “negative” second click, i.e., a sound-pressure pulse pointing in the opposite direction as compared to the first click (Fig. 6.7). The amplitude of the first click, $A_1$, is held fixed for both iso-response measurements.

Mathematically, this choice of stimulus patterns leads to two simple equations for the two unknowns $L(\Delta t)$ and $Q(\Delta t)$. Let us denote the absolute value of the amplitude for the second click by $A_2$ if presented in the same direction as the first click and by $\tilde{A}_2$ if presented in the opposite direction. Since we can assume that the spike probability $p$ increases with the stimulus strength $J$, equal $p$ implies equal $J$. The two pairs $(A_1, A_2)$ and $(A_1, \tilde{A}_2)$ therefore correspond to the same value of $J$. According to Eq. (6.2), the click amplitudes thus satisfy the two equations

$$J = A_1^2 \cdot Q(\Delta t) + [A_1 \cdot L(\Delta t) + A_2]^2,$$

$$J = A_1^2 \cdot Q(\Delta t) + [A_1 \cdot L(\Delta t) - \tilde{A}_2]^2. \tag{6.4}$$

Setting the two right sides equal to each other, we obtain

$$[A_1 \cdot L(\Delta t) + A_2]^2 = [A_1 \cdot L(\Delta t) - \tilde{A}_2]^2 \tag{6.5}$$
or
\[ A_1 \cdot L(\Delta t) + A_2 = \pm \left( A_1 \cdot L(\Delta t) - \tilde{A}_2 \right). \quad (6.6) \]

The first solution of this mathematical equation, \( \tilde{A}_2 = -A_2 \), does not correspond to a physical situation as both \( A_2 \) and \( \tilde{A}_2 \) denote absolute values and are therefore positive. The remaining, second solution reads
\[ A_1 \cdot L(\Delta t) + A_2 = -A_1 \cdot L(\Delta t) + \tilde{A}_2. \quad (6.7) \]

Solving for \( L(\Delta t) \), we obtain
\[ L(\Delta t) = \frac{\tilde{A}_2 - A_2}{2A_1}. \quad (6.8) \]

Substituting \( L(\Delta t) \) from Eq. (6.8) in Eq. (6.3) or Eq. (6.4), we find
\[ J = A_1^2 \cdot Q(\Delta t) + \left( \frac{\tilde{A}_2 + A_2}{2} \right)^2. \quad (6.9) \]

This yields
\[ Q(\Delta t) - c = -\left( \frac{\tilde{A}_2 + A_2}{2A_1} \right)^2 \quad (6.10) \]

with \( c = J/A_1^2 \). Keeping \( A_1 \) and \( J \) constant throughout the experiment, \( Q(\Delta t) \) is determined up to the constant \( c \). We here leave this constant as a free parameter, which for plotting the data is estimated from the saturation level of \( Q(\Delta t) \) as \( \Delta t \) becomes large. Alternatively, it could be inferred from an independent measurement with a single click: by setting \( A_1 = 0 \) in Eq. (6.2), we see that \( J \) corresponds to the square of the single-click amplitude that yields the desired spike probability, which lets us calculate \( c = J/A_1^2 \).

The above equations yield a direct and independent extraction of \( L(\Delta t) \) and \( Q(\Delta t) \) from two measurements with a specific inter-click interval \( \Delta t \). By repeating such double measurements for different values of \( \Delta t \), the whole time course of \( L(\Delta t) \) and \( Q(\Delta t) \) is obtained in a parameter-free fashion. Figure 6.8 shows examples of experimental results from three different cells. The “raw data” for the iso-response sets (Fig. 6.8A) show oscillations of the measured second-click amplitudes. The oscillations have an anti-phasic relation between positive clicks \( A_2 \) and negative clicks \( \tilde{A}_2 \). This already reveals the oscillation of the tympanum. By quantitatively comparing the iso-response stimuli as derived above, the detailed shapes of \( L(\Delta t) \) and \( Q(\Delta t) \) were extracted as shown in Figs. 6.8B and C, respectively.

\( L(\Delta t) \) displays strong oscillatory components. We interpret this as reflecting the tympanum’s oscillation at the attachment site of the receptor cell. The detailed temporal structure of \( L(\Delta t) \) now allows us to investigate the salient features of this oscillation. To quantify our findings, we fitted a damped harmonic oscillation to the measured data for \( L(\Delta t) \) and extracted the fundamental frequency as well as the decay-time constant. We can use these values to predict the neuron’s characteristic frequency (frequency of highest sensitivity) and the width of its frequency-tuning curve. For comparison, the tuning curves were measured with traditional methods by presenting pure tones at different fre-
Figure 6.8: Measurements of temporal filters in the auditory transduction chain. The three columns for A–D show data from three exemplary recordings. (A) Iso-response sets. Shown are the amplitudes of the second click in the positive direction ($A_2$, white circles) or negative direction ($\tilde{A}_2$, gray squares) required for a spike probability of 70% for different inter-click intervals $\Delta t$. The first click was held fixed at a peak value $A_1$ indicated by the dashed line. (B) Time course of the filter $L(\Delta t)$ (white circles) calculated from the amplitudes of the measured iso-response stimuli. The data are compared to the response function of a damped harmonic oscillator (solid line) with fundamental frequency $f$ and decay time constant $\tau_{\text{dec}}$ fitted to the data. (C) Time course of the filter $Q(\Delta t)$ (white circles). The data are compared to an exponential function (solid line) with an integration time constant $\tau_{\text{int}}$ fitted to the data. From the measurements, the values of $Q(\Delta t)$ were determined up to a constant $-c$, whose value can be determined from the exponential fit and is indicated by the dashed line. (D) Tuning curves depicting the intensity needed to evoke a firing rate of 150 Hz for stationary pure tones at different sound frequencies. The characteristic frequency (CF) and the tuning width (TW) are determined for comparison with the predictions obtained from the measured filter $L(\Delta t)$. Cell 1 and Cell 3 are low-frequency receptor cells, Cell 2 is a high-frequency receptor cell.
Figure 6.9: Prediction of tuning properties. Comparison of the predictions for the characteristic frequency (A) and the tuning width (B) as extracted from $L(\Delta t)$ with the corresponding values from the measured tuning curves. The encircled data points correspond to the three cells shown in Fig. 6.8. (C) Power spectra of a measured temporal filter $L(\Delta t)$ (solid line) and as obtained from the tuning curve (white circles; spline fit shown as a dashed line) of the same cell, both normalized to their peak values. The data for this panel is the same as for Cell 3 in Fig. 6.8.

The data for Cell 3 resulted from an exceptionally long recording, which allowed 80 minutes of data collection for the iso-response measurements. The data is sufficiently dense to estimate the power spectrum of the transfer function $L(\Delta t)$ by a method called Lomb periodogram (Press et al., 1992), which is applicable to the present case of unevenly sampled data. Figure 6.9C shows the comparison of this power spectrum with the corresponding sensitivity curve obtained from the tuning curve in Fig. 6.8D. No assumptions about harmonic oscillation as in the comparison of characteristic frequency and tuning width are needed in this case. The location and the width of the primary peak near 5 kHz closely match, substantiating that the filter $L(\Delta t)$ determines the tuning properties of the receptor cell. Furthermore, a secondary small peak near 10 kHz is identified in both spectra with similar location and relative height. However, the power spectrum of $L(\Delta t)$ shows an additional prominent peak near 2 kHz, which is not present in the tuning curve. The origin of this low-frequency contribution is unclear. It is possible, though, that during this experiment, the coupling of positive and negative clicks was slightly different (cf. legend of Fig. 6.4 for normalizing positive and negative clicks), which is indicated by the offset between $A_2$ and $\tilde{A}_2$ in Fig. 6.8A. This might have caused an artifactual trend of the data for $L(\Delta t)$ resulting in additional power at low frequencies.

The measured $Q(\Delta t)$ displays an exponential decay suggesting that electrical charge accumulates at the neural membrane and decays over time due to a leak conductance. The decay time constants of $Q(\Delta t)$, which are extracted from exponential fits to the data, can thus be interpreted as membrane time constants. Previously, these could not be measured due to difficulties in obtaining reliable recordings from the somata or dendrites of the auditory receptor cells. We here find time constants in the range of 200 to 800 µs. These
values are small compared to typical neural time constants around several milliseconds, reflect the high demand for temporal resolution in the auditory periphery, and explain the large maximum information rates of the investigated receptor neurons (Machens et al., 2001; Watzl et al., 2003). Similar small time constants are also suggested for mammalian auditory receptor cells (hair cells) by intracellularly measuring the low-pass properties for sinusoidal signals (Russell and Sellick, 1983; Geisler, 1998). The short initial rise phase of $Q(\Delta t)$ may result from the rapid build-up of the membrane potential after a click. For Cell 3 in Fig. 6.8, we see a dip of $Q(\Delta t)$ to negative values after about 100 µs. This was seen in several examples, and its origin is unclear. It may, however, indicate additional dynamics of the transduction channels, such as an inactivation following the first click.

### 6.5 Test of Predictions for Three-Click Stimuli

Measuring the mechanical and electrical response dynamics, $L(\Delta t)$ and $Q(\Delta t)$, completes the model. It can now be used to predict responses to other types of stimuli and thereby test the general framework as well as the specific characteristics of $L(\Delta t)$ and $Q(\Delta t)$. As an example, let us consider three-click stimuli with amplitudes $A_1$, $A_2$, and $A_3$ and inter-click intervals $\Delta t_1$ and $\Delta t_2$ as depicted in Fig. 6.10A. Following the cascade model structure, the effective stimulus strength can be written as

$$J = A_1^2 \cdot Q(\Delta t_1 + \Delta t_2) + [A_1 \cdot L(\Delta t_1) + A_2]^2 \cdot Q(\Delta t_2) + [A_1 \cdot L(\Delta t_1 + \Delta t_2) + A_2 \cdot L(\Delta t_2) + A_3]^2.$$  \hspace{1cm} (6.11)

This equation can be used to predict the values of $A_3$ needed to reach a predefined spike probability $p$, here again 70%, for different combinations of $A_1$, $A_2$, $\Delta t_1$, $\Delta t_2$. This merely requires knowledge of those values for $L$, $Q$, and $J$ that appear in the equation above. The values for the filters $L$ and $Q$ were obtained from two-click experiments as in the previous section, and $J$ was measured as the squared amplitude of a single click that yields the predefined spike probability $p$. For comparison, $A_3$ was then measured by tuning the amplitude of the third click in the experiment until the spike probability $p$ is reached. Figure 6.10B shows the correspondence of predicted and measured values for $A_3$ from one exemplary recording; the quantitative agreement between model and experiment shows that the cascade-model approach may be generalized to acoustic inputs with more than two clicks.

### 6.6 Discussion of the Experimental Approach

As we have seen, sound transduction in locust auditory receptor cells can be described by a nonlinear cascade model consisting of two linear filters and two nonlinear transformations. The identification of this cascade was possible by applying iso-response measurements. First, an intermediate nonlinear transformation was uncovered by measuring iso-response sets at different time scales; the two linear filters surrounding this nonlinearity were then characterized by a quantitative comparison of iso-response stimuli. The final
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Figure 6.10: Model predictions for three-click stimuli. (A) Acoustic stimuli. The stimuli consisted of three clicks with amplitudes $A_1$, $A_2$, $A_3$ that were separated by time intervals $\Delta t_1$ and $\Delta t_2$, respectively. The second and third click were either given in the same or opposite (“negative”) direction as the first click. The absolute values of $A_1$ and $A_2$ were set equal and held constant (here $|A_1| = |A_2| = 1.13 \text{ Pa}$), and $A_3$ was adjusted to yield a spike probability of 70%. The pairs of time intervals ($\Delta t_1$, $\Delta t_2$) used for this experiment were (100 µs, 100 µs), (100 µs, 200 µs), and (200 µs, 100 µs); all 4 combinations of possible directions for $A_2$ and $A_3$ were applied in each case. (B) Predicted and measured amplitudes of the third click. Predictions were made after $L(\Delta t)$ and $Q(\Delta t)$ had been measured with two-click experiments such as in Fig. 6.8. The comparison between predicted and measured values for $A_3$ therefore contains no free parameters. As shown by these data, the model allows quantitatively accurate predictions.

output nonlinearity was not explicitly measured, but could in principle be easily obtained by presenting stimuli that cover a range of effective sound intensities and by assessing the corresponding spike probability.

The method revealed new details of the integration processes with a resolution far below one millisecond. The results for the time course of the filter $L(\Delta t)$ for the mechanical oscillation agreed with traditional measurements of tuning curves and, moreover, explicitly showed the decay of the oscillation. The time constants of the electrical integration that could be extracted with the CIRS method had not been accessible by other means.

Besides its applicability under \textit{in vivo} conditions, the presented approach has five advantageous properties: First, the method effectively decouples temporal sensitivity on the input side from temporal precision on the output side by focusing on spike probabilities. For example, we saw that spike latencies varied by about one millisecond within a single recording set due to cell-intrinsic noise (Fig. 6.5). Still we were able to probe the system with a resolution down to a few microseconds. This would not have been possible using classical techniques such as poststimulus time histograms, reverse correlation, and Wiener-series analysis. All these methods are intrinsically limited by the width of spike-time jitter and thus cannot capture the fine temporal details of rapid transduction processes. For our method, the resolution is only limited by the precision with which the sensory input can be applied.

Second, the method is robust against moderate levels of spontaneous output activity, as this affects all stimuli within one iso-response set in the same way. Methods that require measurements at different response levels, on the other hand, are likely to be sys-
tematically affected because the same internal noise level may have a different influence at different levels of output activity.

Third, the method can be used to investigate processing sequences that include multiple nonlinear steps. For the investigated system, both mechanosensory transduction and spike generation induce strong nonlinearities. Classical systems analysis (Marmarelis and Marmarelis, 1978; Korenberg and Hunter, 1986) is severely limited in this situation. The simultaneous analysis of individual steps makes it also possible to uncover possible correlations between parameter values of the different individual processes.

Forth, the method does not require that the time scales of the individual processes are well separated. For the studied receptor cells, mechanical damping was on average about 2.2 times faster than electrical integration, and even for cells with almost identical time constants, iso-response measurements led to high-quality data and reliable parameter fits.

Finally, in many input-output systems, the last stage of processing can be described by a monotonic nonlinearity. Here, this is the relation between the effective stimulus strength \( J \) and the spike probability \( p \), which includes thresholding and saturation. By always comparing stimuli that yield the same output activity, the analysis is independent of the actual shape of \( p(J) \). Preceding integration steps may thus be analyzed without any need to model \( p(J) \). This feature is independent of the specific output measure and applies to spike probabilities, firing rates, or any other continuous output variable.

**Chapter Summary:**

For understanding the remarkable signal-processing features of auditory systems, knowledge about the dynamics of stimulus integration by auditory receptor cells on short time scales is required. Here, we have seen that a nonlinear cascade can be identified that describes the response probability of locust auditory receptor neurons to short click stimuli. Application of iso-response measurements made it possible to characterize this cascade despite the involvement of two different nonlinear transformations. This led to an accurate assessment of the two integration processes involved in the transduction chain, the mechanical vibration of the tympanum and the accumulation of electrical charge. Both these processes were found to act on sub-millisecond time scales.
The results of the previous two chapters led to models that describe different features of the response properties observed in locust auditory receptor neurons. The model in Chapter 5 captures the behavior of the firing rate in response to stationary acoustic signals; the model in Chapter 6 relates single-spike probabilities to the amplitudes of short click stimuli. Both models are based on cascade systems with similar building blocks and a straight-forward biophysical interpretation. It is thus natural to ask if the models can be viewed as special cases of a single underlying framework. After all, the biophysical machinery of auditory transduction is the same whether under constant stimulation or for short clicks.

In this chapter, we set up a more general cascade model for the auditory transduction chain in locust auditory receptor neurons. Subsequently, we will investigate how the special model versions of Chapter 5 and 6 can be formally derived from the general model. These derivations manifest the relations between the different theoretical approaches and allow us to interpret their parameters within a common framework. Furthermore, explicitly stating the mathematical assumptions that are required for the derivation makes us aware of the limitations of the different model versions.

The formal derivations require only simple, straight-forward mathematical manipulations. Nevertheless, as they are targeted at forming rigorous connections between the model versions, Sections 7.2 and 7.3 have a somewhat technical taste to them. Readers with less interest in the formal aspects of the model and little mathematical inclination may skip these stand-alone sections without lacking background in the remainder of this study.

7.1 Generalization of the Model to Arbitrary Stimuli

The findings of the previous two chapters suggested that the following sequence of processing modules form the basis of the relation between sound input and spike response:
1. the linear filtering induced by the tympanum,
2. the nonlinear (quadratic) transformation of mechanosensory transduction,
3. the linear filtering by the low-pass properties of the neural membrane,
4. the nonlinear transformation induced by the spike-generation mechanism.

A general mathematical formalization of this signal-processing sequence is straightforward, given the building blocks introduced in Chapter 3. We denote the filter of the tympanum in the time domain by \( l(\tau) \), so that after the first step, the movement of the tympanum \( \xi(t) \) in response to a sound-pressure wave \( A(t) \) is given by

\[
\xi(t) = \int_0^\infty d\tau \ l(\tau) \cdot A(t - \tau) \quad (7.1)
\]

Note that the causality of the filter \( l(\tau) \) is taken explicitly into account by setting the lower limit of the integral to zero. The next step is the mechanosensory transduction, which is modeled as a static nonlinearity. Following the models of the previous two chapters, we directly take the nonlinearity to be a squaring operation. For the provoked transduction current \( \psi(t) \), we thus find

\[
\psi(t) = \left[ \xi(t) \right]^2 = \left[ \int_0^\infty d\tau \ l(\tau) \cdot A(t - \tau) \right]^2 \quad (7.2)
\]

The accumulation of charge at the neural membrane is modeled by another linear filter \( q(\tau) \). This yields the effective sound intensity \( J(t) \),

\[
J(t) = \int_0^\infty d\tau' \ q(\tau') \cdot \psi(t - \tau') = \int_0^\infty d\tau' \ q(\tau') \cdot \left[ \int_0^\infty d\tau \ l(\tau) \cdot A(t - \tau - \tau') \right]^2 \quad (7.3)
\]

Finally, the spike generation leads to the response \( r(t) \) via another static nonlinearity \( g(\cdot) \),

\[
r(t) = g \left( J(t) \right) = g \left( \int_0^\infty d\tau' \ q(\tau') \cdot \left[ \int_0^\infty d\tau \ l(\tau) \cdot A(t - \tau - \tau') \right]^2 \right) \quad (7.4)
\]

The response \( r(t) \) can be interpreted as the instantaneous firing rate; in other words, \( r(t) \cdot dt \) is the probability of finding a spike in the small time window \( dt \) around time \( t \).

The model structure is schematically depicted in Fig. 7.1. For completeness, let us remark that the filters \( l(\tau) \) and \( q(\tau) \) are the impulse-response functions of linear operators, i.e., they denote the responses to short, “delta-function-like” inputs into the linear sub-processes. To emphasize the dynamic aspect, they can also be viewed as temporal transfer functions, as they denote how strongly an input affects the sub-system’s response after \( \tau \).

Note that the model – despite its stochastic nature if \( r(t) \) is interpreted as a spike probability – does not include explicit sources of spike jitter. Noise in the spike propagation velocity, e.g., is likely to distort the relation between the timing of the observed spike and the time \( t \) of its generation by \( r(t) \).

The model also does not include refactoriness or adaptation. As these phenomena in general affect the responses of the receptor neurons (Benda et al., 2001; Schaette et al.,
2004), the direct application of this model is limited to the probability of the first spike in response to a stimulus: \( r(t) \cdot dt \) then denotes the conditional spike probability given that no other spike occurred before \( t \). More formally, \( r(t) \) is the hazard function of spike occurrence (Gerstner and Kistler, 2002).

For the model’s application to firing rates, we will introduce additional assumptions about the cumulative effects of refractoriness and adaptation in the next section. In order to generalize the framework to arbitrary stimuli, however, additional modules need to be included. Appropriate concepts have recently been developed for adaptation (Benda and Herz, 2003) and refractoriness (Berry and Meister, 1998; Schaette et al., 2004). Combining these with the cascade model presented here should lead to a thorough description of the input-output relation for a large set of acoustic signals. Now let us turn to analyzing the relation of the cascade in Eq. (7.4) to the stationary and the click model versions.

### 7.2 Derivation of Stationary Model Version

The general model of Eq. (7.4) yields spike probabilities, from which we now intend to deduce firing rates. We must therefore capture the “average effects” of adaptation and refractoriness. For stationary stimuli, we can do so without invoking a complete model description of these two phenomena by the following central assumption: Refractoriness and adaptation occur in the processing sequence after the summation of transduction currents. In other words, we assume that \( J(t) \) itself is not affected by the spiking activity and that instead the dependence of the spike probability on \( J \), \( p = g(J) \), is influenced.

Deferring the discussion about the validity of this assumption to the end of this section, we proceed by noting that \( J(t) \) results from an input \( A(t) \), which consists of a constant-intensity sound with frequencies in the kilohertz range. As the low-pass properties of the neural membrane smooth out such high-frequency components, the accumulated charge in response to stationary sound should be nearly constant. We therefore also assume that \( J(t) \) can be approximated by a constant value \( J_0 \).

Hence for constant-intensity stimuli, Eq. (7.3) yields the effective sound intensity \( J_0 \) that underlies the firing rate \( R \). Assuming that for given \( J_0 \) the interactions between \( R \) and the average levels of refractoriness and adaptation lead to a unique stable steady state, \( R \) depends on \( J_0 \) via some nonlinear transformation \( \tilde{g}(\cdot) \), which will generally be different from the function \( g(\cdot) \) in Eq. (7.4),

\[
R = \tilde{g}(J_0). \tag{7.5}
\]

![Figure 7.1](image-url) Structure of the LNLN cascade. The linear filter \( l(\tau) \), \( q(\tau) \) and the squaring nonlinearity as well as the nonlinearity \( g(\cdot) \) successively transform the input signal \( A(t) \) into the response signal \( r(t) \).
Finally, \( J_0 \) can be calculated by noting that a constant value is equal to its temporal average,

\[
J_0 = \langle J(t) \rangle = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} dt \, J(t). \tag{7.6}
\]

A shortcut for the calculation of \( J_0 \) based on spectral analysis is given in Appendix G. Here, we proceed by explicitly calculating \( \langle J(t) \rangle \) for a stationary input signal \( A(t) \), which can be written as a Fourier series:

\[
A(t) = \sum_{n=1}^{N} A_n \sin \left( 2\pi f_n t + \varphi_n \right). \tag{7.7}
\]

Using this as the input for the full model for \( J(t) \), we find

\[
\langle J(t) \rangle = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} dt \, \int_{0}^{\infty} d\tau' \, q(\tau') \cdot \left[ \int_{0}^{\infty} d\tau \, l(\tau) \cdot A(t - \tau - \tau') \right]^2
\]

\[
= \sum_{m=1}^{N} A_m A_n \int_{0}^{\infty} d\tau' \, q(\tau') \int_{0}^{\infty} d\tau_1 \, l(\tau_1) \int_{0}^{\infty} d\tau_2 \, l(\tau_2) \cdot M_{mn}(\tau', \tau_1, \tau_2) \tag{7.8}
\]

with the coupling matrix

\[
M_{mn}(\tau', \tau_1, \tau_2) = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} dt \, \sin \left( 2\pi f_n(t - \tau' - \tau_1) + \varphi_m \right) \times \sin \left( 2\pi f_n(t - \tau' - \tau_2) + \varphi_n \right). \tag{7.9}
\]

Due to the orthogonality properties of the sine-function, only the diagonal elements \((m = n)\) of \( M \) give non-zero contributions. The integral thus yields

\[
M_{nn}(\tau', \tau_1, \tau_2) = \delta_{nn} \cdot \cos \left( 2\pi f_n(\tau_1 - \tau_2) \right) \cdot \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} dt \, \sin \left( 2\pi f_n(t - \tau' - \tau_1) + \varphi_n \right)^2
\]

\[
= \delta_{nn} \cdot \frac{1}{2} \cdot \cos \left( 2\pi f_n(\tau_1 - \tau_2) \right). \tag{7.10}
\]

Substituting this expression into Eq. (7.8), one summation can be performed directly by use of the Kronecker-delta, \( \delta_{nn} \), which leads to

\[
\langle J(t) \rangle = \frac{1}{2} \sum_{n=1}^{N} A_n^2 \int_{0}^{\infty} d\tau' \, q(\tau') \cdot C_n^{-2} \tag{7.11}
\]

with

\[
C_n^{-2} = \int_{0}^{\infty} d\tau_1 \int_{0}^{\infty} d\tau_2 \, l(\tau_1) \cdot l(\tau_2) \cdot \cos \left( 2\pi f_n(\tau_1 - \tau_2) \right)
\]

\[
= \left[ \int_{0}^{\infty} d\tau \, l(\tau) \cos(2\pi f_n \tau) \right]^2 + \left[ \int_{0}^{\infty} d\tau \, l(\tau) \sin(2\pi f_n \tau) \right]^2
\]

\[
= \| \hat{l}(f_n) \|^2 \tag{7.12}
\]
where $\hat{l}(f)$ is the Fourier transform of $l(\tau)$,

$$\hat{l}(f) = \int_0^\infty \tau \cdot \exp(-2\pi i f \tau).$$  \hspace{1cm} (7.13)

The term $\int_0^\infty dq(\tau)$ only yields a constant factor that can be absorbed by redefining the nonlinear function $\tilde{g}(\cdot)$. We thus find

$$R = \tilde{g}(J) \quad \text{and} \quad J = \frac{1}{2} \sum_{n=1}^{N} \frac{A_n^2}{C_n^2},$$  \hspace{1cm} (7.14)

exactly as in the energy model for stationary stimuli, Eqs. (5.5) and (5.7).

Note that according to the above derivation, the filter constants $C_n$ of the stationary model have their origin in the Fourier components of the filter $l(\tau)$ and thus reflect the frequency tuning as induced by the tympanum. This had already been the intuition in Chapter 5, but has been manifested here mathematically. The exact shape of the filter $q(\tau)$, on the other hand, has no influence on the spectral-integration properties as long as it induces the low-pass filtering that leads to a constant $J(t)$. Finally, the firing-rate model also has a static output nonlinearity, $\tilde{g}(\cdot)$, at the end, but the exact shape of this nonlinearity may be substantially different from that of the full model, $g(\cdot)$, mainly due to the influence of refractoriness and adaptation.

The derivation relies on the assumptions that 1) adaptation and refractoriness effect the processing sequence of the auditory transduction chain only in the last step, the conversion of the effective sound intensity $J$ into the spike probability, 2) the signals are low-passed filtered so that $J(t)$ is constant under stationary stimulus conditions, and 3) only one stable stationary state exists. The first assumption is justified by the fact that generic models of refractoriness and adaptation have been successfully applied to locust auditory receptor neurons (Schaette et al., 2004; Benda, 2002), which fulfill this criterion. Both phenomena are triggered by the spiking activity in these models; refractoriness then modifies the resulting spike probability multiplicatively, whereas adaptation leads to a subtractive current contribution in the relation between the transduction current and the spike probability. For completeness, let us add that a putative input-driven adaptation component, as hypothesized in Chapter 5 and to be revisited in the chapter to come, is not expected to affect the derivation presented here; as will be discussed in more detail later, it acts by changing the input filter $l(\tau)$ slowly over time so that under stationary conditions, $l(\tau)$ is fixed, albeit possibly different than at stimulus onset.

The second assumption is well fulfilled for typical sound frequencies in the kilohertz range where the grasshopper receptor cells are sensitive because the neural membrane low-pass-filters any remaining fluctuations in this range. As discussed in the derivation of the model in Chapter 5, this is supported by the absence of peaks at the stimulating sound frequency in the spectrum of the membrane potential (Hill, 1983) as well as by the absence of phase locking (Suga, 1960; see also Section 2.4).

Finally, the uniqueness of the stable steady state for a given $J_0$ is explained by the fact that the firing rate $R$ and the stationary effects of refractoriness and adaptation form a simple negative feedback loop that does not lead to multistability.
7.3 Derivation of Click Model Version

In order to connect the general model to the click model version of Chapter 6, we need to investigate the responses to pairs of short, pulse-like inputs. These are mathematically modeled as Dirac delta functions at time \( t_1 = 0 \) and at time \( t_2 = \Delta t > 0 \) with amplitudes \( A_1 \) and \( A_2 \), respectively:

\[
A(t) = A_1 \cdot \delta(t) + A_2 \cdot \delta(t - \Delta t).
\]  

(7.15)

The resulting effective sound intensity \( J(t) \) is a function of time, but we are interested in the total (integrated) probability that a spike occurs. We can expect that the form of \( J(t) \) to click inputs is stereotypical and sharply peaked, and that the height of this peak is a good measure for the total spike probability. Therefore we assume that the spike probability for click stimuli is approximately given as a function of the effective sound intensity a fixed time \( T \) after the second click, i.e.,

\[
p = \tilde{g}(J(\Delta t + T)).
\]  

(7.16)

Note again that \( \tilde{g}(\cdot) \) is not the same function as \( g(\cdot) \) in Eq. (7.4), but effectively includes the integration of the spike probability density over time.

Substituting the expression (7.15) into Eq. (7.3), we can solve the inner integral directly because of the delta functions and thus obtain

\[
J(\Delta t + T) = \int_0^\infty d\tau' \cdot q(\tau') \cdot \left[ \int_0^{\infty} d\tau \cdot l(\tau) \cdot \left( A_1 \cdot \delta(\Delta t + T - \tau - \tau') + A_2 \cdot \delta(\Delta t + T - \tau - \tau' - \Delta t) \right) \right]^2
\]

\[
= \int_0^{\infty} d\tau \cdot \left[ A_1 \cdot l(\Delta t + T - \tau) + A_2 \cdot l(T - \tau) \right]^2 \cdot q(\tau)
\]

\[
+ \int_T^{\infty} d\tau \cdot \left[ A_1 \cdot l(\Delta t + T - \tau) + A_2 \cdot l(T - \tau) \right]^2 \cdot q(\tau)
\]

\[
= \int_0^{\Delta t} d\tau \cdot A_1^2 \cdot [l(\tau)]^2 \cdot q(\Delta t + T - \tau)
\]

\[
+ \int_0^T d\tau \cdot A_1 \cdot l(\Delta t + \tau) + A_2 \cdot l(\tau)]^2 \cdot q(T - \tau)
\]

(7.17)

The last two steps were obtained by splitting up the integral together with applying the causality conditions and by variable transformations. In order to solve these integrals, we need expressions for “successive transfer”, i.e., we need to understand how \( l(\tau_1 + \tau_2) \) and \( q(\tau_1 + \tau_2) \) are composed of transfer functions that depend only on \( \tau_1 \) or \( \tau_2 \). To do so, we resort to the findings of the previous chapter and assume specific functional forms of \( l(\tau) \) and \( q(\tau) \). We approximate \( l(\tau) \) as a damped harmonic oscillator with natural frequency \( \omega \) and decay constant \( \lambda \), whereas \( q(\tau) \) is modeled as a leaky integrator with a decay constant
\[ l(\tau) = \sin(\omega \tau)e^{-\lambda \tau}, \quad (7.18) \]
\[ q(\tau) = e^{-\delta \tau}. \quad (7.19) \]

This yields
\[ q(\tau_1 + \tau_2) = e^{-\delta \tau_1} \cdot e^{-\delta \tau_2} \]
\[ = q(\tau_1) \cdot q(\tau_2), \quad (7.20) \]
\[ l(\tau_1 + \tau_2) = \sin[\omega(\tau_1 + \tau_2)] e^{-\lambda (\tau_1 + \tau_2)} \]
\[ = \sin(\omega \tau_1) e^{-\lambda \tau_1} \cdot \cos(\omega \tau_2) e^{-\lambda \tau_2} + \sin(\omega \tau_2) e^{-\lambda \tau_2} \cdot \cos(\omega \tau_1) e^{-\lambda \tau_1} \]
\[ = l(\tau_1) \cdot \bar{l}(\tau_2) + l(\tau_2) \cdot \bar{l}(\tau_1), \quad (7.21) \]

where \( \bar{l}(\tau) = \cos(\omega \tau)e^{-\lambda \tau} \) denotes a phase-shifted oscillator. Applying these relations to Eq. (7.17), we find
\[ J(\Delta t + T) = \int_0^{\Delta t} d\tau \ A_1^2 \cdot [l(\tau)]^2 \cdot q(\Delta t) \cdot q(T - \tau) \]
\[ + \int_0^T d\tau \ \left[ A_1 \cdot l(\Delta t) \cdot \bar{l}(\tau) + A_1 \cdot l(\tau) \cdot \bar{l}(\Delta t) + A_2 \cdot l(\tau) \right]^2 \cdot q(T - \tau) \]
\[ = A_1^2 \cdot q(\Delta t) \cdot \int_0^{\Delta t} d\tau \ [l(\tau)]^2 \cdot q(T - \tau) \]
\[ + [A_1 \cdot \bar{l}(\Delta t) + A_2]^2 \cdot \int_0^T d\tau \ [l(\tau)]^2 \cdot q(T - \tau) \]
\[ + A_1^2 \cdot \bar{l}(\Delta t) \cdot \int_0^T d\tau \ [\bar{l}(\tau)]^2 \cdot q(T - \tau) \]
\[ + 2 \cdot A_1 \cdot l(\Delta t) \cdot \left[ A_1 \cdot \bar{l}(\Delta t) + A_2 \right] \cdot \int_0^T d\tau \ \bar{l}(\tau) \cdot l(\tau) \cdot q(T - \tau) \quad (7.22) \]

The last term contains an integral over a product of a sine (from \( l(\tau) \)) and a cosine (from \( \bar{l}(\tau) \)) and will thus be small compared to the other integrals. We therefore neglect this term. Furthermore, we assume that the second integral is approximately equal to the third, as the phases of \( l(\tau) \) and \( \bar{l}(\tau) \) do not significantly contribute in the integrals. We thus substitute \( l(\tau) \) for \( \bar{l}(\tau) \) in the third integral. These two approximations both rely on the assumption that the oscillation period of \( l(\tau) \) is short enough, i.e., \( \omega \) is large enough, to result in significant averaging of the \( l \)-terms in the integral. Using the definitions
\[ k = \int_0^T d\tau \ [l(\tau)]^2 \cdot q(T - \tau), \quad (7.23) \]
\[ \gamma(\Delta t) = \frac{1}{k} \cdot \int_0^{\Delta t} d\tau \ [l(\tau)]^2 \cdot q(T - \tau), \quad (7.24) \]
Eq. (7.22) can be written as
\[
J(\Delta t + T) = A_1^2 \cdot q(\Delta t) \cdot \gamma(\Delta t) \cdot k + [A_1 \cdot \tilde{l}(\Delta t) + A_2^2] \cdot k + A_1^2 \cdot [l(\Delta t)]^2 \cdot k
\]
Absorbing the constant factor \( k \) in the function \( \tilde{g}(J) \), we obtain the same functional dependence of \( J \) on \( A_1 \) and \( A_2 \) as in the click model, Eq. (6.2). By comparison, we find
\[
L(\Delta t) = \tilde{l}(\Delta t),
\]
\[
Q(\Delta t) = q(\Delta t) \cdot \gamma(\Delta t) + [l(\Delta t)]^2.
\]
\( L(\Delta t) \) is thus a phase-shifted version of the tympanum’s response function \( l(\Delta t) \), but retains the important resonance characteristics such as natural frequency and decay constant. In fact, as the oscillation of \( l(\Delta t) \) is found to be faster than its decay \( (\omega = 2\pi f > \lambda = 1/\tau_{\text{dec}} \text{; cf. Fig. 6.8}) \), \( \tilde{l}(\Delta t) \) is approximately proportional to the derivative of \( l(\Delta t) \). Hence, \( L(\Delta t) \) measures the velocity of the tympanic vibration. Note that this interpretation is consistent with the initial jump of \( L(\Delta t) \) at \( t = 0 \), which is not expected for the displacement of an impulse-driven oscillator, but for its velocity.

\( Q(\Delta t) \) captures the response function of electrical integration given by \( q(\Delta t) \) up to small corrections. The \([l(\Delta t)]^2\)-term is quadratic and thus negligible for large enough \( \Delta t \), as \( l(\Delta t) \) quickly goes to zero. For small \( \Delta t \), though, this term may lead to an oscillatory contribution to \( Q(\Delta t) \), but this putative effect has so far been below our measurement accuracy. The factor \( \gamma(\Delta t) \) approaches unity also due to the fast decay of \([l(\Delta t)]^2\), which yields the integrals in the numerator and denominator of Eq. (7.24) equal for large enough \( \Delta t \). For this range (from the time scale of \( L(\Delta t) \) measured in Chapter 6, this corresponds to \( \Delta t \gtrsim 100 \text{ or } 200 \mu s \)), we find \( Q(\Delta t) \approx q(\Delta t) \). For small \( \Delta t \), on the other hand, the factor \( \gamma(\Delta t) \) suppresses the contribution from \( q(\Delta t) \) leading to an initial rising phase of \( Q(\Delta t) \) in contrast to the sharp onset of \( q(\Delta t) \). This effect is seen in the data (Fig. 6.8) as well as expected from the notion that, for short \( \Delta t \), the inter-click interval is too short to allow for a transduction current induced by the first click alone.

The above derivation mainly rests on two assumptions: 1) that the spike probability is mainly determined by the effective sound intensity \( J(t) \) at a single point in time, 2) that the explicit formulas of “successive transfer” Eqs. (7.20) and (7.21), apply to \( l(\tau) \) and \( q(\tau) \). The first assumption is motivated by the expected sharp deflections of the transduction currents in response to click stimuli. It is supported by the strong temporal localization of spike occurrence around a fixed time after the second click, see Fig. 6.5. However, the distribution of spike times may be slightly wider for larger inter-click intervals. A future systematic investigation of this effect, connecting it to the width of the expected peak in \( J(t) \), may further advance the understanding of the model.

The second assumption rests on the experimentally extracted forms of \( L(\Delta t) \) and \( Q(\Delta t) \). The derivation is thus not entirely deductive, but instead leads to a self-consistent interpretation of the relations between \( l, q, L, \) and \( Q \). The derivation explicitly uses the oscillator characteristics of \( l(\tau) \) and the leaky-integrator properties of \( q(\tau) \). For different characteristics of these filters, the relations between \( l, q, L, \) and \( Q \) may be different. This would not preclude their experimental examination based on the same approach with click
stimuli, but it may alter the interpretation of the extracted filters with respect to a general cascade model.

Further minor assumptions were used in the derivation in order to simplify the integrals in Eq. (7.22). These assumptions rest on the fact that the oscillation period of $l(\tau)$ is shorter than the decay time constants of $l(\tau)$ and $q(\tau)$ so that the integrals involve averaging over the phases of $l(\tau)$. This is consistent with the data, as the measurement of $L(\tau)$ generally reveals more than one full cycle of the oscillation.

**CHAPTER SUMMARY:**

Two models for the auditory transduction chain in receptor cells of locusts had been obtained under particular stimulus conditions, stationary and pulse-like stimulation. In this chapter, we showed that these two model versions can be deduced from a general model based on an LNLN cascade. The assumptions on which the specialized model versions rest were made explicit. The derivations showed that the two specialized versions are consistent with each other and led to mathematical relations between the parameters of the individual models. The generalized model can be further enhanced by including additional functional modules, which capture refractoriness and adaptation phenomena.
Many spiking neurons adapt to long-lasting stimulation; the firing rate decreases over time, even though the stimulus stays constant. Often, the activity levels off to a steady state after a certain period, which may range from tens of milliseconds to several seconds. The time scales of spike-frequency adaptation are thus considerably longer than the ones we found for the integration processes in the auditory transduction chain. The separation of time scales allows us to analyze adaptation processes independently of the details of the primary transduction chain.

Here, we return to a question already raised in Chapter 5: Can we distinguish between different functional sources that contribute to spike-frequency adaptation? More precisely, we will investigate the possible interfaces of spike-frequency adaptation within the auditory transduction chain. In Chapter 5, we argued that the primary sources of adaptation are triggered by the neuron’s own spiking activity (output-driven adaptation) and thus lead to a global rescaling of sensitivity, which is the same for all frequency components. However, slight differences in the spectral-integration characteristics at stimulus onset and during the steady state raised questions about the existence of an additional adaptation component that depends directly on the sensory input, i.e., its sound intensity and frequency (input-driven adaptation). In this chapter, we will investigate this aspect further by applying the DIRS method introduced in Section 4.3.¹

### 8.1 Input-Driven versus Output-Driven Adaptation

The most prominent sources of adaptation are the activation of calcium-dependent (Maddison and Nicoll, 1984; Vergara et al., 1998; Sah and Davies, 2000) or slow voltage-dependent (Brown and Adams, 1980; Storm, 1990) potassium currents and the inactivation of fast sodium currents (Fleidervish et al., 1996; Vilin and Ruben, 2001; Torkkeli et al., 2001). All these sources are essentially output-driven feedback components of adaptation, as they causally depend on the neuron’s spiking activity (Benda and Herz, 2003).

¹This chapter is based on (Gollisch and Herz, 2004b).
On the other hand, adaptation may also contain components that are driven by the strength of the sensory or synaptic input in a feedforward way. In mechanosensory systems, e.g., the mechanical substrate may contribute to the dynamics of transduction. As originally suggested by Matthews (1931, 1933), muscle stress relaxation contributes to adaptation in vertebrate muscle spindles and tendon organs. In the Pacinian corpuscle, the viscoelasticity of the capsule leads to a characteristic rapid adaptation (Hubbard, 1958; Loewenstein and Mendelson, 1965), whereas mammalian hearing systems are influenced by adaptation of the transducer currents (Gillespie and Walker, 2001; Ricci et al., 1998; Holt and Corey, 2000).

In fact, adaptation mechanisms have been discovered acting on all principal stages of the signal-processing chain in receptor neurons, the coupling (Loewenstein, 1971; Catton, 1970; Chapman et al., 1979), the transduction (Ricci et al., 1998; Holt and Corey, 2000), and the encoding (Matthews and Stein, 1969; Purali and Rydqvist, 1998) of the primary sensory signal. For higher-order neurons, synaptic mechanisms also contribute to spike-frequency adaptation (Best and Wilson, 2004).

Such different sources of adaptation will have different effects on the coding properties of a sensory neuron. A complete understanding of the functional aspects of adaptation therefore requires the localization of its sources in the processing sequence and the identification of the causal relations between sensory input, neural activity, and the level of adaptation (Nurse, 2003).

Auditory receptor neurons of locusts reveal pronounced spike-frequency adaptation in response to prolonged acoustic stimulation. For temperatures around 30°C, firing rates at stimulus onset can reach as high as 500 or even 600 Hz. Subsequently, they decrease to a steady-state level below 300 Hz. This spike-frequency adaptation takes place within the first few hundred milliseconds after stimulus onset. Experimental characterizations of the strength and the time constants of adaptation indicate that adaptation mainly depends on the output level of neural activity, the firing rate (Benda et al., 2001; Benda, 2002). This is consistent with studies on other insect mechanosensitive systems where output-driven components have been identified as the primary source of spike-frequency adaptation (French, 1984a; French, 1984b). In the following, we will systematically test for additional input-driven adaptation components and their effects on the spiking activity of the auditory receptor cells by analyzing in vivo recordings of spike trains from single receptor-cell axons in the auditory nerve.

8.2 Assessing Input-Driven Adaptation

To experimentally detect and analyze input-driven adaptation, we follow the DIRS method introduced in Section 4.3: For each recorded receptor neuron, we first identified stimuli with different sound frequencies that evoked the same steady-state firing rate. This was achieved by tuning the individual sound intensities so that a predefined firing rate was reached. These intensities were generally different for different sound frequencies due to the frequency dependence of the neuron’s sensitivity. We then observed the firing rate when the stimulus was switched from one sound to the other. If only output-driven adaptation were present, the firing rate should stay at the constant steady-state level. Input-driven adaptation components, on the other hand, are disequilibrated follow-
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Characterizing Input-Driven Adaptation

In order to quantitatively characterize input-driven adaptation, we calculated firing-rate differences between the responses to a “switch stimulus”, which contained a switch from one sound frequency to the other, and the responses to a “pure stimulus”, i.e., a stimulus whose sound frequency and intensity equal that in the second half of the switch stimulus (Fig. 8.1E). We fitted exponential curves to the firing-rate differences after the switch to obtain the initial firing-rate difference $\Delta r$ and the decay time constant $\tau$.

Figure 8.2 shows a collection of such data from four different recorded receptor cells. For all these cells, the transient firing-rate deflections are clearly visible. This indicates that input-driven adaptation is a general phenomenon in these neurons. Size and time constant of the effect vary considerably between cells (note the different scales on the y-axis) and can cause firing-differences as high as 100 Hz in some cases. A clear relationship exists between the direction of the firing-rate deflection and the direction of the switch; switches from lower to higher sound intensity lead to upward deflections and vice versa.
Figure 8.1: Detecting input-driven adaptation. (A) Examples of recorded spike trains. Pure tones of 3 and 7 kHz with intensities of 78 and 83 dB SPL, respectively, were presented for 750 ms (black bar). The firing rate patterns show no obvious differences for the two tones. (B) Instantaneous firing rates obtained from 94 repetitions of two stimuli with a duration of 1.5 s; sound frequencies and intensities are indicated in the plot. The intensities had been tuned to reach the same steady-state firing rate. The initial firing-rate transients are nearly identical. (C) Schematic drawings of the applied stimuli. Each stimulus half consisted of either a 4-kHz or a 10-kHz pure tone of constant intensity. For two stimuli (“switch stimuli”), the tone was switched after half the stimulus duration. The 10-kHz tone is depicted with a larger amplitude, corresponding to the higher intensity needed to drive the cell at the same steady-state firing rate as with the 4-kHz tone. (D) Firing rates in response to switch stimuli. A small downward deflection (black line, left panel) or upward deflection (black line, right panel) is apparent following the switch at \( t = 750 \text{ ms} \). For comparison, the gray lines show the firing rate that is obtained for the pure stimulus with sound frequency and intensity as in the second part of the switch stimulus. (E) Firing-rate differences calculated by subtracting the firing rate of the pure stimulus (gray curve in D) from that of the switch stimulus (black curve in D). The deflections are fitted by exponential curves with initial firing-rate difference \( \Delta r \) and time constant \( \tau \). For the switch from the high-intensity 10-kHz to the low-intensity 4-kHz stimulus (left panel), the deflection is in the downward direction and, correspondingly, \( \Delta r \) is negative. For the right panel, the switch is from low to high intensity, and \( \Delta r \) is positive.
In about half of the recordings, we observed that after the switch from the higher to the lower sound intensity, the firing rate did not always reach the original level of firing within the remaining observation time. This becomes apparent in the negative asymptote of the firing-rate differences in Figs. 8.2B–D. A possible explanation is the contribution of an additional, much slower time scale to the recovery from input-driven adaptation. Such an effect was not seen for the build-up of input-driven adaptation. To account for this effect in the exponential fits, a constant offset was included as an additional fit parameter.
In some cases, the firing-rate differences directly following stimulus onset show a similar transient deflection as after the switch, but with an opposite sign (Fig. 8.2D). These cases indicate that input-driven adaptation is also part of the initial total adaptation and may account for sound-frequency-dependent differences in the time course of the firing rate after stimulus onset. Generally, though, the firing-rate differences at stimulus onset give no clear picture of input-driven adaptation (Fig. 8.2A–C), presumably because the dynamics is governed strongly by output-driven adaptation.

Note that the upward and downward deflections of the firing rate for the same cell do not necessarily have the same shape. Especially the time constants of build-up and decay may diverge considerably (Fig. 8.2A, B). This is in contrast to the minimal model that was introduced in Section 4.3 and suggests an extension where the time constant of input-driven adaptation, $\tau_I$, either differs for build-up and decay or explicitly depends on the intensity level $I$. Due to the large cell-to-cell variability, however, the present data did not allow for a quantitative investigation of such a dependence.

Let us add a note of caution for the interpretation of such data. In order to deduce the existence of input-driven adaptation from the switching-induced firing-rate deflections, the sound intensities need to be tuned to yield approximately the same steady-state firing rates. In the model of Section 4.3, this was easy to achieve given the mathematical solutions, but in experiments, such a tuning relies on noisy data and is never perfect. With a mismatch of steady-state firing rates, output-driven adaptation alone could in principle lead to similar deflections of the firing rates. Imagine, e.g., that tone $x$ leads to a higher firing rate than tone $y$. Output-driven adaptation will consequently be higher during presentation of tone $x$, and after the switch to tone $y$, the firing rate will be transiently reduced while this adaptation component decays to the steady-state level of tone $y$. We can exclude this scenario by observing cases where a slight tuning mismatch is found together with a firing-rate deflection in the opposite direction to what would be expected from output-driven adaptation. In the left panel of Fig. 8.2D, e.g., we see that although the steady-state firing rate for the 3-kHz stimulus was slightly higher than for the 12-kHz stimulus (apparent in the positive offset of the firing-rate difference in the first half of the observation), the rate even increased further after the switch to the 12-kHz stimulus. Pure output-driven adaptation would have been expected to result in a firing-rate decrease triggered by the firing-rate difference before the switch, but this was apparently overcompensated by input-driven adaptation. Analyzing input-driven adaptation thus does not require a perfect match of steady-state firing rates, though one should be aware of possible influences from a mismatch. For further analysis, we included only those recordings where the firing rates, measured in the 100-ms period before the switch, matched with deviations of not more than 10%. In fact, for 13 of the 22 included recordings, the deviations were less than 3%.

### 8.4 Correlations with Stimulus Parameters

Figure 8.3 summarizes the data from 22 recordings. In order to distinguish the two directions of the switch, we now provide the parameters $\Delta r$ and $\tau$ with indices $lh$ for switches from lower to higher intensity and indices $hl$ for switches from higher to lower intensity. The direction of the firing-rate deflection is governed by the sign of $I_2 - I_1$; positive
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Figure 8.3: Correlation analyses of parameters characterizing input-driven adaptation. The initial firing-rate difference $\Delta r$ and the decay time constant $\tau$ are obtained from exponential fits of the firing-rate transients following the stimulus switch. To distinguish between the two directions of the switch, the parameters are labeled $\Delta r_{lh}$, $\tau_{lh}$ for switches from lower to higher intensity and $\Delta r_{hl}$, $\tau_{hl}$ for switches from higher to lower intensity, and the data are plotted as open circles and gray squares, respectively. (A) Comparison of $\Delta r$ with the intensity difference between the second and first stimulus part, $I_2 - I_1$. (B) Distribution of values for $\Delta r$ over the average of the two intensities used in the corresponding experiment. (C) Comparison of $\Delta r$ with $\Delta R_l$, the total amount of adaptation between stimulus onset and steady state for the lower-intensity stimulus. (D) Comparison of $\Delta r$ with $\Delta R_h$, the total amount of adaptation for the higher-intensity stimulus. (E) Correlation of $\Delta r_{lh}$ and $\Delta r_{hl}$ obtained from the two switching directions of the same stimuli measured for the same cell. (F) Relation between $\Delta r$ and the decay time constant $\tau$ of the firing-rate transients.

$I_2 - I_1$, i.e., switches from lower to higher intensity generally cause upward deflections of the firing rate ($\Delta r_{lh} > 0$) and vice versa (Fig. 8.3A). Consequently, we observe a strong correlation between $I_2 - I_1$ and the complete set of values for $\Delta r$ ($\rho = 0.74$, $p < 10^{-4}$). But also restricting the data to switches from higher to lower intensity ($\Delta r_{hl}$ vs. $I_2 - I_1 < 0$, gray squares in Fig. 8.3A) reveals a correlation ($\rho = 0.38$, $p = 0.078$); the higher the intensity difference, the higher generally the difference in input-driven adaptation. For switches from lower to higher intensities ($\Delta r_{lh}$ vs. $I_2 - I_1 > 0$), the correlation is not significant ($\rho = 0.14$, $p = 0.52$). In contrast, we found no influence of the absolute level of intensity on the size of the firing-rate deflections (Fig. 8.3B), nor of the level of the steady-state firing rate (data not shown).

The total level of adaptation following the initial stimulus onset is denoted by $\Delta R_l$ for the lower-intensity tone and by $\Delta R_h$ for the higher-intensity tone. These are obtained from exponential fits to the pure-stimulus responses. We find that $\Delta r_{lh}$ and $\Delta r_{hl}$ are not corre-
lated with $\Delta R_l$ (Fig. 8.3C), but with $\Delta R_h$, though the correlation of $\Delta r_{lh}$ is not significant ($\rho = 0.47$, $p = 0.027$ for $\Delta r_{lh}$; $\rho = -0.30$, $p = 0.17$ for $\Delta r_{hl}$; Fig. 8.3D). Our conclusion is that input-driven adaptation is a substantial part of total adaptation for high-intensity tones, whereas it contributes less for low-intensity tones. Input-driven adaptation must thus be caused by a process that is activated more strongly at higher intensities and that reduces neural sensitivity in the high-intensity regime. This is opposed to hypothetical rival processes that would be activated at lower intensities and that could cause the firing-rate deflections by increasing sensitivity in the low-intensity regime.

The firing-rate deflections for both switching directions of two tones measured for the same cell are of comparable size (Fig. 8.3E) as seen in the correlation between $\Delta r_{hl}$ and $\Delta r_{lh}$ ($\rho = -0.74$, $p < 10^{-3}$). This supports the idea that the same amount of input-driven adaptation builds up after the switch from lower to higher intensity as decays after the switch from higher to lower intensity.

Figure 8.3F shows that the time constants of the firing-rate deflections were distributed over a wide range between 10 and 300 ms. $\tau_{lh}$ and $\Delta r_{lh}$ showed no significant correlation ($p = 0.20$). But for the shift from higher to lower intensity, the time constant $\tau_{hl}$ was correlated with $\Delta r_{hl}$ ($\rho = -0.3708$, $p = 0.089$). As we had seen in the model of Section 4.3, time constants for the firing-rate deflections may reflect the mixture of input-driven and output-driven adaptation. Two simple explanations of this correlation are therefore possible: 1) the strength and the time constant of input-driven adaptation within a neuron are coupled, or 2) a larger effect of input-driven adaptation leads to a larger contribution of the corresponding time constant to the firing-rate transient. Which of these hypotheses may hold is presently undecided.

8.5 Discussion of the Experimental Approach

Spike-frequency adaptation is ubiquitous in neural systems. Several functions are linked to adaptation, including control of the dynamic operating range, noise suppression, and high-pass filtering (Kandel et al., 2000). Furthermore, the temporal dynamics of adaptation allow specific computational strategies (Adorjan et al., 2002; Schwabe and Obermayer, 2003). At the sensory periphery, adaptation may also contribute to the protection of receptor neuron’s structures and transduction channels from over-stimulation as part of an allostatic regulation (McEwen and Wingfield, 2003).

A functional study of adaptation in a specific system should include a determination of its causal dependencies. What aspects of the stimulus or of the neural activity trigger adaptation? In many neuron types, adaptation is thought to be driven by the cells own spiking activity. Many adaptation currents based on cell-membrane-intrinsic ion channels fall into this class of output-driven adaptation mechanisms (Benda and Herz, 2003).

The approach presented in this chapter for analyzing input-driven adaptation components only requires measurements of the spiking activity of the neuron. This is especially advantageous for in vivo studies and when intracellular recordings from the soma or dendrites are not available and the application of biomedical agents, such as channel blockers, is difficult or impossible. A requirement for being able to observe firing-rate transients caused by input-driven adaptation after a stimulus switch is the existence of different stimulus types (such as acoustic frequencies or locations of visual stimuli) that drive the
neuron equally despite different input levels. For high-dimensional stimulus spaces, it is likely that such stimuli exist and can be identified experimentally, but this has to be decided on a case-by-case basis.

Since we measure the difference of adaptation for two stimuli, we assess the existence and relative strength of input-driven adaptation, but we do not determine its absolute level. The input-driven adaptation component appears to be considerably weaker than output-driven adaptation, as the phasic parts of the receptor cell’s activity following stimulus onset are strongly dependent on the level of the output firing rate. But it remains an open issue to actually quantify the contribution of input-driven adaptation to total adaptation. Performing the same experiment with more than just two tones could help answering this question, as the resulting set of firing-rate differences may suggest a certain functional dependence of the level of input-driven adaptation on the sound intensity. The limited recording time, though, currently precludes such an experiment for locust auditory receptor cells.

8.6 Mechanistic Foundation

What is the biophysical mechanism behind input-driven adaptation? As we have seen so far, the sound stimulus is successively transformed; the sound-pressure waves cause oscillations of the tympanic membrane, the animal’s ear drum, which in turn lead to the opening of mechanosensory ion channels in the attached receptor neurons, and finally the provoked transduction currents may trigger action potentials. At which point in this cascade can input-driven adaptation occur?

The information about the absolute intensity is only present at the very first step of the processing chain, the coupling of the air-pressure wave to the tympanum. By its resonance properties, the tympanum filters the sound wave (Michelsen, 1971b; Schiolten et al., 1981); subsequent stages of the transduction chain obtain only information about the filtered stimulus intensities and thus cannot evoke an adaptation mechanism that depends on the absolute intensity level. We conclude that the observed adaptation process is an effect of the mechanical coupling of the stimulus to the tympanum. Similar influences of mechanical structures have been described in vertebrate muscle spindles (Matthews, 1931; Matthews, 1933) and the Pacinian corpuscle (Hubbard, 1958; Loewenstein and Mendelson, 1965).

In the cascade-model framework of Chapter 7, the mechanical coupling is captured by the temporal filter $l(\tau)$. An adaptation-induced change in the mechanical properties should therefore be reflected in a change of $l(\tau)$. One may speculate that the reduced relative sensitivity at high intensities, which effectively should lead to a sharpening of the frequency tuning over time, is mediated by an increase of the decay time constant of $l(\tau)$. In other words, a longer temporal filter $l(\tau)$ during the steady state as compared to stimulus onset could sharpen the frequency tuning and thus suppress the responses to sound frequencies which do not lie near the cell’s characteristic frequency. This constitutes a straight-forward way of incorporating the observed phenomena into the cascade model of the auditory transduction chain. Furthermore, an experimental test – e.g., by measuring the temporal filter of the tympanum as in Chapter 6 in an adapted and a non-adapted state, provided the necessary longer recording times are available – would be highly interesting.
The putative mechanical origin opens the possibility of a complementary characterization via the mechanical properties of the tympanum. Laser interferometry allows the observation of the tympanic oscillations under acoustic stimulation (Schiolten et al., 1981; Robert and Göpfert, 2002). Our results predict that a slight decrease in oscillation amplitude should be visible during the first few hundred milliseconds in response to constant-intensity stimulation. However, the auditory ganglion, which contains the receptor-cell somata and which is attached to the tympanum, also vibrates during sound stimulation (Stephen and Bennet-Clark, 1982) and thus contributes to the mechanical deformations that induce transduction. It could well be that part (or all) of input-driven adaptation is associated with this movement, which is considerably harder to observe in detail. Furthermore, the inhomogeneous structure of the tympanum makes it difficult to relate such observations to individual receptor cells because they are attached at different positions on the tympanic membrane. Here, on the other hand, we were able to observe the effect of this adaptation component on the spiking activity of single neurons.

### 8.7 Possible Functions

What function may this adaptation component serve? The observed phenomenon might be a consequence of mechanical constraints and nonlinear properties that come with the specific way of stimulus coupling. This could in fact lead to a protection of the delicate mechanical structures from damage at high sound intensities. On the other hand, input-driven adaptation components in principle open up new possibilities for coding strategies; the relative sensitivities of the neuron to different sound frequencies change over time depending on previous intensity levels.

It is yet unclear, though, what benefit would result from such a dynamic reorganization of the code. Natural stimuli for grasshoppers, such as their courtship songs, usually contain broad carrier-frequency bands (von Helversen and von Helversen, 1994; Stumpner and von Helversen, 2001). The coding properties of grasshopper auditory receptor cells have been shown to be particularly adapted to specific aspects of these stimuli (Meyer and Elsner, 1996; Machens et al., 2001) and to allow discrimination between slightly different songs (Machens et al., 2003). Investigating input-driven adaptation using these more complex signals may thus shed light on how this adaptation component affects neural coding.

Further insight about the functional roles of input-driven and output-driven adaptation may result from comparisons with other sensory modalities. In fact, olfactory receptor cells have been shown to be affected by adaptation mechanisms originating in the ciliary transduction machinery as well as in somatic ion channels (Narusuye et al., 2003). These mechanisms of input-driven and output-driven adaptation may have different biophysical origins as compared to auditory receptor cells, but could constitute analogous functional operations. Similarly, photoreceptor cells are influenced by several different adaptation mechanisms along the phototransduction pathway (Lamb and Pugh, 1992; Hardie and Raghu, 2001), and their relative importance is subject to ongoing research (Bownds and Arshavsky, 1995).

The approach presented in this chapter is not specific to the auditory system and may thus lead to similar insight in other sensory systems. For higher-order neurons, it may be
applied to disentangle adaptation contributions that are caused by the activity of the investigated neuron itself and those that are inherited from previous processing steps such as short-term synaptic plasticity. As in the present study, no dendritic or somatic measurements are needed; extracellular recordings of spiking activity would suffice to identify and discriminate different (sub-)cellular adaptation components.

**Chapter Summary:**

Spike-frequency adaptation modifies a neuron’s input-output relation depending on the history of stimulation and activity. For a functional characterization of adaptation, the identification of its causes is an essential aspect. In this chapter, we have seen how input-driven adaptation can be experimentally uncovered from *in vivo* recordings of spiking activity. The applied method is based on measuring transient deflections of the firing rate, which are caused by switches between different stimuli corresponding to the same steady-state response. The observed input-driven adaptation component is likely to result from specific mechanical properties of the sound-receiving structures in the ear. It thus affects the first stage of the auditory transduction chain, the coupling of the acoustic signal to the tympanum.
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In this thesis, a modular study of the auditory transduction chain in receptor cells of the locust ear was presented. The experimental data were obtained from in vivo recordings of spike trains from single fibers in the auditory nerve. As an appropriate theoretical framework for studying the auditory transduction chain, cascade models were identified. Their basic building blocks, temporal linear filters and static nonlinear transformations, constitute the modules of the studied system. For determining the cascade structure and the parameters of the modules, a suitable experimental approach to collecting data in electrophysiological recordings was developed. A key feature of the new method is the identification of different stimuli that lead to the same response of the system.

By applying this method, we found that the auditory transduction chain can be described by a sequence of four generic signal-processing operations. The first and third step of this cascade are formed by temporal linear filters; in the second and in the final step, static nonlinear transformations act on the signal. The model structure thus corresponds to an LNLN cascade, which has a straight-forward biophysical interpretation. The mechanical coupling of the tympanum and the accumulation of charge at the neural membrane correspond to the linear filtering processes; the mechanosensory transduction process that converts the tympanic vibration into an electrical signal as well as the generation of spikes induce the nonlinear transformations. Furthermore, an investigation of adaptation components showed that – in addition to commonly assumed output-driven spike-frequency adaptation – this transduction chain is influenced by an input-driven adaptation component. This phenomenon appeared to be of mechanical origin acting on the first stage, the coupling of the sound signal to the tympanum.

Discussion of the Cascade Model

The linearity of the first model step agrees with laser interferometric observations (Michelsen, 1979; Schiolten et al., 1981). However, otoacoustic emissions in the grasshopper ear discovered by Kössl and Boyan (1998a;b) provided evidence that mechanical nonlinearities do influence the stimulus coupling. The nonlinear contributions detected in these studies were small, though, and appear to be negligible for modeling the coding properties of the receptor neurons. In the second model step, the nonlinear transformation induced by the mechanosensory transduction was found to match a simple squaring operation. This led to the conclusion that the intensity coding of stationary signals in these receptor neurons corresponds to an energy-integration mechanism. Furthermore, previous studies of hair cells had shown that the DC component of currents...
evoked by stationary sine tones depends approximately quadratically on sound amplitude (Dallos, 1985), thus indicating a general auditory coding principle.

For the electrical integration of the receptor cell in the third model step, the neuron’s membrane time constant was extracted, which had not been accessible before. The small values in the sub-millisecond range, which we found, reflect the demands for high temporal resolution in the auditory periphery. This finding corresponds well with observations of precisely timed spikes and high information rates of spike trains recorded in these cells (Watzl et al., 2003). In the final model step, spike generation was captured by a static nonlinearity. This description does not include specific effects of the spike-generation process on spike timing. Such effects are likely to exist, e.g., in the form of spike jitter and systematic shifts in latency depending on the input intensity. In the context of the present study, it was not necessary to include an explicit model of spike timing, as we focused on firing rates and spike probabilities only. For a complete description of the signal-processing characteristics associated with these neurons, however, the cascade structure should be extended accordingly.

**Continuative Studies of Auditory Transduction**

The results of the present work pave the way to a series of more detailed investigations of the auditory transduction chain. First, the general model structure obtained in Chapter 7 suggests to test predictions obtained for short stimuli with wave forms other than clicks, such as short pieces of sine tones. This could be extended to longer stimuli after combining the present description with modules that go beyond the primary signal-transduction cascade and capture effects of refractoriness and adaptation. Appropriate frameworks for both these phenomena already exist. Many variants of adaptation can be captured as subtractive contributions to the spike-generating current (Benda and Herz, 2003). This suggests that the final step of the cascade, \( r = g(J) \), can be substituted by \( r = g(J - I_A) \), where \( I_A \) describes the level of adaptation. Such a modification may yield a suitable first approach to including adaptation phenomena. On the other hand, input-driven adaptation, as discussed in Chapter 8, would require a stimulus-dependent modification of the input filter \( l(\tau) \), but may be negligible for initial investigations. Refractoriness has successfully been captured in a recovery-function framework (Berry and Meister, 1998; Schaette et al., 2004). Here, this corresponds to adjusting the final model step according to \( r(t) = g(J) \cdot w(t - t_{last}) \), where the recovery function \( w(t - t_{last}) \) modifies the spike probability according to the time that has passed since the last spike at \( t_{last} \). Together, these modifications may result in a simple, yet biologically inspired and accurate description of the receptor neuron’s input-output relation for arbitrary sound signals.

With a complete model description of neural activity in these cells, the foundations are laid for a theoretical investigation of the information-theoretic and signal-detection capacities measured for these neurons by other studies (Machens et al., 2001; Machens et al., 2003; Watzl et al., 2003; Machens et al., 2004). One may thus ask how the model parameters, e.g., the membrane time constant, influence the precision of single spikes and information transmission for particular signal features. These studies could be complemented by experiments, which extract both the cascade model’s constituents and the information-theoretic characteristics during single recordings in order to investigate cor-
CONCLUSION AND OUTLOOK

relations between these different aspects. This would allow one to test general hypotheses, such as the enhancement of information rates by shorter integration time constants.

Further insight about auditory transduction can be expected from comparing the characteristics of the model constituents for different experimental situations. For example, essential aspects of the biophysics underlying signal processing may result from asking how the shapes and time constants of the involved linear filters are affected by different states of adaptation or different temperatures. The effect of adaptation could be tested by performing the CIRS measurements twice, once exactly as in the present study, Chapter 6, and once with a pre-adapting stimulus that precedes every click combination. Such an experiment can also be used to investigate the connection between the cascade structure of auditory transduction and the phenomenon of input-driven adaptation, which is expected to affect the first linear filter, \( l(\tau) \). In a different study, the effect of temperature on the processes of the auditory transduction chain may in particular address the question how mechanical and electrical processes differ in their temperature dependence. This question is particularly interesting for insect systems, where function has to be preserved despite large fluctuations in body temperature.

**Generalization of the Methodological Framework**

The methodological framework that was presented in this thesis is not restricted to the analysis of the auditory transduction chain. In fact, signal-processing sequences combining generic filters and transformations are ubiquitous on all levels of biological organization, from molecular pathways for gene regulation to large-scale relay structures in the neural networks of sensory processing. Application of iso-response methods to such systems may lead to similar new insights as in the present study.

The CIRS method will be most directly applicable to systems that share the same general structure with the LNLN cascade of auditory transduction. In the present case, analysis was facilitated by identifying, at the outset, an explicit expression for the first nonlinearity from specific measurements of iso-response sets. This may not always be possible. An alternative way for determining the proper form of the first nonlinear transformation may be found by combining iso-response methods with standard correlation techniques of systems identification. Methods aimed at *structure detection* (Billings, 1980) may be used to identify and characterize certain nonlinearities within cascade models. For example, the intermediate nonlinearity in putative LNL cascades can be detected by a correlation analysis. The nonlinearity will cause deviations from the output of a best-fit linear model, and correlating these deviations with the output of nonlinear “test models” can be used to estimate the form of the nonlinearity (*Douce’s algorithm*, see (Billings, 1980) for a review). If such a scheme can be applied within an iso-response set, the first nonlinearity of an LNLN cascade may be detectable in a general situation.

Furthermore, the CIRS method may even be applicable in cases where no or little prior information about the first nonlinearity can be obtained. In that case, one may resort to a parametrization of the nonlinearity and subsequently estimate its exact shape numerically. The required information for constraining the parameter estimates could come from additional measurements obtained in the same fashion as in Fig. 6.8. Here, two measurements at each \( \Delta t \) were needed to determine the filter parameters \( L(\Delta t) \) and \( Q(\Delta t) \). Loosely
speaking, a third measurement could be used to determine how “good” the estimate of the nonlinearity is, which underlies the estimation of $L$ and $Q$. The parametrization of the nonlinearity therefore gives rise to hyperparameters for the estimation of the filters. A numerical technique that deals with such combined estimation problems is the estimation maximization algorithms (Hartley, 1958; Neal and Hinton, 1998), which constitutes a generic, iterative estimation procedures for a model’s parameters and hyperparameters. This estimation technique has been successfully applied, e.g., to hierarchical linear models for neuroimaging data (Friston et al., 2002) that share some of the sequential processing characteristics with transduction chains.

An important aspect in generalizing the methodological framework will be to study the influence of noise on parameter estimation in the CIRS method. For example, if the measured level of output activity is subject to random noise, a strong nonlinearity in the final step of the cascade may transform random fluctuations of the measured output into a bias of estimators for preceding model steps. The severity of the bias and its dependence on particular estimation techniques that may be applied in the experimental approach can be investigated by simulation studies.

An interesting future application of iso-response methods may result from studying feedback systems. For applying the DIRS method, we already used the fact that any purely output-dependent feedback component assumes the same state for different iso-response stimuli. Combining this concept with the CIRS approach may help discern feedforward and feedback contributions. This idea is clarified by a simple scenario, where the output $r$ is a function of several input components $A_1, A_2, \ldots$ and several feedback components $B_1(r), B_2(r), \ldots$: $r = g(A_1, A_2, \ldots, B_1(r), B_2(r), \ldots)$. Within an iso-response set, each $B_n(r)$ component remains constant, and the functional dependence on the $A_n$ components can therefore be analyzed independently as before by the CIRS method.

Concerning the DIRS method, extensions would be desirable that yield a better separation of input-driven and output-driven dynamic processes. In the analysis of input-driven and output-driven adaptation, we saw that the time constants of the two processes were still mixed after switching from one iso-response stimulus to the other. This mixing was due to a secondary effect in output-driven adaptation in response to the firing-rate transient. A possible solution in order to overcome this effect would be to augment the switch between the two stimuli with a gradual change of stimulus parameters that is aimed at truly keeping the output firing rate constant. The gradual stimulus changes required to achieve this could be obtained by applying an iterative online procedure, which successively improves the estimate of the required stimulus change. Measurements without additional gradual stimulus changes, as presented in this work, could be used to determine promising initial estimates for this procedure. Finally, the determined gradual stimulus change provides the desired information about the dynamics of the input-driven processes, independently of output-driven dynamics.\footnote{The suggested concept is based on a similar experimental idea by J. Benda and H. Schütze for measuring the firing-rate dependence of output-driven adaptation following stimulus onset (personal communication).} However, such a scheme will require substantially longer experimental recording times, and finding a suitably fast algorithm for the iterative optimization of the stimulus change will be crucial to such an enterprise.
Limitations of the Method

The application of iso-response methods is based on the possibility to detect multiple stimuli that yield the same response. Generally, the dimensional reduction associated with mapping a high-dimensional input space onto a smaller set of outputs should provide for the existence of stimulus sub-spaces in which the system’s response is invariant. Detecting such sub-spaces, however, may present technical difficulties. For example, the response space can be more complex than the one-dimensional examples of firing rate and spike probability regarded in this study. An example is a bursting neuron whose response may contain nearly independent information in burst timing and in the number of occurring spikes. In such cases, simple linear search algorithms may not suffice for determining iso-response stimuli. On an abstract level, the task of identifying inputs for a given output corresponds to a numerical “root-finding” problem, which is notoriously difficult for multi-dimensional outputs (Press et al., 1992), especially if the system comprises substantial non-monotonic behavior. In particular cases, it may then be beneficial to disregard certain response characteristics and consider only a projection of the response onto a smaller sub-space. Consequently, the interpretability of the data will depend on the experimenter’s skill in choosing appropriate response attributes for describing the system.

The efficiency of extracting iso-response sets for a given system depends on the feasibility of quick read-outs of the system’s response for iteratively adapting the inputs as required. If the system takes a long time to either settle to a response or recover from an earlier response or even shows hysteresis effects, tuning inputs by an automatic feedback loop may not be possible, and the extraction of iso-response sets may thus not be appropriate for studying such systems.

The question of structure detection, which was already alluded to above, presents a general problem in the application of cascade models. Most applications rely on previous knowledge about the number and order of linear and nonlinear components. In fact, analyzing the structure of iso-response sets, as we have seen in the application of the IRS method in this work, may help reveal certain nonlinear components and thus contribute to structure detection by suggesting a particular cascade model. In general, however, the appropriate cascade may not be directly available from the iso-response data. Especially weak nonlinearities will be difficult to detect, as their influence on the composition of the iso-response set is correspondingly small. In such cases, the system’s anatomy alone may provide a suitable guess for the cascade structure that can be tested with particular iso-response sets.

Presently, application of the CIRS method is limited to cascades with at most two nonlinear transformations. The most likely possibility to cope with even more complex systems, at least in certain cases, seems to be the exploitation of differences in time scales or other appropriate means of breaking down the complete system into appropriate modules, which may be on a higher organizational level than the constituents of the cascade models investigated so far. By choosing stimuli appropriately, one may be able to obtain iso-response sets that reflect the features of a particular module. Furthermore, the presented methods of analyzing cascade structures rely on the separability of dynamic and nonlinear effects. If the system cannot be broken down into temporal linear filters and static nonlinear transformations, the CIRS method will generally not be able to resolve the individual steps.
Closure

The investigation of complex, multi-process biological systems by integrating approaches and analysis techniques from different scientific disciplines has grown over recent years to become a new focus point of biological research, often termed *systems biology*. The novel experimental and theoretical questions that come along with such a new paradigm raise the need for new techniques and methods of integrating experimental data into comprehensive models. The extensions presented in this thesis of classical iso-response investigations may contribute to this development, as they provide new perspectives for analyzing complex cascade-structured systems. Several possibilities to generalize the methodology are feasible, as demonstrated, in order to increase the scope of this framework beyond the applications in this work. The presented results, which were obtained with these methods, revealed the characteristics of the various modules that constitute sensory transduction in locust auditory receptor cells. These insights provide a foundation for investigating the relationships between the biophysical dynamics and the signal encoding in sensory systems.
APPENDICES

A Electrophysiology

All experiments were performed on adult male and female migratory locusts (*Locusta migratoria* L.). The tympanic auditory organ of these animals is located in the first abdominal segment. After decapitation, removal of the legs, wings, intestines, and the dorsal part of the thorax, the animal was waxed to a holder, and the metathoracic ganglion and the auditory nerve were exposed. Action potentials from auditory receptor-cell axons were recorded intracellularly in the auditory nerve with standard glass microelectrodes (borosilicate, GC100F–10, Harvard Apparatus Ltd., Edenbridge, UK), filled with a 1 mol/1 KCl solution (50–110 MΩ resistance). The signals were amplified (BRAMP–01, NPI electronic, Tamm, Germany) and recorded by a data acquisition board (PCI–MIO–16E–1, National Instruments, München, Germany) with a sampling rate of 10 kHz. Detection of action potentials and generation of acoustic signals were controlled online by the custom-made *Online Electrophysiology Laboratory (OEL)* software. Stimuli were transmitted by the above-mentioned data acquisition board with a conversion rate of 100 kHz to the loudspeakers (Esotec D-260, Dynaudio, Skanderborg, Denmark, on a DCA 450 amplifier, Denon Electronic GmbH, Ratingen, Germany). These were mounted at 30 cm distance on each side of the animal. Stimuli were played only by the loudspeaker ipsilateral to the recorded auditory nerve. The proper transmission of the sound signals used in this study was verified by playing samples of the stimuli while recording the sound at the animal’s location with a high-precision microphone (40AC, G.R.A.S. Sound & Vibration, Vedbæk, Denmark, on a 2690 conditioning amplifier, Brüel & Kjær, Langen, Germany). During the experiments, animals were kept either at room temperature, which was about 20°C, or at a constant temperature of 30°C. The experiments were performed in a Faraday cage lined with sound-attenuating foam to reduce echoes.
B  Solutions for the Adaptation Model

We here present analytical solutions for the adaptation model introduced in Section 4.3. With the simplifying linearity assumptions $g(x) = x$, $A_{R,\infty}(R) = \alpha \cdot R$, and $A_{I,\infty}(I) = \beta \cdot I$, the model reads

$$
\begin{align*}
R &= k \cdot I - A_R - A_I, \\
\tau_R \cdot \frac{dA_R}{dt} &= \alpha \cdot R - A_R, \\
\tau_I \cdot \frac{dA_I}{dt} &= \beta \cdot I - A_I.
\end{align*}
$$

The differential equations are linear and of first order. For constant input $I$, Eq. (B.3) can be solved directly for the initial condition $A_I(0) = A_{I,0}$. Substituting $A_I$ in Eq. (B.1) and subsequently $R$ in Eq. (B.2), we also find a solution for $A_R(t)$ with the initial condition $A_R(0) = A_{R,0}$. Together, this yields

$$
\begin{align*}
R(t) &= \frac{(k - \beta)I}{\alpha + 1} + \frac{(\beta I - A_{I,0})}{\alpha + 1 - \tau_R/\tau_I} \cdot (1 - \tau_R/\tau_I) \cdot \exp\left(-\frac{t}{\tau_I}\right) \\
&\quad + \left(\frac{\alpha(k - \beta)I}{\alpha + 1} + \frac{\alpha(\beta I - A_{I,0})}{\alpha + 1 - \tau_I/\tau_I} - A_{R,0}\right) \cdot \exp\left(-\frac{\alpha + 1}{\tau_R} \cdot t\right), \\
A_R(t) &= \frac{\alpha(k - \beta)I}{\alpha + 1} + \frac{\alpha(\beta I - A_{I,0})}{\alpha + 1 - \tau_I/\tau_R} \cdot \exp\left(-\frac{\alpha + 1}{\tau_R} \cdot t\right) \\
&\quad + \left(A_{R,0} - \frac{\alpha(k - \beta)I}{\alpha + 1} - \frac{\alpha(\beta I - A_{I,0})}{\alpha + 1 - \tau_R/\tau_I} \cdot \exp\left(-\frac{\alpha + 1}{\tau_R} \cdot t\right)\right), \\
A_I(t) &= \beta I + (A_{I,0} - \beta I) \cdot \exp\left(-\frac{t}{\tau_I}\right).
\end{align*}
$$

Note that $R(t)$ contains two exponential parts corresponding to the two time scales in the model. The time constant of $A_R$ is rescaled by the factor $1/(\alpha + 1)$ leading to faster dynamics as a result of the feedback between $R$ and $A_R$. If the two time constants $\tau_R$ and $\tau_I$ are very similar in value, the first exponential contribution, containing the term $\exp(-t/\tau_I)$, becomes very small due to the $(1 - \tau_R/\tau_I)$-term. The firing rate at onset is then seemingly dominated by a single process on a time scale that may be much faster than both adaptation processes.

In the context of the present study, we need the solution for stimulus onset and after the switch between stimuli with different $I$ and $k$. At stimulus onset, the initial conditions are given by $A_{R,0} = A_{I,0} = 0$. If the switch happens long enough after stimulus onset, the system has approximately reached its steady state, and $A_{R,0}$ and $A_{I,0}$ can be obtained from the steady-state conditions. These are found by setting $dA_R/dt = dA_I/dt = 0$:

$$
R = \frac{(k - \beta)I}{\alpha + 1}, \quad A_R = \frac{\alpha(k - \beta)I}{\alpha + 1}, \quad A_I = \beta I.
$$

Note that the values of $k$ and $I$ of the tone prior to the switch have to be inserted in these equations in order to obtain $A_{R,0}$ and $A_{I,0}$ as initial conditions for the system after the switch.


\section*{C Measurement Directions for Iso-Response Sets}

For measuring iso-response sets, the directions in stimulus space have to be chosen along which to search for a predefined response. In order to yield most informative data, these directions should generally be homogeneously spaced on the relevant scales of the stimulus space. For the measurements of iso-response sets in the two-dimensional stimulus space \((A_1, A_2)\) of Section 5.3, these relevant scales are provided by the filter constants \(C_1\) and \(C_2\), which incorporate the sensitivity of the receptor cell for the corresponding sound frequencies. The measurement directions, as shown by the gray arrows in Fig. 5.2, were determined in the following way: First, estimates \(C_{1}^{\text{est}}\) and \(C_{2}^{\text{est}}\) of the filter constants were obtained from measurements with each pure tone alone. For subsequent measurements of iso-response stimuli, the ratio \(A_1/A_2\) was fixed so that the radial direction of measurement was defined by the angle \(\alpha\) of the corresponding straight line \(A_2 = k \cdot A_1\) in the \(A_1-A_2\) plane as was shown in Fig. 5.2. The different ratios \(A_1/A_2\) were then chosen so that the angles \(\alpha\) were homogeneously spaced in the interval \([0^\circ, 90^\circ]\). The relationship between \(A_1/A_2\) and the angle \(\alpha\) is given by the equation for the slope of a straight line,

\[
\tan \alpha = \frac{A_1/C_{1}^{\text{est}}}{A_2/C_{2}^{\text{est}}}. \tag{C.1}
\]

Similarly, for the experiments with superpositions of three tones in Section 5.5, estimates \(C_{1}^{\text{est}}, C_{2}^{\text{est}}, C_{3}^{\text{est}}\) of the filter constants were first obtained with pure-tone measurements. Subsequently, iso-response stimuli were measured along radial directions defined by keeping the mutual ratios

\[
\frac{A_1}{C_{1}^{\text{est}}} : \frac{A_2}{C_{2}^{\text{est}}} : \frac{A_3}{C_{3}^{\text{est}}} \tag{C.2}
\]

fixed. For each recording, the ratios \(1 : 1 : 1, 2 : 1 : 1, 1 : 2 : 1, \text{ and } 1 : 1 : 2\) were used.
D Least Squares Method for Fitting Iso-Response Sets

In order to compare the iso-response sets obtained in Chapter 5 with the predictions of the model hypotheses, the free parameters \( C_1 \) and \( C_2 \) have to be fitted to the data. Fitting iso-response data must be handled with care as the components of the data points do not have typical relations of independent and dependent variables. For example, fitting a function to the amplitude combinations \( (A_1, A_2) \) by regarding \( A_2 \) as a function of \( A_1 \) would break the symmetry between the two components and induce an artificial and unnatural weighting of data points. Data points in regions where the iso-response curve becomes very steep in the \( A_1 - A_2 \) plot, e.g., at the \( x \)-axis intersection of the ellipse, would “clamp” the fitted curve to particular values. Furthermore, the relevant scales of the axes should be taken into account, i.e., the fitting procedure should be robust against large differences in the sensitivity for the individual components of the iso-response stimuli.

We therefore take the following approach for fitting iso-response data, as here explained in detail for the comparison of the different hypotheses in Chapter 5: We first normalize the measured amplitudes \( A_1^{(n)}, A_2^{(n)} \) by the filter constants \( C_1, C_2 \), where \( n \) enumerates all measured iso-response stimuli. We then regard the radial distance of the data points \( (A_1^{(n)} C_1, A_2^{(n)} C_2) \) from the origin as a function of the ratio \( \rho_n = A_1^{(n)}/C_1 \). The radial distance is given by

\[
\sqrt{\left(\frac{A_1^{(n)}}{C_1}\right)^2 + \left(\frac{A_2^{(n)}}{C_2}\right)^2}
\]

and constitutes a natural choice, as the rate-intensity functions that led to the data points were measured in the radial direction. For the three hypotheses, we denote the predicted radial distance by \( d_m \), where \( m \) stands for the particular model hypothesis (\( m = AH, EH, \) or \( PH \)). \( d_m \) can be obtained from the model as a function of \( \rho_n \) and corresponds to the normalized distance from the origin to the respective iso-firing-rate curve in Fig. 5.2. For the amplitude hypothesis, one obtains

\[
d_{AH}(\rho_n) = \sqrt{\rho_n^2 + 1}
\]

and for the energy hypothesis, \( d_{EH}(\rho_n) = 1 \). For the pressure hypothesis, \( d_{PH}(\rho_n) \) has to be determined numerically by solving the equation

\[
\langle |\tilde{A}(t)| \rangle = \frac{1}{\tau} \int_0^\tau dt \left| \frac{A_1}{C_1} \sin(2\pi f_1 t) + \frac{A_2}{C_2} \sin(2\pi f_2 t) \right| = \text{constant} \tag{D.1}
\]

for pairs \( (\frac{A_1}{C_1}, \frac{A_2}{C_2}) \). The integration time \( \tau \) has to be chosen large enough to cover many cycles of the sine waves in the signal, so that the potential phase offsets of the two sine functions, cf. Eq. (5.2), do not contribute.

Estimating \( C_1 \) and \( C_2 \) then corresponds to minimizing the \( \chi^2 \) function for the radial distance for each model \( m \),

\[
\chi^2_m(C_1, C_2) = \sum_n \frac{\left[ \sqrt{\left(\frac{A_1^{(n)}}{C_1}\right)^2 + \left(\frac{A_2^{(n)}}{C_2}\right)^2} - d_m(\rho_n) \right]^2}{\sigma_n^2}, \tag{D.2}
\]

with respect to \( C_1 \) and \( C_2 \). The contributions of the data points are weighted by the mea-
measurement errors $\sigma_n$, which follow from the measurement errors $\Delta A_1^{(n)}$ and $\Delta A_2^{(n)}$ for $A_1^{(n)}$ and $A_2^{(n)}$, respectively, by the law of error propagation as

$$\sigma_n = \sqrt{\left(\frac{A_1^{(n)} \cdot \Delta A_1^{(n)}}{C_1^2}\right)^2 + \left(\frac{A_2^{(n)} \cdot \Delta A_2^{(n)}}{C_2^2}\right)^2}.$$  

Minimization the $\chi^2$ function was achieved with the Matlab Statistical Toolbox (Mathworks, Inc., version 6.5, release 13). The fitted curves and the $\chi^2$ values obtained from the fits were used for further statistical analysis.
E Bayesian Estimate of Hypotheses Probabilities

To quantitatively evaluate how the experimental data of the iso-response sets suggest the preference of one hypothesis over another, we calculated the posterior Bayesian probabilities for the model hypotheses. According to Bayes’ formula, the conditional probability of a model given the data is obtained as

\[ p(\text{model } m | \text{data}) = \frac{p(\text{data} | \text{model } m) \cdot p(\text{model } m)}{p(\text{data})}, \]  

(E.1)

where \( m \) enumerates the different models that are compared and \( p(\text{data}) \) is given by

\[ p(\text{data}) = \sum_m p(\text{data} | \text{model } m) \cdot p(\text{model } m). \]

If there is no a priori evidence for any model, the prior probabilities for the models are to be set to \( p(\text{model } m) = 1/M \), where \( M \) is the number of models investigated.

For the comparison of the energy and pressure hypotheses in Chapter 5, the probabilities \( p(\text{data} | \text{model } m) \) were calculated from the difference between \( \sqrt{\left( \frac{A_1^{(n)}}{C_1} \right)^2 + \left( \frac{A_2^{(n)}}{C_2} \right)^2} \) and the corresponding model predictions \( d_m(\rho_n) \), which is obtained as a function of the ratio \( \rho_n = \frac{A_1^{(n)}}{A_2^{(n)}} \) as explained in the previous appendix section. The data points are measured independently, and the corresponding error measures are assumed to follow a Gaussian distribution of standard deviations \( \sigma_n \), given by the measurement errors as in Eq. (D.3). With a finite and fixed measurement resolution \( \Delta \), we find

\[ p(\text{data} | \text{model } m) = \Delta \cdot \prod_n \frac{1}{\sqrt{2\pi\sigma_n^2}} \exp\left\{-\frac{1}{2\sigma_n^2} \cdot \left[ \sqrt{\left( \frac{A_1^{(n)}}{C_1} \right)^2 + \left( \frac{A_2^{(n)}}{C_2} \right)^2} - d_m(\rho_n) \right]^2 \right\} \]  

(E.2)

An analogous formula was used in the case of superpositions of three pure tones.
F  Shifts of the Rate-Intensity Functions

The spectral-integration model of Chapter 5 can be used to predict rate-intensity functions for stationary stimuli with arbitrary frequency content. Doing so requires knowledge of a single rate-intensity function and all relevant filter constants. Let us assume that the rate-intensity function \( r_{pt}(I) \) for a pure tone is known as well as the filter constant \( C_{pt} \) corresponding to the pure tone and all filter constants \( C_n \) of contributions to the spectrum of a noise signal, for which we want to predict the rate-intensity function \( r_{noise}(I) \).

Following the model in Section 5.2, we denote the effective sound intensities of the noise signal by \( J_{noise}^{EH} \) and \( J_{noise}^{PH} \) and the effective sound intensities of the pure-tone signal by \( J_{EH}^{pt} \) and \( J_{PH}^{pt} \) according to the energy and the pressure hypotheses, respectively. The intensity in the dB SPL scale is defined as

\[
I = 20 \log_{10} \frac{\sqrt{\langle A(t)^2 \rangle}}{A_0} \tag{F.1}
\]

with \( A_0 = 20 \mu Pa \). For the noise signal, written as a Fourier series

\[
A_{noise}(t) = \sum_n A_n \sin(2\pi f_n t + \varphi_n), \tag{F.2}
\]

the root-mean-square is obtained as

\[
\sqrt{\langle A(t)^2 \rangle} = \sqrt{\frac{1}{2} \sum_n A_n^2}, \tag{F.3}
\]

which implies that the intensity is given by

\[
r_{noise} = 20 \log_{10} \frac{\sqrt{\frac{1}{2} \sum_n A_n^2}}{A_0}. \tag{F.4}
\]

Intensity changes for this sound signal correspond to scaling all amplitudes \( A_n \) with a common factor. The effective sound intensity of the energy hypothesis, \( J_{EH}^{noise} \), see Eq. (5.5), can thus be written as

\[
J_{EH}^{noise}(I_{noise}) = \frac{1}{2} \sum_n \frac{A_n^2}{C_n^2} = 10^{r_{noise}/10} \cdot A_0^2 \cdot \frac{\sum_n A_n^2}{\sum_n A_n^2}, \tag{F.5}
\]

where the dependence on the intensity \( I_{noise} \) is denoted explicitly since the term \( \sum \frac{A_n^2}{C_n^2} / \sum A_n^2 \) is invariant to intensity changes.

For the effective sound intensity of the pressure hypothesis, \( J_{PH}^{noise} \), see Eq. (5.6), we note that the values of \( \tilde{A}(t) \) are distributed according to a Gaussian distribution if the original sound-pressure wave \( A(t) \) is a noise signal. In the present case, the amplitudes of \( A(t) \) themselves are already distributed according to a Gaussian distribution; quite generally, though, the filtering by the tympanum causes a Gaussian distribution of the
values of $\tilde{A}(t)$ according to the central limit theorem. The variance $\sigma^2$ of $\tilde{A}(t)$ is given by

$$\sigma^2 = \frac{1}{2} \sum_n A_n^2 = J_{EH}^{\text{noise}}.$$  \hfill (F.6)

For a Gaussian distribution with standard deviation $\sigma$, the mean of the absolute value can be calculated as

$$\langle |\tilde{A}(t)| \rangle = \int_{-\infty}^{\infty} \frac{|x|}{\sqrt{2\pi\sigma^2}} \cdot e^{-\frac{x^2}{2\sigma^2}} = 2 \int_{0}^{\infty} \frac{x}{\sqrt{2\pi\sigma^2}} \cdot e^{-\frac{x^2}{2\sigma^2}} = \sqrt{\frac{2}{\pi}} \cdot \sigma,$$  \hfill (F.7)

and we therefore obtain

$$J_{PH}^{\text{noise}}(I_{noise}) = \langle |\tilde{A}(t)| \rangle = \sqrt{\frac{2}{\pi}} \cdot J_{EH}^{\text{noise}} = \sqrt{\frac{2}{\pi}} \cdot 10^{\text{noise}/20} \cdot A_0 \cdot \sqrt{\sum_n \frac{A_n^2}{C_n^2}}.$$  \hfill (F.8)

Equivalently, we find for the pure-tone stimulus $A_{pt}(t) = A_{pt} \cdot \sin(2\pi ft)$

$$J_{EH}^{\text{pt}}(I_{pt}) = \frac{1}{2} \cdot \frac{A_{pt}^2}{C_{pt}^2} = 10^{\text{pt}/10} \cdot \frac{A_0^2}{C_{pt}^2},$$  \hfill (F.9)

$$J_{PH}^{\text{pt}}(I_{pt}) = \frac{2}{\pi} \cdot \frac{A_{pt}}{C_{pt}} = \frac{2\sqrt{2}}{\pi} \cdot 10^{\text{pt}/20} \cdot \frac{A_0}{C_{pt}},$$  \hfill (F.10)

where $C_{pt}$ denotes the filter constant for the pure tone. These latter relationships can be inverted to yield $I_{pt}$ as a function of $J_{pt}$:

$$I_{pt} = 10 \log_{10} \left( \frac{(C_{pt})^2}{A_0^2} \cdot J_{EH}^{\text{pt}} \right),$$  \hfill (F.11)

$$I_{pt} = 20 \log_{10} \left( \frac{\pi}{2\sqrt{2}} \cdot \frac{C_{pt}}{A_0} \cdot J_{PH}^{\text{pt}} \right).$$  \hfill (F.12)

Since equal $J$ implies equal firing rate, we can then substitute $J_{pt}$ by $J_{\text{noise}}^{\text{noise}}(I_{noise})$ to obtain that intensity of the pure tone that leads to the same firing rate as a given intensity $I_{noise}^{\text{noise}}$ of the noise signal:

$$r_{EH}^{\text{noise}}(I_{noise}) = r_{EH}^{\text{pt}} \left( 10 \log_{10} \left( \frac{(C_{pt})^2}{A_0^2} \cdot J_{EH}^{\text{noise}}(I_{noise}) \right) \right)$$
$$= r_{EH}^{\text{pt}} \left( I_{noise} + 10 \log_{10} \left( \frac{(C_{pt})^2}{A_0^2} \cdot \frac{\sum_n A_n^2}{\sum_n C_n^2} \right) \right),$$  \hfill (F.13)
\[ r_{\text{noise}}^{PH}(I_{\text{noise}}) = r_{\text{pt}}^{PH} \left( 20 \log_{10} \left( \frac{\pi}{2 \sqrt{2}} \cdot \frac{C_{\text{pt}}}{A_0} \cdot f_{\text{noise}}^{PH}(I_{\text{noise}}) \right) \right) \]

\[ = r_{\text{pt}}^{PH} \left( I_{\text{noise}} + 10 \log_{10} \left( \frac{\pi}{4} \left( C_{\text{pt}} \right)^2 \sum_n \frac{A_n^2}{C_n^2} \right) \right). \] (F.14)

From these formulas, we see that the rate-intensity functions \( r_{\text{noise}}^{\text{noise}}(I) \) and \( r_{\text{pt}}^{\text{pt}}(I) \) are shifted versions of each other for both hypotheses. The shift \( \Delta I \) can be directly read out by comparison with Eq. (5.10).
Shortcut to the Stationary Effective Sound Intensity

According to Eq. (7.3), \( J_0 \) results from a convolution of \( q(\cdot) \) and \( [\xi(\cdot)]^2 \). Since the temporal average is proportional to the zeroth Fourier mode, we find from Eq. (7.3)

\[
J_0 = \langle J(t) \rangle = \left( \int_0^\infty d\tau \, q(\tau) \right) \cdot \langle [\xi(t)]^2 \rangle. \tag{G.1}
\]

The constant \( \int_0^\infty d\tau q(\tau) \) can be absorbed into the nonlinear function \( \tilde{g}(J_0) \), and Parseval’s theorem yields

\[
\langle [\xi(t)]^2 \rangle \propto \int_{-\infty}^{\infty} df \, \| \hat{\xi}(f) \|^2, \tag{G.2}
\]

where \( \hat{\xi}(f) \) is the Fourier transform of \( \xi(t) \), \( \hat{\xi}(f) = \int dt \, \xi(t) \exp(-2\pi i ft) \).

According to Eq. (7.1), \( \xi(t) \) is the convolution of the filter \( l(\tau) \) with the input signal \( A(t) = \sum_n A_n \sin(2\pi f_n t) \). Hence, \( \hat{\xi}(f) \) has non-zero contributions only at the frequencies \( f_n \), for which we find

\[
\| \hat{\xi}(f_n) \|^2 \propto A_n^2 \cdot \| \hat{l}(f_n) \|^2 \tag{G.3}
\]

with the Fourier transform \( \hat{l}(f) \) of \( l(\tau) \). This finally leads to

\[
J_0 \propto \sum_n A_n^2 \cdot \| \hat{l}(f_n) \|^2 = \sum_n \frac{A_n^2}{C_n^2} \tag{G.4}
\]

where \( C_n^{-2} \) has been identified with the squared absolute value of the Fourier component \( \hat{l}_n \) of \( l(\tau) \). The proportionality factor can also be absorbed into \( \tilde{g}(\cdot) \).
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Deutschsprachige Zusammenfassung


Anschließend werden in den Kapiteln 5 und 6 spektrale und zeitliche Integration in Rezeptorzellen von Heuschrecken experimentell untersucht. Die Untersuchung der spektralen Integration stellt die Frage, wie unterschiedliche Komponenten des Frequenzspektroms eines stationären akustischen Signals kombiniert werden und so die neuronale Aktivität, gemessen als Feuerrate, bestimmen. Die Messung von unterschiedlichen Tonkombinationen, die jeweils die gleiche Feuerrate einer Rezeptorzelle hervorrufen, zeigt, dass die Energie der Trommelfellvibrationen die eigentliche Signalgröße ist, die in den Feuerraten der Rezeptorzellen signalisiert wird. Die sich hieraus ergebende Modellvorstellung wird in den Experimenten zur zeitlichen Integration in Kapitel 6 erweitert. Hier wird die Frage gestellt, wie nacheinander kommende Signalkomponenten kombiniert werden, um gemeinsam ein Aktionspotential hervorzurufen. Dies wird experimentell untersucht, indem unterschiedliche Kombinationen von kurzen akustischen Klicks bestimmt werden, die zur gleichen Wahrscheinlichkeit für das Auftreten eines Aktionspotentials führen. Aus den Ergebnissen ergibt sich ein vierstufiges Kaskadenmodell. Der erste und zweite Schritt dieser Kaskade sind lineare Filter, die die Schwingung des Trommelfell und den Aufbau der elektrischen Spannung in der Zelle beschreiben. Der zweite Modellschritt ist eine nichtlineare Transformation, die durch die mechanosensorische Transduktion hervorgerufen wird. Diese Transformation lässt sich als einfache Quadrierung beschreiben, was der Berechnung der Schwingungsenergie entspricht. Mit einer weite-


In Kapitel 8 wenden wir uns der Untersuchung der Feuerraten-Adaptation in den Rezeptorzellen zu. Feuerraten-Adaptation ist die langsame, d.h. über mehrere 100 ms wirkende Reduzierung der neuronalen Aktivität trotz gleichbleibender Reizstärke. Insbesondere stellen wir hier die Frage nach dem Auslöser für Adaptationseffekte und unterscheiden zwischen Adaptationskomponenten, die durch das Eingangssignal (d.h. den Schallreiz selbst) bzw. das Ausgangssignal (die Aktionspotentiale) des Neurons hervorgerufen werden. Die experimentelle Untersuchung basiert auf der DIRS-Methode, wobei zunächst zwei unterschiedliche akustische Signale bestimmt werden, die die gleiche Feuerrate hervorrufen. Anschließend wird untersucht, wie die Feuerrate auf einen plötzlichen Umschalten von einem auf das andere Signal reagiert. Damit wird nachgewiesen, dass zumindest ein Teil der Feuerraten-Adaptation auf Prozesse, die direkt vom Eingangssignal abhängen, zurückzuführen ist. Aufgrund der bereits gewonnenen Erkenntnisse über die Transduktionskette lässt dies darauf schließen, dass die mechanische Struktur des Trommelfells für dieses Adaptationsphänomen verantwortlich ist.

Zusammenfassend erhalten wir damit eine mathematisch einfache und dennoch präzise Beschreibung der funktionalen Module, aus denen sich die auditorische Transduktionskette in Rezeptorzellen von Heuschrecken zusammensetzt. Die gefundenen schnellen Integrationsprozesse stimmen gut überein mit aus anderen Arbeiten bekannten zeitlich präzisen Aktivitätsmustern und hohen Informationsraten dieser Neurone. Das für die Beschreibung der Signalverarbeitung in den Zellen verwendete Modell eignet sich zudem für Erweiterungen durch Modellkomponenten, die die Refraktärzeit der Zellen und bestimmte Adaptationsprozesse erfassen. Die in dieser Arbeit vorgestellten Methoden stellen ein neues, allgemeines Werkzeug zur systemtheoretischen Analyse dar, das auch für etliche andere biologische Signalverarbeitungsketten anwendbar ist. Einige Erweiterungsmöglichkeiten der Methodik werden im abschließenden Ausblick der Arbeit diskutiert.
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