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Abstract

The earth’s climate is an extraordinarily complex, highly non-linear system with a multitude of influences and interactions between a very large number of variables and parameters. Complementary to the description of the system using global climate models, in recent years, a description based on the system’s interaction structure has been developed. Rather than modelling the system in as much detail as possible, here time series data is used to identify underlying large scale structures. The challenge then lies in the interpretation of these structures.

In this thesis I approach the question of the interpretation of network measures from a general perspective, in order to derive a correspondence between properties of the network topology and properties of the underlying physical system. To this end I develop two methods of network construction from a velocity field, using the advection-diffusion-equation (ADE) for temperature-dissipation in the system.

For the first method, the ADE is solved for δ-peak-shaped initial and open boundary conditions. The resulting local temperature profiles are used to define a correlation function and thereby a network. Those networks are analysed and compared to climate networks from data. Despite the simplicity of the model, it captures some of the most salient features of climate networks. As the method allows the free choice of node locations, this model is used to study the influence of the node locations on the topology of the network.

The second network construction method relies on a discretisation of the ADE with a stochastic term. The resulting linear stochastic recursive equation can be used to define a correlation matrix, based only on the transition matrix and the variance of the uniformly random noise term. This allows the construction of larger networks, due to its relative computational simplicity. It is straightforward to generalize this method to systems, with more general transition matrices and time-dependent velocity fields. I construct weighted and unweighted networks for four different cases and suggest network measures, that can be used to distinguish between the different systems, based on the topology of the network and the node locations.

For better applicability, another related model is described, that represents aspects of the monsoon system of the past 1000 years, demonstrating that it is possible to capture climate changes in a simple model, that generates correlation structures.

All these methods provide networks of well-understood physical systems with parameters, that can be varied freely. To track and quantify the topological changes, resulting from parameter changes in the underlying system, a method is developed to quantify topological changes in linearly ordered sets of networks. This method is used to study changes in various types of networks.

The reconstruction methods presented in this thesis successfully model many features, found in climate networks from well-understood physical mechanisms. This can be regarded as a justification of the use of climate networks, as well as a tool for their interpretation.
Zusammenfassung


Ein weiteres verwandtes Modell beschreibt Aspekte des Monsun-Systems über die vergangenen 1000 Jahre und zeigt die Möglichkeit auf, die topologischen Auswirkungen von Klimaveränderungen in einem einfachen Modell zu untersuchen.
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1 Introduction

Chaos is the score upon which reality is written

Henry Miller

Physics is an attempt to understand the world, and by understand of course we mean formulate equations and calculate. From the smallest to the largest scale, from elementary particles to galaxies. The trouble is that said world is incredibly complex. Any attempt to describe it requires simplifying assumptions and the singling out of one particular aspect of it. Be it an intricate experimental set-up to study a single atom in vacuum or the blunt assumption, that a thrown object essentially behaves like a point mass.

In most fundamental theories, technically, almost everything interacts with almost everything else all the time. Still, most interactions, even the behaviour of very large numbers of particles, like a gas, are described as a series of two-body interactions at most. The reason for the success of such a radical reductionism lies in the typically fast decrease of the interaction strength between the constituents with their relative distance. Theoretically of course the sun’s movement is affected by the motion of humans on earth, but the effect is far too small to be measurable.

It should also be noted, that the abstraction typically depends on the problem. An apple can be described as a point mass if we want to compute where it lands, when we throw it, but

Figure 1.1: Left: The description of a system with differential equations is based on local values of a function and its derivatives. Right: The description of a system as a network is based on the interdependence of a property between all pairs of locations.

if we are more interested in what it tastes like, a description of its molecular composition is probably more helpful. Knowing about the physical laws that govern the behaviour of an apple, the molecules the apple is made of, the atoms the molecules are made of and the elementary particles the atom is made of, helps us to understand a variety of aspects of apple behaviour on
1 Introduction

many scales. With constituents and simple interactions a surprising number of phenomena can already be explained. But there are many other phenomena, that arise from more complex interactions of the constituents and those phenomena are much less well understood than the individual parts. While systems in physics have always been too complex to map them mathematically without approximation, usual simplifying assumptions include the assumption, that the medium is regular and can be represented as a grid or continuum, in which interactions happen only between the nearest neighbours (Fig. 1.1). Examples for this range from crystal structures to descriptions by differential equations. This provides a very accurate description for systems with a simple interaction structure, but the problem is, that partial differential equations are rarely solvable, especially when the interactions are non-linear and numerical evaluation shows chaotic behaviour.

One way to resolve this issue is to work with ensembles of trajectories, rather than individual ones and analyze the correlations of a variable, rather than its exact value. Hence, shifting the description from a description of local interactions to one, that relies on non-local correlations. This is the idea behind the study of correlation networks in systems, that can otherwise be approximated well by a continuous description.

The earth’s climate system is one of the most complex systems. Influences include the sun, tectonics, vegetation and of course, and most controversially, humankind’s activities on this planet.

Figure 1.2: Top: Climate networks connect locations with similar climate data time series. Bottom: Network of a simple flow system.

[20]. While climate models get more and more complex as computing power grows, including more and more influences and parameters, the model output has more and more characteristics
of a “numerical experiment”, in which the influence of the parameters is observed rather than a
known feature of the model, leaving the problem of interpretation and identification of underly-
ing mechanisms unsolved.

The introduction of climate networks [45] is an attempt to approach the problem from a differ-
et perspective. The idea is to understand the large scale structure of the system by looking at
the interactions between all of its parts, with the aim of finding mechanisms, by which simple
constituents work together to produce complex phenomena.

In other fields, graph theory has already been applied with great success [44, 31]. Typical exam-
pies include social networks [25], the internet or transport networks [51]. In all of these cases,
the nodes are clearly defined and distinct from each other. The nodes of a social network are
people, their links are defined by the interaction, subject to the current study. There is no am-

Figure 1.3: There is no ambiguity in the definition of nodes in a network of clearly separated
discrete constituents, like a social network (a), in a network of a continuous system
however, many different choices might be equally valid (b)

biguity in the definition of the nodes, because a person is a well-defined entity and the question
whether person A’s arm might be part of person B would never occur. This is not the case in
the definition of networks from a continuous system, as Fig. 1.3 illustrates.

My thesis is concerned with some conceptual issues of networks of continuous systems and
strives to look at the interpretation of climate networks from a new angle:

1. The description of continuous systems as networks, that are discrete by definition, is
relatively new. Such a description reduces the system’s complexity in a fundamentally
different way to the description with differential equations. Rather than only looking at
local interactions, it takes all possible interactions into account, but reduces the spatial
resolution to the node locations. This provides a fundamentally non-linear description and
has recently given many important insights into the climate system. What can be said
about such networks and their relation to differential equations in general?
2. Climate networks can be constructed in various ways from climate data time series, such as temperature, pressure or precipitation. Nodes in a climate network are typically associated with locations on the earth. Links are formed between two locations $x_1$ and $x_2$ if there is a high statistical interdependence between time series $T(x_1, t)$ and $T(x_2, t)$ (Fig. 1.2). The interdependencies can be measured with Pearson correlation, mutual information or event synchronization. Can we find a simple analytical model system, to produce networks, that are structurally and conceptually similar to climate networks?

3. An important issue of such climate networks is their interpretation. It is interesting to see the topological structures of the system, but as physicists and climatologists, we want to understand the underlying mechanisms. Many of the most interesting discoveries of climate network approaches aim to find patterns in network measures. Can we find a relationship between topological features and properties of the underlying system?

4. Given a method of network construction from a manageable physical system, how do construction parameters like spatial node distribution or influences other than the flow field itself impact network topology?

To answer these questions I developed two related but distinctly different methods. The first method starts from a continuous description of the flow system by the advection-diffusion-equation. A tracer peak (of temperature or concentration) is introduced and the equation is solved for its decay, giving a temperature profile over time for each location. Similar to the time series in traditional network construction, we define a continuous Pearson correlation and compute this for a set of node locations.

The second method starts out from a discretized advection-diffusion-equation with added random noise. This can be solved for random initial conditions and noise matrices with a mean of 0 and a variance of 1. In the Pearson correlation we also average over all realizations and obtain a correlation matrix, that is independent of the initial conditions, and which we interpret as a weighted network.

These models are used to develop more realistic models for climate applications, study the influence of inhomogeneous node distributions and verify a method for the characterization of changes in a network.

The outline of my thesis is the following:

- **Chapter 1** formulates questions and goals and provides an overview over the topic.
- **Chapter 2** introduces network concepts and gives definitions used throughout the thesis.
- **Chapter 3** derives network construction methods from flows for the continuous and discrete case.
- **Chapter 4** applies the new methods to study the influence of spatial sampling, temporal evolution and climate networks of the Asian monsoon region.
- **Chapter 5** summarizes the findings and further questions are formulated.

The main findings from this thesis have already been published. Specifically Chap. 3 is based on [28, 30] and Chap. 4 is based on [39, 29, 48].
1.1 Descriptions of complex continuous systems

A natural question, that arises when discussing the possibility of describing a continuous system as a network is the question why this is necessary and useful. What additional insights can be gained by reducing the continuous system to a discrete one and seemingly disregarding the principle of locality by allowing long-range links?

The principle of locality states that a local variable can only be influenced by its direct surroundings. Therefore, the typical approach to the description of most systems in physics uses differential equations:

\[ F(x_i, U, U_{x_i}, U_{x_i x_j}, U_{x_i x_j x_k}, \ldots) = 0, \quad \text{where} \quad U_x = \frac{\partial U}{\partial x}. \] (1.1)

The function \( U(x_1, x_2, \ldots, x_n) \) of \( n \) variables \( \{x_1, x_2, \ldots, x_n\} \) is described by a function \( F \) of the \( x_i \) and the derivatives of \( U \) with respect to these variables. A differential equation describes a process by its infinitesimal changes, or derivatives, thereby incorporating the principle of locality. This has been a very fruitful intuition for several centuries.

However, while the description of a system as a differential equation is as close to an exact description as we can hope to get, it yields many problems. Differential equations can rarely be solved exactly and while they are in principle deterministic, even smallest changes in the initial conditions can lead to very large differences in the (typically numerical) solution. This means that we have a description, that is in principle exact and should allow the prediction of the entire evolution of the system, but since small differences in the initial conditions have such a large impact on the systems state at later times, and measurements are only finitely accurate, predictions can only be made on relatively short time scales.

A natural solution of this issue is to work with averages. This can be averages over different realizations of the initial conditions or added noise. Instead of individual trajectories, correlations between different locations are computed and averaged over all realizations:

\[ C(U(\vec{x}_i), U(\vec{x}_j)). \] (1.2)

The correlation function describes persistent features of the system in a way, that is independent of the noise realization and can be interpreted as a complex network (by evaluating it at discrete node positions), giving insights into the topology of the interaction structure.

So instead of studying the evolution of the state at long time scales, we study the correlations induced by short term dynamics. In this thesis I will show approximate methods for solvable differential equations and compare them to networks obtained from data, that require no solution of differential equations. A general, continuous solution is beyond the scope of this work.

1.2 Networks and climate

The climate system is an extraordinarily complex continuous system [9]. It is a very large system with a vast number of parameters and influences, some of which, like advection and diffusion, can easily be modelled as differential equations [33]. The influences of human activity, however,
are more difficult to model. Consequently, there are many climate models on all levels of complexity [42], depending on the required level of detail.

Following the reasoning from the section above, another possibility is to describe the climate as a correlation network. Since data is available, this would not even require the development or choice of a climate model, since the network can be computed directly from the available climate data time series.

Climate networks were first suggested in [45], and have been found fruitful in many applications [50, 47, 38, 41]. In climate networks, nodes are locations and connections are established if an observable, measured over time in two locations, is found to be correlated. In this way networks can be constructed heuristically from data or models, that allow the definition of a similarity measure, even without further knowledge of the exact form of the interaction.

They have provided important insights regarding various questions in climate sciences, ranging from the impact of the El Niño Southern Oscillation on global climate [46, 16, 2], to the dynamics of the Asian monsoons [26, 38], ocean [10, 17] and atmospheric dynamics [4, 13].

The construction of spatially embedded climate networks uses nodes corresponding to (geographical) locations, and links corresponding to statistical interdependence between climate time series observed at the locations of the nodes [45]. The strength of statistical dependence can be quantified in several different ways, depending on the type of data.

Probably the simplest and most common one is the Pearson correlation. Given two time series $T_1$ and $T_2$:

$$\rho(T_1, T_2) = \left\langle \frac{T_1 - \langle T_1 \rangle}{||T_1 - \langle T_1 \rangle||}, \frac{T_2 - \langle T_2 \rangle}{||T_2 - \langle T_2 \rangle||} \right\rangle.$$  

Angular brackets $\langle \cdot , \cdot \rangle$ denote the expectation value or $\langle \cdot, \cdot \rangle$ the scalar product, the norm is defined as $|| \cdot || = \langle (\cdot - \langle \cdot \rangle)^2 \rangle$.

This is also the correlation measure, that will be used predominantly in this thesis, as it can be used for deterministic functions as well as for noisy data, on top of that it has been shown, that most of the structure of the climate system is captured by the linear approach [19].

Other similarity measures include mutual information [11, 13], an entropy based measure, that is useful when dealing with non-linear correlations and event synchronization [36, 26, 43], a measure which compares event series.

Once the correlation matrix $C_{ij}$ is found, the adjacency matrix of the unweighted network (Eq. 2.1) can be constructed by employing a threshold value $\alpha$, using the the Heaviside theta function $\theta(x) = \begin{cases} 1 & x > 0 \\ 0 & x \leq 0 \end{cases}$ and the Kronecker delta $\delta_{ij} = \begin{cases} 1 & i = j \\ 0 & i \neq j \end{cases}$:

$$A_{ij} = \theta(C_{ij} - \alpha) - \delta_{ij}. \quad (1.4)$$

Alternatively, the network can be weighted with the correlation values (Eq. 2.2):

$$w_{ij} = C_{ij} \theta(C_{ij} - \alpha) - \delta_{ij}. \quad (1.5)$$

In the weighted case, the thresholding is not strictly necessary, it does however reduce computational costs for some network measures, such as betweenness to work with sparse networks, while leaving the result almost unchanged.
2 Complex networks background

A graph is a mathematical object, that describes a relational structure. The branch of mathematics, that concerns itself with such structures is called graph theory. For many years, graph theory has been found to be a useful tool for the description of various, very different types of systems in physics and other areas. Most of these systems, like the internet, the dynamics of disease spreading or power grids, have a natural network structure, in which nodes and links have a clear physical interpretation [44, 12, 35] and in many cases, the spatial embedding of the networks is not of interest.
Recently, however, the spatial embedding has attracted increased attention, as many systems rely on geometry as well as the topology. In power grids the length of the links is an important cost factor and in our area of application, the climate system, the physical distance of nodes has a large influence on their connection probability. Such networks will be referred to as spatial networks. To describe spatial aspects, some of the network measures, discussed here will take the geometry into account as well as the topology. In this section I introduce the network concepts and measures necessary for this thesis, for a more complete overview I refer the reader to [3, 1].

2.1 Definition

A graph $G = (V, E)$ is defined as an ordered pair of a set of nodes or vertices $V$ and links or edges $E$. A link is a pair of nodes, that are connected.
Complex networks are graphs with a non-trivial topology. That means that they are neither grids nor random graphs. In a grid every node is structurally identical, this can be achieved by arranging the nodes on a regular spatial grid and connecting every node to its $k$ nearest neighbours. In a random network [15, 14] every pair of nodes has the same probability to be connected, which also creates a kind of homogeneity of the nodes.
A subgraph $G'$ of a graph $G$, is a graph with the vertex set $V' \subseteq V$ and an edge set $E' \subseteq E$.
A graph is called undirected, if its links have no orientation.

2.2 Adjacency matrix

A graph of $N$ nodes can be characterized by an $N \times N$-matrix, where each node corresponds to a row and column. The entry $(i, j)$ is 1 if $i$ and $j$ are connected and 0 if they are not. Such a
matrix is called an adjacency matrix. Fig. 2.1 b shows an adjacency matrix of a graph Fig. 2.1 a.

\[
A_{i,j} = \begin{cases} 
1 & \text{if nodes } i \text{ and } j \text{ are connected} \\
0 & \text{if nodes } i \text{ and } j \text{ are not connected} 
\end{cases} \tag{2.1}
\]

Note, that the adjacency matrix of an undirected graph is always symmetric.

Adjacency matrices are an intuitive representation of the graph and many network measures are defined using them directly. The matrix of all paths of length \( n \), for example is the \( n \)th power of \( A \), while the degree is given by it’s row sum.

In terms of storage space, adjacency matrices are inefficient, particularly for sparse matrices, as they contain redundant information. In this respect, edge lists are more efficient, instead of storing zeros and ones, they only store the ones. In this thesis however, all graphs are relatively small, so the representation as adjacency matrix is sufficient.

The notion of an adjacency matrix can be generalized to describe weighted graphs, incorporating the connection strength. For a network with weights \( w_{i,j} \) this notation is:

\[
w_{i,j} = \begin{cases} 
c_{i,j} & \text{if nodes } i \text{ and } j \text{ are connected with connection strength } c_{i,j} \\
0 & \text{if nodes } i \text{ and } j \text{ are not connected} 
\end{cases} \tag{2.2}
\]

In this thesis, all networks are correlation networks. The correlation matrix can be interpreted directly as a weighted adjacency matrix. For reasons of computational efficiency, however, a lower cut-off is used, setting all entries below a certain threshold to zero, so that sparse algorithms can be employed.

### 2.3 Weighted vs. unweighted network measures

To analyse and describe the topological features of a network, a variety of network measures have been developed. Here I will present those used in this thesis. Network measures can describe properties of the network as a whole or single nodes or links. As the main motivation and application here is the climate system, we are particularly interested in measures, that can be interpreted as regional properties. Thus the emphasis lies on node properties. Since our networks are spatially embedded and their spatial embedding is an integral aspect of their
structure, we also present network measures, that combine network topology and embedding geometry.

### 2.3.1 Degree or node strength

The degree $k_i$ of node $i$ of a network with $N$ nodes is given by the number of nodes it is connected to, that is the row sum over row $i$ of the adjacency matrix, defined in Eq. 2.1:

$$k_i = \frac{\sum_{j=1}^{N} A_{ij}}{N-1}. \quad (2.3)$$

The weighted version of the degree is called node strength $s_i$ of node $i$ and is given by the sum of the weights of node $i$’s links, or the row sum over row $i$ of the weighted adjacency matrix, defined in Eq. 2.2:

$$s_i = \frac{\sum_{j=1}^{N} w_{ij}}{N-1}. \quad (2.4)$$

Both degree and node strength are linear network measures, that only rely on the immediate surrounding of a node.

### 2.3.2 Betweenness

The shortest path betweenness $b_i$ of a node $i$ is defined as the number of all shortest paths that go through it,

$$b_i = \frac{\sum_{j,k \in 1,...,N, j \neq k} n_{jk}(i)}{(N-1)(N-2)}. \quad (2.5)$$

Where $n_{jk}$ is the number of shortest paths connecting $k$ and $j$ and $n_{jk}(i)$ is the number of those paths, that go through $i$. This means that the entire network topology is needed to compute the betweenness of each individual node.

### 2.3.3 Connected component or community size

A connected component is a subgraph of a graph $G$, such that each pair of nodes within the subgraph is connected by a path, while no node of $V'$ is connected to a node outside of $V'$. The size of a subgraph is the total number of its nodes.

Since complete separation rarely occurs in climate networks a more subtle measure is used to analyse the community structure. Similar to the notion of connected components, we would like to find subgraphs of $G$, that are highly connected within themselves and have few connections to the other subgraphs. First let us define a division $d = d_1, ..., d_n$ as a set of $n$ non-intersecting sets of vertices $d_i$. Modularity is a measure of how well a given division $d$ divides the network into subnetworks, that have more links within themselves than interconnecting them. The modularity of a network with the adjacency matrix $A$ and the division $d$, is defined as [8]:

$$Q = \frac{1}{2m} \sum_{ij} \left(A_{ij} - \frac{k_i k_j}{2m}\right) \delta(d_i, d_j), \quad (2.6)$$
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where \( m \) is the number of edges in the network. The modularity is high if there are many links within the \( d_i \) and few links connecting two nodes from different sets. The goal is to find a good division into communities. For this there are optimization algorithms, like the one presented in [8], which is used throughout this work.

### 2.3.4 Anisotropy

Unlike the previous network measure, the local anisotropy, as defined in [23], takes the spatial embedding into account as well as the topology. It is a measure for how aligned the links of a node are. For this the angles between all links between point \( m \) and its neighbours \( n_i \) and the reference axis are compared for all existing links. If the locations of the nodes \( m \) and \( n \) are given in Cartesian coordinates, \((x_1^{(m)}, x_2^{(m)})\) and \((x_1^{(n)}, x_2^{(n)})\), the angle is given by the equation in Fig. 2.2.

The anisotropy is the vector sum of unit vectors along all connections of node \( m \). The vectors are described by their length \( A_{mn} \), which is 1 for existing links and 0 otherwise (see Fig. 2.3).

\[
\varphi_{mn} = \arctan \left( \frac{x_2^{(n)} - x_2^{(m)}}{x_1^{(n)} - x_1^{(m)}} \right)
\]

\[
R_m = \frac{1}{k_m} \left| \sum_{n=1}^{N} A_{mn} e^{i2\varphi_{mn}} \right|.
\]
2.3 Weighted vs. unweighted network measures

The angles $\varphi_{mn}$ are doubled. This ensures that perpendicular vectors cancel, while an angle of $\pi$ adds up. We define the weighted local anisotropy as:

$$R_m = \frac{1}{s_m} \left| \sum_{n=1}^{N} w_{mn} e^{i2\varphi_{mn}} \right|.$$  \hspace{1cm} (2.8)

For weighted networks we also have to take the connection strength into account. It comes in as the length of the vectors.

2.3.5 Link length distribution

The link length distribution is a global network measure, that, like anisotropy, combines topology of the network and the geometry of the embedding. It is a histogram of frequencies of link lengths in the network.

The complete link length distribution is the link length distribution of the complete graph of a set of spatially embedded nodes. The complete link length distribution can be used to compare to the actual link length distribution. If, for example, the spatial distance is unrelated to the connection probability, the actual link length distribution should differ from the complete link length distribution only by a factor $c < 1$, equal to the link density. On the other hand, if the network is a unit disk graph, as described in [7], of a given node distribution with disk size $r$, the link length distribution is the same as the complete link length distribution, cut off at link length $r$.

The continuous equivalent of the complete link length distribution is the distance distribution, which is defined as the integral over the distances between all pairs of points $x$ and $y$ in a region $R$. This is equivalent to integrating over the area of the region and all circle segments, that lie within, of circles of radius $d$ as illustrated in Fig. 2.4.

Figure 2.4: The frequency of distance $d$ in area $R$ is the integral over all line segments, that lie inside $R$ (green), integrated over all positions of the origin $x$. 

2 Complex networks background

2.3.6 Voronoi tessellation analysis

A Voronoi tessellation is a division of a space into non-overlapping regions, such that every point of the space belongs to one region. The regions are defined around a set of nodes, such that every point in the cell is closer to that node than to any other, as shown in Fig. 2.5. If $X$ is a metric space with a distance function $d$ and there are $N$ nodes at the locations $p_1, ..., p_n$, then the cell $R_i$ around point $i$ is:

$$R_i = \{ x \in X | d(x, p_i) \leq d(x, p_j) \forall j \neq i \}$$  \hspace{1cm} (2.9)

Voronoi tessellation analysis is a simple diagnostic method to estimate the homogeneity of a node distribution. The Voronoi cell size distribution is a histogram, computed from the sizes of the areas of all Voronoi cells. In a grid all cells are identical, thus the cell size distribution consists of a single line at $a^2$, where $a$ is the grid constant. If the nodes are uniformly distributed in space the resulting cell sizes will have a clear peak around the mean cell size $A_{sam}/N_{nod}$, where $A_{sam}$ is the size of the total sampled area and $N_{nod}$ is the number of nodes. If the nodes are scattered around a centre with small distances in the centre and large ones in the outer regions, the peak will be shifted to smaller cell sizes.

Figure 2.5: The Voronoi cell of a node $n$ includes all points, that are closer to $n$ than to any other node. Here the nodes are the red dots, the tessellation is depicted as black lines.
3 Construction of networks from flows

From the maelstrom of the knowledge
Into the labyrinth of doubt
Frozen underground ocean
Melting - makin my mind
Gogol Bordello Supertheory Of Supereverything

In this chapter I first present the general idea for the bottom-up construction of networks from a well-understood physical system. This is done for a continuous system first, which has the advantage of allowing to freely distribute the nodes in space, but is computationally expensive. Therefore an alternative method is introduced, that is based on a discretisation of the advection-diffusion-equation (ADE). This model makes it possible to generalize the method to time dependent flows, allow external heating, interaction with another layer of flow or obstructions for the tracer.

Sect. 3.2 is based on my paper [28] and largely follows its presentation. Sect. 3.3 closely follows my publication [30].

3.1 Question and approach

Simply put, the starting question is: What is the climate network of a bucket of water at rest?
Which later transforms into the advanced question: What is the climate network of an inhomogeneous velocity field with external heating or interaction with a secondary velocity field?
Here, I approach the problem of the interpretation of climate networks from a new angle. Instead of starting from climate data, constructing a network and interpreting the network based on climatological knowledge, I apply a bottom-up approach. The idea is to construct complex networks from a simple model, which is physically well-understood and shares crucial properties with the climate system. This allows me to draw a connection between network topology and properties of the underlying system.

As outlined before, climate networks are constructed by choosing node locations with climate data time series and evaluating pairwise similarity measures between all pairs of nodes. The resulting correlation matrix is either thresholded or used as a weighted adjacency matrix. The reason for a high correlation can be that there is a direct connection, meaning that fluctuations are transported from one node to the other within the system in question, indirect connection, meaning that fluctuations are transported from node to node via another system, and common driver, which is an external forcing, that acts on both nodes [37].

It appears reasonable to assume, that a lot of climate’s direct interactions happen via simple advection and diffusion in the ocean or the atmosphere. So the ADE provides a good starting point. Given a two dimensional flow field and an initial distribution of a tracer quantity
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Figure 3.1: We construct a complex network (right) from a physical flow (left).

(which will be called “temperature”, throughout this thesis), the ADE describes how the tracer distribution in the flow field changes over time. The resulting tracer changes over time in each location can be viewed as the theoretical equivalent to the measured time series, used to construct climate networks. Thus, they are used to define a correlation and construct a theoretical network. This is done here in two different ways, allowing to investigate different aspects of the system. The two approaches are presented in Sect. 3.2 (continuous model) and Sect. 3.3 (discrete model).

3.2 Continuous method

The starting point for this model is a continuous two dimensional fluid. To model temperature fluctuations, that decay too fast to interact with each other, a δ-peak is chosen as initial conditions. Temperature transport in the fluid obeys the deterministic advection-diffusion-equation (ADE). The location of the initial peak should be irrelevant, because the system to be analysed is the velocity field. We therefore average over all realizations of the initial condition, which is all locations of the peak. By also integrating over a time window ranging from shortly after the initial conditions until a time long after everything has decayed, we define a continuous correlation measure, which is then evaluated between all pairs of node positions to construct a correlation matrix and finally a network.

3.2.1 The advection-diffusion-equation

The ADE is a parabolic partial differential equation, that states how the physical quantity of interest (here temperature), is transported in a liquid. Local temperature changes over time are governed by the spatial temperature change, the velocity and the diffusion coefficient in the fluid. For simplicity, the system is restricted to the sourceless, incompressible ADE:

$$\frac{\partial T}{\partial t} = \chi \Delta T - \nabla \cdot (\vec{v}(\vec{x})T),$$

(3.1)
where $\chi$ is the diffusivity of the fluid and $\vec{v}(\vec{x})$ is its velocity at location $\vec{x}$. The ADE is obtained by inserting the advective and diffusive flux

$$\vec{j} = \vec{j}_{diff} + \vec{j}_{adv} = -\chi \nabla T + \vec{v}T \quad (3.2)$$

into the sourceless continuity equation for temperature

$$\frac{\partial T}{\partial t} = -\nabla \cdot \vec{j}. \quad (3.3)$$

Here, $T(\vec{x}, t)$ is the value of the temperature in position $\vec{x}$ at time $t$. For a homogeneous velocity field $\vec{v}(x) = v$ in one dimension, this can easily be solved by making the coordinate transformation:

$$t' = t$$
$$x' = x - vt$$

Leading to the simple heat equation:

$$\frac{\partial T}{\partial t} = \chi \frac{\partial^2 T}{\partial x^2}. \quad (3.4)$$

Which can be solved using Fourier transformations, as explained in [24]. To solve a partial differential equation, it is necessary to fix initial and boundary conditions: The temperature is taken to be 0 at $\pm\infty$. Furthermore, the interactions are restricted to a flat 2D Euclidean space. The $\delta$-peak shaped initial conditions, located at $\vec{x}_0$, serve as a simplified model for the local temperature fluctuations. So finally the Cauchy problem of Eq. (3.1) is solved with the initial conditions:

$$T(\vec{x}, 0; \vec{x}_0) = \delta(\vec{x} - \vec{x}_0). \quad (3.5)$$

For homogeneous velocity fields, the ADE can then be solved analytically, giving:

$$T(x, t) = \frac{e^{-|x-x_0-vt|^2/4\chi t}}{\sqrt{4\pi\chi t}} + T_0 \quad (3.6)$$

for the temperature development of a $\delta$-peak, located at $x_0$, as initial temperature distribution. More complex flows $\vec{v}(\vec{x})$ require an approximate solution to the ADE, as a direct analytic derivation becomes impossible. The stationary flows are assumed to vary slowly over space, $|\nabla \vec{v}(\vec{x})| \ll \chi$ (Unless it is stated otherwise, we set $\chi = 1$). As a consequence, all derivatives of the velocity field can be ignored, which is necessary to ensure the applicability of the approximation. In $d$ dimensions this leads to the approximated temperature field

$$T_{appr}(\vec{x}, t; \vec{x}_0) = \frac{e^{-|\vec{x}-\vec{x}_0-v\vec{x}_0t|^2/4\chi t}}{\sqrt{4\pi\chi t^d}}. \quad (3.7)$$
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To evaluate the validity of this assumption for a given velocity field \( \vec{v}(\vec{x}) \), we compute a diagnostic residual \( R(\vec{x}, t) \) from:

\[
R(\vec{x}, t) = \frac{\partial T_{\text{appr}}}{\partial t} - \chi \Delta T_{\text{appr}} + \nabla \cdot (\vec{v}(\vec{x})T_{\text{appr}}).
\]

(3.8)

\( R(\vec{x}, t) \) is zero for a perfect solution, which is the case if \( |\nabla \vec{v}(\vec{x})| = 0 \). If the maximum of this function is small compared to the other terms in equation 3.8, \( R(\vec{x}, t) \ll \frac{\partial T_{\text{appr}}}{\partial t} \), the approximation is considered to be good. This condition was checked numerically for all examples in this thesis.

3.2.2 Definition of the correlation

In analogy to the widely-spread Pearson correlation [6] (Eq. 1.3), the continuous cross-correlation analogue (CCA) is defined as the normed scalar product of solutions of the Cauchy problem of the ADE at two points \( \vec{x}_1 \) and \( \vec{x}_2 \)

\[
C(\vec{x}_1, \vec{x}_2) = \left\langle \frac{T(\vec{x}_1, t; \vec{x}_0)}{||T(\vec{x}_1, t; \vec{x}_0)||} \frac{T(\vec{x}_2, t + t_l; \vec{x}_0)}{||T(\vec{x}_2, t + t_l; \vec{x}_0)||} \right\rangle.
\]

(3.9)

The scalar product is then defined as the integral over time and peak position \( \vec{x}_0 \). The time integration is analogous to the sum over time steps, the integration over the peak position serves as an average over realizations of the peak, corresponding to stochastics in the time series, where peaks appear at random in arbitrary places. So we define the CCA in this context as:

\[
C(\vec{x}_1, \vec{x}_2) = \frac{1}{(t_1 - t_0)} \frac{1}{V} \int_{t_0}^{t_1} \int_{R^2} T(\vec{x}_1, t; \vec{x}_0)T(\vec{x}_2, t + t_l; \vec{x}_0) d\vec{x}_0 dt \frac{||T(\vec{x}_1, t; \vec{x}_0)||||T(\vec{x}_2, t + t_l; \vec{x}_0)||}{||T(\vec{x}_1, t; \vec{x}_0)||\cdot||T(\vec{x}_2, t + t_l; \vec{x}_0)||},
\]

(3.10)

where \( \vec{x}_0 \) is the position of the peak. The time lag \( t_l \) is the difference in travel time of the peak from \( \vec{x}_0 \) to \( \vec{x}_1 \) and \( \vec{x}_2 \). Note that, due to the much finer time resolution in the model, this time lag is different from those commonly used in data analysis, where the time span between one data point and the next is often much longer than the time lag would be.

\[
t_l = t_{\text{max}}(\vec{x}_1, \vec{x}_0) - t_{\text{max}}(\vec{x}_2, \vec{x}_0),
\]

(3.11)

where \( t_{\text{max}}(\vec{x}, \vec{x}_0) \) is the time when the temperature at \( \vec{x} \) reaches its maximum, with the initial peak starting at \( \vec{x}_0 \). The norm is defined as:

\[
||T(\vec{x}, t; \vec{x}_0)|| = \sqrt{\frac{1}{(t_1 - t_0)} \frac{1}{V} \int_{t_0}^{t_1} \int_{R^2} T(\vec{x}, t; \vec{x}_0)^2 d\vec{x}_0 dt}.
\]

(3.12)

The factors \( \frac{1}{(t_1 - t_0)} \frac{1}{V} \) cancel out due to the division by the norm in Eq. 3.10. Applying the
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Figure 3.2: The continuous analogue of the Pearson correlation is defined using the temperature profiles at $\vec{x}_1$ (blue) and $\vec{x}_2$ (dashed orange). They are aligned such that their peaks (dashed orange $\rightarrow$ red) coincide and multiplied (purple). The CCA is given by the integral over time and initial peak location.
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solution of Eq. 3.7 in Eq. 3.10, the expression simplifies due to a Gaussian integration:

$$||T(\vec{x}_1, t; \vec{x}_0)||||T(\vec{x}_2, t + t_l; \vec{x}_0)||$$

$$= \sqrt{\int_{t_0}^{t_1} \int_{\mathbb{R}^2} T(\vec{x}_1, t; \vec{x}_0)^2 dt d\vec{x}_0 \int_{t_0}^{t_1} \int_{\mathbb{R}^2} T(\vec{x}_2, t; \vec{x}_0)^2 dt d\vec{x}_0}$$

$$= \sqrt{\int_{t_0}^{t_1} \int_{\mathbb{R}^2} e^{-2|\vec{x}_1 - \vec{x}_0 - \frac{\vec{x}_1(\vec{x}_1)}{4\chi t}} \frac{1}{4\pi \chi t} dt d\vec{x}_0 \int_{t_0}^{t_1} \int_{\mathbb{R}^2} e^{-2|\vec{x}_2 - \vec{x}_0 - \frac{\vec{x}_2(\vec{x}_2)}{4\chi t}} \frac{1}{4\pi \chi t} dt d\vec{x}_0}$$

$$= \int_{t_0}^{t_1} \frac{1}{8\pi \chi t} dt = \frac{1}{8\pi \chi t} \left(\log(t_1) - \log(t_0)\right)$$

(3.13)

The lower limit of the integration, $t_0$ is chosen small but non-zero (here $t_0 < 10^{-2}$) as the correlation function is not defined for $t = 0$. The upper limit is chosen such that all temperature profiles have decayed to a value very close to zero (here: $t_1 = 5000$).

The CCA is evaluated between all node pairs $(i, j)$ from a given set of nodes. This provides the correlation matrix $C_{ij}$ from which the adjacency matrix $A$ is constructed by choosing a fixed significance threshold $\alpha$. This can be expressed with the Heaviside $\theta$ function and Kronecker $\delta$ as

$$A_{ij} = \theta(C_{ij} - \alpha) - \delta_{ij}.$$  

(3.14)

$\alpha$ is chosen such that the adjacency matrix is sparse, yet almost all nodes are connected by a path.

In all cases studied, the main features of the network topology were robust with changes of the threshold (compare Fig. 3.11). A link density of 10-20% was found to satisfy these requirements best.
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3.2.3 Application to different velocity fields

This method can be applied for many different velocity fields. The first step is always to solve the ADE Eq. 3.1, the result is then used to compute the correlation matrix using Eq. 3.10. The ADE can be solved analytically for $\vec{v} = 0, \vec{v} = \text{const.}$ (translation) and $\vec{v} = \left( \begin{array}{c} y \\ -x \end{array} \right)$ (rotation). The second step is to compute the correlation function. This can be done exactly only for zero velocity. For constant velocities it can still be done approximately, giving a closed solution. In the case of more general, slowly varying velocity fields, the time integral has to be done numerically. Here I present the results for the different cases.

i) For $\vec{v} = 0$

The movement of the peak’s maximum is dominated by the advection, which is zero here. Therefore the time lag is approximately zero, $t_l \approx 0$. This simplifies the problem sufficiently so that the correlation function (see Eq. 3.10) can be computed analytically, giving:

$$C(\vec{x}_1, \vec{x}_2) = \frac{\Gamma(0, \frac{|\vec{x}_1 - \vec{x}_2|^2}{8xt_1}) - \Gamma(0, \frac{|\vec{x}_1 - \vec{x}_2|^2}{8xt_0})}{\log \left( \frac{t_1}{t_0} \right)}$$

(3.15)

Where $t_0$ and $t_1$ are the limits of the time integration and $\Gamma(a, x)$ is the upper incomplete gamma function. Fig. 3.3 shows how the correlation behaves with the distance of points $\vec{x}_1$ and $\vec{x}_2$. To obtain a network from this, node locations $\vec{x}_i$ are chosen and Eq. 3.15 is applied to find their pairwise correlations. The correlation strength in this case only depends on the distance of the nodes. If the node locations form a square lattice, the resulting network is a regular grid.

Figure 3.3: Correlation measure for $\vec{v} = 0$, plotted over distance vector $\left( \begin{array}{c} w_1 \\ w_2 \end{array} \right)$ between the points. For zero distance, the correlation is maximal and drops off symmetrically with distance.
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Figure 3.4: The peak is located at the values for \( \vec{x} \), for which both components of the gradient are zero, which happens at the intersection of the zero-lines of \( J_x \) (red) and \( J_y \) (orange).

To find the peak location, Newton’s method is applied (blue and purple lines).

ii) For \( \vec{v} = \text{const.} \)

For homogeneous velocity fields the correlation can still be computed analytically with a few approximations. The added challenge lies in the time lag, which, instead of zero, is now given by Eq. 3.11, where the following expression for the maximum can be obtained from the roots of the numerator of the exponent, \(|\vec{x} - \vec{x}_0 - \vec{v}t|^2\), from Eq. 3.7:

\[
t_{\text{max}}(\vec{x}, \vec{x}_0) = \frac{\sqrt{\chi^2 + |\vec{v}|^2 |\vec{x} - \vec{x}_0|^2}}{|\vec{v}|^2}.
\] (3.16)

In this case, Eq. 3.7 is the exact solution of the ADE. Using the definition of the correlation Eq. 3.10, gives the following expression:

\[
C(\vec{x}_1, \vec{x}_2) = \frac{\int_{t_0}^{t_1} \int_{\mathbb{R}^2} \frac{1}{(4\pi\chi)^2} \frac{t}{t+t_1} e^{-\frac{|\vec{x}_1 - \vec{x}_0 - \vec{v}(\vec{x}_1)|^2}{4\chi t}} \frac{1}{(t+t_1)} |\vec{x}_2 - \vec{x}_0 - \vec{v}(\vec{x}_2)|^2 (t+t_1)^2}{4\pi\chi^2 (\log(t_1) - \log(t_0))} dt d\vec{x}_0}
\] (3.17)

To approximately evaluate it, Laplace’s method [5] is applied. Laplace’s method is a technique for the estimation of integrals of the form: \( \int_a^b h(y) e^{-g(y)} dy \), where \( g(y) \) is a smooth function with a unique global minimum. As the exponential decays much faster than the non-exponential prefactor \( h(y) \) varies, all significant contributions to the integral come from a narrow neighbourhood of the location of the minimum of \( g(y) \). So \( g(y) \) is replaced by its Taylor expansion to second order around the location \( y_{\text{max}} \) of the minimum of \( g(y) \):
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\[
\int_a^b h(y)e^{-g(y)}dy \approx h(y_{max})e^{-g(y_{max})} \int_{-\infty}^{\infty} e^{g''(y_{max})(y-y_{max})^2/2}dy
\]

\[
\approx h(y_{max})e^{-g(y_{max})} \sqrt{\frac{2\pi}{g''(y_{max})}}.
\]

(3.18)

Where \( y_{max} \) is the value of \( y \), for which \( g(y) \) takes on the global minimum and therefore the peak reaches its maximum.

For the evaluation of Eq. 3.17, the functions \( h(\vec{y}) \) and \( g(\vec{y}) \) are chosen to be:

\[
h(\vec{y}) = \frac{1}{(4\pi\chi t)^2} \frac{t}{t + t_I(\vec{y})}
\]

\[
g(\vec{y}) = \frac{|\vec{x}_1 - \vec{y} - \vec{v}(\vec{x}_1)t|^2 + \frac{t}{t + t_I(\vec{y})}|\vec{x}_2 - \vec{y} - \vec{v}(\vec{x}_2)(t + t_I(\vec{y}))|^2}{4\chi t}
\]

(3.19)

The two dimensional equivalent of \( g'' \) is the Hessian matrix, which transforms Eq. 3.18 as follows:

\[
\int_{\mathbb{R}^2} h(\vec{y})e^{-g(\vec{y})}d\vec{y} \approx h(\vec{y}_{max})e^{-g(\vec{y}_{max})} \frac{2\pi}{\sqrt{\text{det} H(g(\vec{y}_{max}))}},
\]

(3.20)

where \( H \) denotes a Hessian matrix. The Gaussian integral is then evaluated. The main challenge left, is locating the maximum of the peak. By definition it is in the location, where both components of \( J \) are zero simultaneously (Intersection of zero lines for \( J_x \) and \( J_y \) in Fig. 3.4), but this system of equations can not be solved analytically for the peak location. The peak position has to be approximated using Newton’s method (here one iteration) to find the root of the gradient of \( g \).

\[
\vec{x}_{m,n+1} = \vec{x}_{m,n} - H^{-1}(\vec{x}_{m,n}) * J(\vec{x}_{m,n})
\]

(3.21)

The initial guess is a peak, that moves with the speed \( \vec{v} \), starting from \( \vec{x}_1 \):

\[
\vec{x}_{m,0} = \vec{x}_1 - \vec{v}(\vec{x}_1)t
\]

(3.22)
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After all these approximations the correlation function can now be written out as:

\[
C(\vec{x}_1, \vec{x}_2) \approx \int_{t_0}^{t_1} \frac{2\pi}{\sqrt{\text{det} H(\vec{x}_{\text{max}})}} \frac{1}{(4\pi \chi t)^2} \frac{t}{t + t_1} e^{-\frac{|\vec{x}_1 - \vec{x}_{\text{max}} - \vec{v}t|^2 + \frac{1}{t + t_1} |\vec{x}_2 - \vec{x}_{\text{max}} - \vec{v}(t + t_1)|^2}{4\chi t}} dt
\]  

(3.23)

Fig. 3.5 shows how the approximation of the spatial integral relates to its numerical evaluation. The integral poses a difficult numerical problem, leading to errors in the numerical evaluation.

Figure 3.6: Taylor expansions for prefactor and exponent together with the full function for the case of a homogeneous velocity field: a) \(2\pi / \sqrt{\text{det} H(\vec{x}_{\text{max}})}\) with it’s first-order Taylor expansion plotted from 0 to 5, to magnify the discrepancy, b) over the full interval \(t_0\) to \(t_1\), c) numerator of the exponent \(|\vec{x}_1 - \vec{x}_{\text{max}} - \vec{v}t|^2 + \frac{1}{t + t_1} |\vec{x}_2 - \vec{x}_{\text{max}} - \vec{v}(t + t_1)|^2\) with its first-order Taylor expansion.
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To evaluate the time integration, the Gauss integral factor \(2\pi/\sqrt{\det H(\vec{x}_{max})}\) and the numerator of the exponent \(|\vec{x}_1 - \vec{x}_{max} - \vec{v}t|^2 + \frac{1}{4\chi t}|\vec{x}_2 - \vec{x}_{max} - \vec{v}(t + t_1)|^2\), are expanded in a Taylor series to first order around \(t_1\) (see Fig. 3.6). The result is of a form, that can be integrated analytically over time:

\[
\int e^{a_0 - \frac{a_1}{b_1}t (c_0 + c_1 t)} dt = -\frac{e^{a_0}}{b_1 t + b_2 t^2} \left( e^{\frac{a_1 b_2}{b_1 t} (b_2 c_0 - b_1 c_1) + b_1 c_1 Ei \left( -\frac{a_1}{b_1}t \right)} \right) \tag{3.24}
\]

where the \(a_i, b_i, c_i\) are given by functions of the Taylor coefficients of the expansions. The exponential integral function \(Ei(x)\) is defined as:

\[
Ei(x) = -\int_{-\infty}^{\infty} \frac{e^{-t}}{t} dt \tag{3.25}
\]

Finally, a set of nodes is chosen and the correlation is evaluated for every pair of nodes. As the velocity field is homogeneous, the resulting network is also homogeneous, apart from boundary effects. This implies that an analysis of network measures, provides no interesting information. However, in contrast to the \(\vec{v} = \vec{0}\) case, the network is not isotropic. Links are longer in flow direction than perpendicular to it (see Fig. 3.7).

Figure 3.7: Network for the velocity field: \(v_x(x, y) = 1\), \(v_y(x, y) = 0.3\) with 20 \(\times\) 20 nodes arranged in a regular grid.

iii) The circular flow

Like the homogeneous flow, the circular flow field \(\vec{v}(\vec{x}) = \omega \left( \begin{array}{c} y \\ -x \end{array} \right)\) can be described as a coordinate transformation of the resting case. Using the replacements: \(\vec{x}' = \left( \begin{array}{cc} \cos \omega t & -\sin \omega t \\ \sin \omega t & \cos \omega t \end{array} \right) \vec{x}\) leads to an analytical expression for the temperature evolution that is (with \(\omega = 1\)):

\[
T(\vec{x}, t; \vec{x}_0) = \frac{1}{4\chi t} e^{-\frac{(x \cos t - y \sin t - x_0)^2 + (-x \sin t + y \cos t - 0)^2}{4\chi t}} \tag{3.26}
\]
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The spatial integration was done analogously to the homogeneous field. While $2\pi / \sqrt{\det H(\vec{x}_{\text{max}})}$ can still be expanded to first order in a Taylor series, in a reasonable approximation (see Fig. 3.8 a and b), the exponent now has to be expanded to the second order in $t$ (Fig. 3.8 c). With the second order expansion, however, the integration can not be done analytically and a numerical evaluation has to be performed.

A grid of $20 \times 20$ nodes was chosen and the correlation was evaluated for every pair of nodes. The resulting network is shown in Fig. 3.9. As expected, there are more longer links in the faster flowing outer regions of the flow. As in the homogeneous case, links are longer in flow direction, than perpendicular to it. The result is less regular than the network of the homogeneous flow shown in Fig. 3.7, but the symmetry of the flow is well visible. The network measures $k_i$ (see Eq. 2.3) and $b_i$ (see Eq. 2.5) are dominated by boundary effects.
iv) For inhomogeneous velocities

Similarly to the circular velocity field, slowly varying (low-gradient) inhomogeneous velocity fields can be treated using a combination of analytical approximations and numerical evaluation. This was done for the two paradigmatic flows shown in Fig. 3.10. One is composed of three narrow parallel flows, with alternating directions, and the other flow is made up of two narrow flows intersecting in the middle. Using the approximate solution of the ADE, given in Eq. 3.7, the correlations in a $20 \times 20$-grid are computed for all pairs of nodes. Any pair of sites with a correlation larger than $\alpha$ is connected with a link in the network. The threshold $\alpha$ is determined such that the link density $\rho = \frac{L_{net}}{L_{full}}$ is constant, where $L_{net}$ denotes the number of links in the flow network and $L_{full}$ denotes the number of links in the fully connected graph with the same nodes. The value for $\rho$ is chosen such that the network has almost no isolated nodes and is sufficiently far from being fully connected.
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Figure 3.11: Degree of crossing flows (row a) and counter currents (row b) for a link density of 10 % (1), 20 % (2), 30 % (3), 40 % (4). Betweenness of crossing flows (row c) and counter currents (row d) for a link density of 10 % (1), 20 % (2), 30 % (3), 40 % (4). Figure from [28], supplementary material.

Fig. 3.11 shows degree (see Eq. 2.3) and betweenness (see Eq. 2.5) for link densities of 10 to 40% to illustrate the robustness of the general features of degree and betweenness. This implies that there is no need to use a more sophisticated method of threshold selection, throughout this chapter the threshold was set at $\rho = 0.2$.

We observe that, while intensity and width of the patterns vary with the threshold, the degree is consistently higher in faster flowing regions and the betweenness marks a certain transition region for most values of the link density. In Fig. 3.11 (d1) the node betweenness is not highest in the transition region. This implies that the network of the counter currents is disconnected.
at a link density of 10\%, the rare and thereby high betweenness connections between the flows do not exist in this case.

The resulting networks and underlying flows are illustrated in Fig. 3.10. In areas of the flow with a higher velocity, the networks show a higher density and length of links than in slower regions. High absolute velocity coincides with high node degree (see Fig. 3.12 and Fig. 3.13, top row).

Figure 3.12: Flow field and network measures for the counter-currents in Fig. (3.10a): a) The normed degree, relates to b) the absolute value of the flow’s local velocity; c) The maxima of the normed betweenness are co-located with d) the maxima of the absolute value of the gradient gradient of the absolute current velocity. See equations (2.3) and (2.5) for definitions of the network measures. Figure from [28].

For low velocities, degree and flow speed are approximately proportional, for higher speeds a saturation occurs due to the finite size of the grid. In Fig. 3.13a, the region, where both flows are highest (around (115,15)), however, has a lower degree, than the surrounding. The reason for this is most likely, that the approximate solution of the ADE works less well in this region than everywhere else.

High values for shortest path betweenness occur in the transition zones between opposing flow directions (Fig. 3.12, bottom row), or regions of distinctly different flow velocities (Fig. 3.13, bottom row). In both cases, the regions of highest betweenness outline the underlying velocity field.

Other network measures such as local clustering coefficient or local assortativity [1] yield structures similar to those of the node degree (results not shown).
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3.2.4 Application to data

In the model networks, it was found, that the degree is highest, where the absolute velocity is highest and high betweenness marks transition zones. In the actual climate system, many other influences act on the local temperature, yet these tendencies can be observed in correlation networks derived from sea surface temperatures (SST) in the tropical Pacific.

The daily anomaly SST data is based on the optimum interpolation data (OI.v2) as provided by NOAA/NCDC [40, 34] and the averaged monthly current’s velocity data was provided by the OSCAR Project Office (Earth and Space Research, Seattle). The data stems from the region 120°–160°W, 15°S–15°N and spans the time period August 1996 to August 1997. The chosen year is neither an El Niño nor a La Niña-year, and the results are largely robust against the choice of the particular year. The network is calculated by standard cross-correlation with a time lag of up to one day.

Flow velocity, gradient, and the obtained network measures are given in Fig. 3.14. To suppress turbulent effects, only the longitudinal component of the gradient was used. As in the paradigmatic flows investigated above, there is a reasonable agreement between the absolute values of the velocity field and the degree in the correlation network (Fig. 3.14 (a) and (b)). Again, the
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Figure 3.14: Network measures of the correlation network of the equatorial counter-currents from 1997 daily anomaly SST data in comparison with flow velocity and gradient. The region of highest degrees coincides with the region of highest flow velocity, while the regions of highest betweenness coincide with the highest velocity gradient. Figure from [28].

degree is maximal where the ocean current’s velocity is, and the betweenness shows large values in regions with large values of the longitudinal velocity field’s absolute gradient (Fig. 3.14 (c) and (d)), hereby confirming the results obtained for the paradigmatic flows.

3.2.5 Summary

The method can easily be generalized beyond 2D static flows and to flow systems outside of climate science, as temperature can be replaced by any quantity described by the heat equation such as density or chemical concentrations. In multivariate settings, reaction, advection and diffusion processes could be studied simultaneously. Given sufficient computing resources, non-stationary flows $\vec{v}(\vec{x}, t)$ could be treated similarly, using a time offset for integration range and peak appearance, as the ADE can still be solved analytically for time dependent velocity fields. This could give new insights in the dynamics of evolving flows, highly valuable not only in the analysis of changing climates.

The line-like structures in the betweenness fields of global climate networks [10] were previously attributed to “information flow” in underlying ocean currents. Here it was found that regions of high betweenness outline the flow rather than tracing it. The results therefore suggest some corrections concerning the former interpretation and suggest that a high betweenness occurs in transition zones between regions of different magnitude or direction of the underlying velocity. This qualitative observation can be seen when comparing the betweenness with the absolute
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Figure 3.15: Schematic illustration of flow properties, that result in distinctive network properties: While advection dominates the transport of temperature fluctuations in regions of fast propagation, localized diffusion dominates in stagnant regions. Signals that leave the stagnant area by diffusion through the mixed region are subsequently transmitted along the flow. This leads to the asymmetry seen in the betweenness, where the betweenness values rise in flow direction. Figure from [28].

gradient. Physically, this could be due to the fact that advection dominates in fast flowing regions, which results in a higher parallel but lower perpendicular link density compared to the stagnant case. Additionally, there is a correlation between regions with a high node degree and high average current velocity. Considering the advective-diffusive nature of these surface currents, a physical explanation could be that a fast flow transports the signal farther.

Both, the degree and the betweenness increase marginally along the flow direction. This indicates that the signals from the slow flowing region first travel through diffusion, once they hit the fast region their main peak will travel downstream (the trajectory approximately follows the red arrow in Fig. 3.15). This leads to a network, in which points downstream in the fast flowing area have connections even to points in the slow region upstream from them, while points upstream in the fast region mainly get connected to other points in the fast region downstream from them, because diffusion plays a smaller role there. This leads to an increased degree and betweenness in the upstream slower regions close to the flow’s centre.

In future research, such idealized case studies may be highly useful to study the influence of spatial embedding, and to test hypotheses concerning the dynamics of observed correlation networks. Given sufficiently low-gradient flow data, this method can be used to construct correlation networks from observed oceanic or atmospheric flows.

It was shown how correlation networks can be constructed directly from flow fields and given an example of how to use these networks to interpret network measures. We thereby provide a foundation for climate network analysis and bridge the gap between the dynamics of underlying flows and climate network interpretation.
3 Construction of networks from flows

3.3 Discrete method

A second, complementary, approach to network construction from flows is based on stochastic recursive equations. For this, the ADE is discretized and a stochastic term is added to the resulting linear recursive equation. The correlation matrix is averaged over all realizations of the noise, which can be interpreted as a weighted adjacency matrix and analysed using network measures.

Additionally to systems, that are fully determined by the velocity field, it is then also possible to study systems with external heating at a subset of the nodes, systems where some interactions are artificially lowered and systems in which two velocity fields interact by exchanging temperature. I propose a combination of network measures, which can identify the underlying system if only the network is known.

3.3.1 A discrete description

As in the previous section, the starting point is the ADE for an incompressible fluid, given in Eq. 3.1. Instead of solving it directly, it is discretized to a regular $N \times N$-lattice, using the central step method and $\Delta x = \Delta t = 1$. For the discretisation to appropriately represent the differential equation, the following requirements have to be met:

$$\begin{align*}
\kappa \Delta t &\ll \Delta x^2 \\
v_{\text{max}} \Delta t &\ll \Delta x.
\end{align*}$$

These requirements are met by choosing $\kappa$ and $v_{\text{max}}$ appropriately. The partial differential equation turns into a set of coupled equations for the temperature $T_{ij}$ depending on the two components of the velocity $v_{ij}^i$ and $v_{ij}^j$, that is $\bar{v}(\vec{x})$ evaluated at the grid points $x_{ij}$ for $i, j = 1, ..., N$:

$$\begin{align*}
T_{ij}(t+1) &= T_{ij}(t)(1 - 4\kappa) + (\kappa - v_{ij}^i / 2)T_{i+1,j}(t) \\
&\quad + (\kappa - v_{ij}^j / 2)T_{ij+1}(t) + (\kappa + v_{ij}^i / 2)T_{i-1,j}(t) \\
&\quad + (\kappa + v_{ij}^j / 2)T_{ij-1}(t).
\end{align*}$$

This notation can be simplified to a linear matrix equation:

$$T(t + 1) = AT(t).$$

$T(t)$ is a list of the temperatures at time $t$ in every location. The boundary conditions in the discrete case are implemented by defining the temperature outside the sampled region. Here the temperature is set to zero in all sites outside of the region of interest. The entries of the matrix $A$ are the coefficients in Eq. 3.28. Fig. 3.16 shows a colour-coded example of $A$. Time series can be derived from an initial temperature field $T(0)$ using Eq. 3.29. It is deterministic and the initial conditions provide the only source. For a more realistic model, a noise term $\epsilon(t)$
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Figure 3.16: Example velocity field (a) with its transformation matrix A (b). Figure from [30].

is introduced in the recursive equation:

\[ T(t + 1) = AT(t) + \epsilon(t). \] (3.30)

Where \( \epsilon(t) \) is a vector of uniformly random, statistically independent noise with zero mean variance one in each grid point at each time step:

\[
\begin{align*}
\langle \epsilon(t)_x \rangle &= 0, \\
\langle \epsilon(t)^2 \rangle &= 1, \\
\langle \epsilon(t)_x \epsilon(t')_y \rangle &= \delta_{xy} \delta_{tt'}. 
\end{align*}
\] (3.31)

Where the expectation value of all noise realizations is denoted by \( \langle . \rangle \). It seems natural to choose the initial conditions: \( T(0) = \epsilon(0) \). Finally, Eq. 3.30 can be integrated to yield:

\[ T(t) = \sum_{k=0}^{t-1} A^{t-1-k} \epsilon(k). \] (3.32)

Due to the noise, each individual component of the temperature cannot be predicted, but their correlations can be determined. Such correlation matrices can be analysed as networks and contain topological information about the system.

The covariance of two time series with zero mean is defined as the average over \( n \) time steps of coeval values of the time series, or in short their scalar product, divided by \( n \). The covariance matrix of \( n \) time steps, \( C_n \), is therefore defined as the average over \( n \) time steps over tensor products of coeval temperature realizations.

\[
C_n = \frac{1}{n} \left\langle \sum_{t=0}^{n} T(t) \otimes T(t) \right\rangle 
\] (3.33)
Writing Eq. 3.33 out in components and applying Eq. 3.31 leads to:

\[
\sum_{k=0}^{t-1} \sum_{k'=1}^{t-1} A_{ij,ij'}^{t-1-k} A_{ij',ij''}^{t-1-k'} \epsilon(k') \epsilon(j') = \sum_{k=0}^{t-1} (AA^T)^{(t-1-k)}
\]

(3.34)

Where \( A^T \) denotes the transposed of matrix \( A \).

In an idealized static case we can additionally take the number of time-steps \( n \) to infinity. So we can evaluate Eq. 3.33 to:

\[
C_\infty = \lim_{n \to \infty} n^{-1} \sum_{k=0}^{t-1} (AA^T)^{(t-1-k)}
\]

\[
= \lim_{n \to \infty} n^{-1} (nI - nAA^T + AA^T ((AA^T)^n - I))(I - AA^T)^{-2}
\]

\[
= (I - AA^T)^{-1}
\]

(3.35)

This expression only depends on the transformation matrix \( A \). It describes how the temperature evolution in a point is related to the temperature evolution in other points. Note, however, that the largest eigenvalue of matrix \( AA^T \) is required to be smaller than one to ensure stability and allow the use of the geometric series for the computation.

The time-dependent case

The discrete approach can easily be generalized to incorporate time-dependence. The time dependence of the system is encoded in a time dependent transformation matrix \( A(t) \), which transforms Eq. 3.30 into:

\[
T(t+1) = A(t)T(t) + \epsilon(t).
\]

(3.36)

When subsequent application of the transformation matrix lead to its exponentiation before, now it results in the multiplication of the matrix at different times:

\[
T(t) = \sum_{k=0}^{t-1} \prod_{j=0}^{t-1-k} A(t_j) \epsilon(k).
\]

(3.37)

And thereby the correlation function:

\[
C_n = \sum_{t=0}^{n} \sum_{j=0}^{t-1} \prod_{j=0}^{t-1-k} A(t_j)A(t_j)^T
\]

(3.38)
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The resulting correlation matrix can be thresholded and analysed as a weighted network. The description of the system with a transformation matrix makes it possible to include other influences beyond advection and diffusion, which is a step towards a more realistic model. The goal is to construct networks from different transformation matrices and find network measures, that can distinguish between them. In subsequent sections three different cases will be introduced.

Secluded regions

In the first variation, a part of the region is disconnected from the rest. This can be useful for modelling regions with large differences in altitude, or separation by a geographical barrier, that does not influence the atmospheric velocity field. For this, the system is divided into regions and all components of $A$, that connect a node from one region to a node from another region are multiplied by small factor. The new transformation matrix is used to compute a correlation matrix according to Eq. 3.35 and analyse it as a network.

External heating

Another form of a common driver is a region, that is affected differently by the decay of the signal of the last step. It could be a region with a higher heat capacity, such that the ground reheats the air. This is realized by adding a heat term to the diagonal elements of $A$, that are part of the affected region:

$$A \rightarrow A + H,$$

(3.39)

where $H$ is a diagonal matrix, with $h_{i,i} > 0$ in regions, that are heated externally and $h_{i,j} = 0$ otherwise. The network is constructed from the modified $A$ using Eq. 3.35.

Interacting flows

To model temperature exchange between two separate velocity fields, i.e. ocean flows and atmospheric flows, the following coupled recursive equations are introduced:

$$T_a(t + 1) = A_a T_a(t) + B_a T_b(t) + e_a(t)$$
$$T_b(t + 1) = A_b T_b(t) + B_b T_a(t) + e_b(t)$$

(3.40)

Here $T_a$ is the primary temperature field, the network is constructed from. $T_b$ is the secondary temperature field, that interacts with $T_a$ and thereby influences network $a$. $A_a$ and $A_b$ are the corresponding transformation matrices, depending on the velocity field in the respective medium and $B_a$ and $B_b$ are inter-medium diffusion matrices. The effect of $T_a$ on $T_b$ is ignored, because the impact of a fluctuation to be transported from system $a$ to $b$ and back again, are small. The
resulting equations are:

\[
T_a(t + 1) = A_a T_a(t) + B_a T_b(t) + \epsilon_a(t) \\
T_b(t + 1) = A_b T_b(t) + \epsilon_b(t)
\] (3.41)

Solving Eq. 3.41, the following expression for the temperature evolution is found:

\[
T_a(t) = A_t^t T_a(0) + \sum_{k=0}^{t-1} A_a^{t-1-k} (\epsilon_a(k) + \sum_{k'=0}^{k-1} A_b^{k-1-k'} \epsilon_b(k'))
\] (3.42)

The correlation matrix for flow A is:

\[
C_n = \sum_{t=0}^{\infty} \sum_{k=0}^{t-1} (A_a A_a^T)^{t-k} + B_a B_a^T \sum_{k'=0}^{k-1} (A_b A_b^T)^{k-k'}
\] (3.43)

In principle the inter-medium interaction matrix \( B_a \) could have any shape but for simplicity I assume that the layers only exchange temperature with the same node in the other medium and do so with a fixed rate \( c \), i.e. \( B_a = cI \).

**Constructing the network**

In principle, the resulting correlation matrix can directly be interpreted as a weighted network, where the link weight between \( x_1 \) and \( x_2 \) is equal to their correlation \( C_n(x_1, x_2) \). However, as most correlations are very small, the introduction of a threshold, below which the correlations are set to zero, does not significantly change the result, while largely simplifying the computations. Unweighted networks can be constructed by setting all non-zero weights to one. This however results in a larger dependence of the network on the threshold.

In the following I show the results for weighted and unweighted networks. All networks were computed with a threshold keeping the strongest ten percent of links, but the resulting patterns in the network measures have been found to be robust with respect to changes in the threshold.

**3.3.2 Distinguishing different cases by network measures**

Networks are constructed from the four cases using Eq. 3.35. While the other influences (secluded region, external heating and interaction with a secondary flow field) change, the velocity field is always kept the same for comparability. It is defined by the stream function \( \Phi(x, y) \) as:

\[
\vec{v}(\vec{x}) = u \left( \frac{\partial \Phi}{\partial y}, -\frac{\partial \Phi}{\partial x} \right).
\] (3.44)
where $u$ is the velocity parameter and $\Phi(x, y)$ is defined as:

$$
\Phi(x, y) = 1 - \tan((y - \sin(2(x))) \\
\cos(\arctan(\cos(2(x)))))
$$

(3.45)

This kind of flow is called *meandering flow*, together with the other influences it is depicted in Fig. 3.17. It constitutes a simple but non-trivial physical example, and can be found approximately in ocean currents such as the gulf stream.

Here, the parameters for the velocity $u = 0.2$ and a diffusion constant of $\kappa = 0.01$ were used. For this flow field, networks are computed with all of the variations mentioned above. The effects of secluded regions, external heating and interacting flows are discussed and compared to networks generated from the velocity field only. The grid is regular and has $40 \times 40$ nodes. For reasons of computational complexity, the sums are restricted to $n = 20$. In the following sections the resulting network measures are presented in their weighted form, applied to the meandering flow: plain, with a secluded region, with external heating and with interaction with a secondary flow.

To analyse the networks and distinguish between the different cases, I suggest the use of three network measures: Node degree or node strength, community detection and edge angle anisotropy [23].

Figure 3.17: Schematic visualization of the underlying system with a) plain flow, b) secluded region, c) external heating, d) interacting flows. Figure from [30].
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Degree or node strength

Fig. 3.18 shows the degree and node strengths (Subsec. 2.3.1) of the networks of the four cases. In agreement with previous studies [28], in the case of the meandering flow without other influences (Fig. 3.18 a and e), reaches the node strength in regions with a high absolute velocity. The flow transports random temperature fluctuations, thus strengthening the correlation between two nodes, that are connected by a fast flow. While this can be seen both in the unweighted (top row) and weighted (bottom row) network measure, the weighted version (e) provides a far clearer picture, with less border effects and almost no dependence on the threshold.

In the case of a secluded region (see Fig. 3.18 b and f), this effect can still be observed. In the area, where links were cut, the degree or node strength is lowered. The restriction of the region also lowered the node strengths in the fast flowing regions around the cutting line. So the node strength can be lowered by restricting the size of the influencing region. In the unweighted case (b) this effect is far more prominent.

If there is an externally heated region however, this also leads to an increase in the node strength, as can be seen in Fig. 3.18 g, in the unweighted case (c), however, this effect can not be seen at this threshold. Another mechanism for an increased node strength is the indirect transport of fluctuations via an interaction with a secondary velocity field in the interacting case in Fig. 3.18 h. Again, the unweighted network measure merely shows a mild distortion of the pure flow, instead of resolving the secondary flow.

As we found multiple possible causes for high node strengths, degree and node strength alone are insufficient to distinguish uniquely between the different cases. Furthermore, this shows that, the unweighted degree does not resolve many of the phenomena, going beyond the plain flow.
3.3 Discrete method

**Edge angle anisotropy**

The anisotropy (Subsec. 2.3.4) is a measure of how aligned the links of a node are. As such, it

![Figure 3.19: Local anisotropy of the network resulting from a) plain flow, b) secluded region, c) external heating, d) interacting flows. Weighted local anisotropy of the weighted network resulting from e) plain flow, f) secluded region, g) external heating, h) interacting flows. Figure from [30] and supplementary material.](image)

should allow to distinguish between a mechanism, that creates links with a preferred direction (i.e. advection), and a mechanism, that creates links in all directions with equal probability (i.e external heating).

The anisotropy for all cases is displayed in Fig. 3.19. We observe, that the weighted anisotropy in the network of the meandering flow (Fig. 3.19 e) is highest, at the sides of the fastest straight flowing areas and lowest, at the turning points. In the middle of the straight flow links go to both sides, whereas at the sides of it, links only go to the middle, leading to smaller differences in angles. The turning points have links to two of the straight stretches, leading to large angles between them. At first sight, the unweighted anisotropy (Fig. 3.19 a) appears to trace the flow, just like the degree, but upon closer examination, it is actually out of phase with the degree. This is due to the fact, that the anisotropy is lowest at the turning points, that lie within the flow. The pattern in the unweighted anisotropy can again be seen as a blurred version of the weighted pattern.

This pattern persists in the other cases, but is distorted. In the case of the secluded region (Fig. 3.19 f) the anisotropy is lowered where the cut goes against the flow direction and increased where the cut goes with the general flow direction. In the first case the links that defined a direction were cut, where in the latter case all those links are cut, that destroyed the alignment.

In the unweighted version in (Fig. 3.19 b), none of these structures are clearly visible.

In the case of external heating (Fig. 3.19 g) we find the same pattern as in the meandering flow, with some distortion at the borders of the heated region. Together with the node strength, this
can help to distinguish between a heated and a fast flowing region. If the node strength is high and the anisotropy follows its shape, being large in straight and low in bent regions, the network structure can best be explained by a flow. If the node strength is high and the anisotropy is largely unaffected, this hints towards external heating in the high node strength region.

Interaction with a straight flow perpendicular to the average direction of the meandering flow as depicted in Fig. 3.19 h, leads to a blurring of the patterns of the meandering flow and adds high anisotropy along the secondary flow. In the overlapping region however, the anisotropy is lowered, which distinguishes separate layers of interacting flows from a simply additive flow pattern. In the unweighted version, Fig. 3.19 c and d are distorted patterns from the plain flow and show no additional information.

### Community detection

The communities (Subsec. 2.3.3) are shown in Fig. 3.20. It appears that networks of the meandering flow do not form independent clusters (Fig. 3.20a), adding external heating (Fig. 3.20c) or interaction with perpendicular flow (Fig. 3.20d) does not change this. Separating a region from the rest like in Fig. 3.20b leads to this region forming a separate cluster. Therefore a region, that forms its own community can be identified as a secluded region if the structure also appears in the node strength (as a line of lowered node strength) and the anisotropy (depending on the relative direction of the edge of the separate cluster to the flow direction).

### 3.3.3 Time dependent network construction

The time dependent network construction is done using a shifting meandering flow. In 10 time steps the flow is shifted over one whole period. Examples of the time slices are depicted in Fig. 3.21. The networks are constructed according to Eq. 3.38 and node strength and weighted betweenness are computed for it and shown in Fig. 3.22d and 3.22e. Looking only at the network of the time dependent velocity field gives a similar result as one would expect from the average velocity field (Fig. 3.22f), in which the amplitude of the meandering structure is reduced significantly compared to the time slices (Fig. 3.21). The node strength is highest where the average velocity field is fastest and the betweenness reaches its maxima in the transition region between

Figure 3.20: Communities of the network resulting from a) plain flow, b) secluded region, c) external heating, d) interacting flows. Figure from [30].
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As the time dependence is not visible in the network measures, it might be necessary to analyse single time slice networks (Fig. 3.22a-c). If a trend is visible between the time slice networks and between the single slice networks and the time dependent one, this indicates a time dependent flow. In networks from climate data, this is hard to accomplish. The closest to realizing this is a sliding window analysis.

Figure 3.21: Velocity field for a) The first, b) The fifth and c) The 9th time step.

Figure 3.22: a) Node strength of time slice 0, b) Weighted betweenness of time slice 0, c) Velocity field of time slice 0, d) Node strength of the whole period, e) Weighted betweenness of the whole period, f) Average velocity field.
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3.3.4 Summary

A new method to construct networks from flows was introduced, that also allows to modify the set-up from purely relying on the velocity field, to also including secluded regions and external heating, as well as interacting flows.

Example networks were constructed for all these cases and network measures were found to distinguish between different effects.

A purely advection driven system is characterized by high node strengths in combination with high anisotropy, where the flow velocity is high and straight and high node strength and low anisotropy, where the region of high velocity has a corner.

An externally heated region shows a high node strength but no changes in the anisotropy, apart from border effects.

A secluded region can be characterized by a separate community. Additionally the typical distortions in the anisotropy with the characteristically high values for borders along the flow direction and low values for borders against flow direction can be used to verify that result.

The node strength in interacting flows adds up while the anisotropy can cancel out if the flows go in different directions.

Furthermore, it was found, that the unweighted measures suffer far more from problems, such as threshold selection and border effects and provide far less clear pictures. I therefore recommend the use of weighted networks where possible, as it is not that much more computationally expensive and provides clearer and more robust statements.

As a next step, this method could be generalized to more realistic models and used to establish a set of tools for the reconstruction of a physical system from a correlation network. Using techniques presented in [21], it would be interesting to further investigate the inverse problem of reconstructing an underlying physical system from correlation data.

The approach presented in this work could also be applied to other systems, that can be described by an evolution equation.
4 Spatial issues of flow networks

In this chapter the methods, developed in the previous section, are used to analyse and interpret some aspects of climate networks. First a simplified model of the monsoon region is introduced, that is based on the continuous method. Then the influence of the spatial distributions of the nodes on the network topology is analysed, using common network measures. And finally an evolution detection measure is applied to track the changes in the network due to variation of a flow parameter. Sect. 4.1 is based on [39]. Sect. 4.2 follows my publication [29] closely and Sect. 4.3 is relies on [48].

4.1 Stream Transported Auto Regressive Temperature (START) model

In palaeoclimate data analysis, past climate conditions are reconstructed from proxy records. These can be found i.e. in ice cores, tree ring data or stalagmites. One of the challenges of the use of such data is their spatial heterogeneity. Here, a semi-empirical model is introduced, that was developed to illuminate the impact of this inhomogeneity on the Asian monsoon system, which is subject to a time dependent forcing.

Observations and analysis of palaeoclimate data [38] have shown that the region in question is influenced by the Indian summer monsoon (ISM) and the East Asian summer monsoon (EASM). The idea behind this model is similar to the methods presented in Chap. 3: The system is modelled as a velocity field, in which temperature fluctuations are transported via advection and diffusion. In contrast to the previous methods however, palaeoclimate data is approximated at the level of the time series and not only the network.

The flow system consists of three narrow flows with Gaussian envelopes (see Fig. 4.1). Two of the flows come from the ocean in the south and go northwards at 70°E (representing the ISM branch) and 115°E (representing the EASM branch). The other one models the longitudinal influence of the ISM, and goes from west to east at 30°N. In contrast to the methods in Chap. 3, however, there are now four main sources of variability: One at the centre of each of the flows and a local noise term.

Over the centuries the respective strengths of the different influences (X, Y and Z) have varied
Figure 4.1: The monsoon system is modelled as a system of three flows, each with a fluctuation source at its origin. The black dots mark the locations of the measurements.

significantly. In the model, this is described by the forcing, which controls the relative strength of the three branches.

At each point in the region, the time series is computed as the sum of the random fluctuations generated by each of the four sources, scaled with a factor, that quantifies the transport from that source to the point:

\[ R_i = f_X(i, F)R_X + f_Y(i, F)R_Y + f_Z(i, F)R_Z + R_{\text{noise}}. \]  

(4.1)

Where \( R_X \) is the signal at point \( X \), \( R_Y \) is the signal of the vertical Indian source, \( R_Z \) is the signal of the vertical East Asian source, \( R_{\text{noise}} \) is the noise and \( f_X(i, F) \), \( f_Y(i, F) \) and \( f_Z(i, F) \) are the scale factors at point \( i \) and forcing \( F \). The forcing controls the respective strengths of the different velocity fields.

To compute these factors the ADE (3.1) was solved approximately, starting from the source’s position. \( f_X(i, F) \) is defined as the maximum height of the temperature front from the vertical Indian source, when it reaches point \( i \).

The initial condition used for the solution of the ADE is a Gaussian shaped temperature front of unit height (in longitudinal- or lateral-direction, depending on the source). It is of the form:

\[ e^{-\frac{(x-x_0)^2}{s^2}}. \]  

(4.2)

Where \( s \) is the width and \( x_0 \) the position of the temperature fronts. One front starts at the western border of the region and the other starts at the southern border. Both fronts are transported by the three flows and deformed in the process. The interaction with the flow is of
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the form:

$$T(x, t) = \sqrt{\frac{s}{s + 4\chi t}} e^{-\frac{(x - x_0 - vt)^2}{s + 4\chi t}}.$$  \hspace{3cm} (4.3)

Snapshots of the temperature profile in the flow are given in Fig. 4.2. Eq. 4.3 describes how

the temperature front starting from $x_0$ develops over time. At $t = 0$, it is near zero in most positions, rises to a maximum and decreases again.

The scale factors $f_X(i, F)$, $f_Y(i, F)$ and $f_Z(i, F)$ are defined as the as the maximum temperature in location $i$, caused by the front from $X$, $Y$ and $Z$.

Artificial time series $R_X$, $R_Y$, $R_Z$ and $R_{noise}$ are generated at each point $i$ and Eq. 4.1 is used to combine those time series into a local time series. Using common similarity measures, such as Pearson correlation and mutual information, these local time series are used to construct a network.

This method was applied to the monsoon region. The forcing was varied from $F = -1$, resulting in only the south-north streams being present (“ISM off”, only $Y$ and $Z$ in Fig. 4.1), over $F = 0$, leading to an equal coexistence of longitudinal and latitudinal branches (“Coexistence”, $X$, $Y$ and $Z$ coexist), to $F = 1$, featuring only the longitudinal branch (“ISM on”, only $X$). The results for this are shown in Fig. 4.3.

Each of the origins of the red arrows in Fig. 4.3a)-c) is a source of variability. For each source a random time series is generated and at each point these three sources, together with a local source are combined according to Eq. 4.7, to generate a local time series. Several different similarity measures (cross correlation, mutual information and event synchronization) are used to determine the amount of similarity between time series in a robust way. The threshold is set at the 20 % strongest links. This is done for nodes arranged on a grid (Fig. 4.3d-f)) and for nodes at their original measuring locations (Fig. 4.3g-i)).

As one might expect, in the “ISM off”-case, depicted in a), both in the grid and in the data locations (Fig. 4.3d and 4.3g)), the network is almost disconnected into two large clusters, one for the latitudinal ISM branch and one for the EASM branch. The addition of the longitudinal ISM branch extends the ISM cluster towards the east, but the clusters remain separate. If the latitudinal ISM and EASM branch are switched off, the EASM cluster disappears and the ISM cluster is extended even further east, connecting the formerly distinct ISM and EASM regions. These features are robust under changes in the spatial node distribution and can be seen both, in the gridded version and with the nodes at the data locations.
Figure 4.3: The three branches at 70°E, 115°E and 30°N. model different influences in the monsoon system. The forcing term varies their respective strength. a)-c) Illustrate the effect of the forcing, d)-f) Show the resulting networks, when the nodes are arranged on a grid, g)-i) Show the resulting networks, when the node locations are the data locations. Figure from [39].
4.2 The influence of node distribution

It is found, that the results from the START model are consistent with the results from palaeoclimate records found in [38]. There networks were constructed and analysed for the medieval warm period (700 to 1100 years BP), the little ice age (100 to 400 years BP) and the recent warm period (-30 to 100 years BP). The results suggested, that, during the little ice age, ISM and EASM region were less connected than during the warm periods. In START this can be modelled as different values for the forcing.

START has thereby been shown to reproduce features present in the palaeoclimate data, thereby strengthening the hypothesis, that the cooler climate during the little ice age may have lead to a weaker influence of the ISM on the EASM region. Furthermore, the model suggests, that the main features of the network topology are robust against the spatial inhomogeneity.

4.2 The influence of node distribution

The construction of climate networks from time series data relies on locally measured or extrapolated observations. As reanalysis has its own pitfalls [49, 27] or regularly sampled data may not be available at all, it can be desirable to construct the networks directly from spatially irregular measurements. Since the method, introduced in Sect. 3.2 allows free choice of node locations, it provides a good testing ground for the influence of the spatial distribution of nodes. In this section we want to study how network topology, velocity field and node distribution are intertwined.

We construct networks for different node distributions and analyse their degree, betweenness and link length distribution to compare the influence of spatial sampling on the topology of the resulting network.

Flow networks for a diagonal flow pattern, are constructed for the node distributions shown in row A of Fig. 4.4, on a regular $20 \times 20$ grid, a jittered $20 \times 20$ grid and for two versions of Gaussian clustering. The jittered sampling pattern was generated by uniformly drawing a point from each grid cell. For the clustered sampling, two Gaussian distributions of 100 nodes each, were generated around two central points on opposite sides of the flow (Ac) and along the flow (Ad).

**Degree:** The degree (shown in row B in Fig. 4.4) takes its maximum in the middle stripe, where the flow velocity is highest. It is not very sensitive to the spatial sampling and all four plots clearly show the expected pattern. Clustered sampling can lead to a skewed shape of the stripe (Bc), or underestimate its width if the outer region is poorly sampled (Bd).

**Betweenness:** The betweenness is shown in row C in Fig. 4.4. Grid and grid plus jitter show similar patterns: the betweenness is highest in the transition zone between the fast and slow flowing areas. This structure is barely visible in the clustered sampling plots. In the clusters on opposite sides, two stripes are visible, but the lower one of them is located in the centre of the flow, rather than at its side, in the middle between the two clusters.

This indicates that rather than showing a transition zone of the flow, it emphasizes a region, that is poorly sampled but central in the flow. In the plot of the two clusters in the flow, the outer regions are poorly sampled, therefore the transition is not visible.

**Voronoi tessellation analysis:** A Voronoi tessellation assigns a cell to each node, such that every point in the cell is closer to that node than to any other. If the nodes are uniformly
distribut ed in space the resulting cell sizes will have a clear peak around $A_{sam}/N_{nod}$, where $A_{sam}$ is the size of the total sampled area and $N_{nod}$ is the number of nodes. The differences in the sampling can be quantified using the area size distributions of their Voronoi tessellations [1] as shown in Fig. 4.5.

In the grid all tiles are exactly the same size, so the histogram would be one very sharp peak. In the case of grid with jitter the peak is broadened. The two clustered distributions peak around much smaller values.

**Link length distribution:** The link length distribution (see Sect. 2.3.5), shown in row D in Fig. 4.4 is spiky for the grid and considerably smoother for the jittered node distribution. In the clustered sampling, the link length distributions show two peaks. The beige line shows the distance distribution (see Sect. 2.3.5) of pairs of points in a continuous square for comparison. The regular arrangement of points in the grid leads to an over-representation of some specific link lengths i.e. multiples of the grid constant, while other node-node distances are excluded by the node distribution. The distance distribution of pairs of points in a continuous square is
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The continuous analogue to the link length distribution of the fully connected graph of nodes in the discretized network description. Since climate is a continuous phenomenon, an appropriate discretisation should well approximate the distance distribution. This is true for the link length distribution of the fully connected nodes of the jittered sampling. For the regular grid, it is more spiky but varies around the same curve, while the clustered node sampling leads to a biased link length distribution with one maximum for links within each cluster and another maximum of links connecting the clusters.

Compared to the link length distributions of the fully connected networks, the actual flow networks only express a subset of links, that is dominated by short ranged links. In the clustered case c) this eliminates the inter-cluster peak, because the clusters are not connected by a flow. In the clustered case d) however, this second peak persists, suggesting that links of length 30 are preferred, even though this effect is entirely a sampling effect rather than a flow property.

4.2.1 Spatial sampling in networks from the START-model

Using the START (Stream Transported Auto Regressive Temperature) model [39] described in Sect. 4.1 gridded, jittered and clustered networks are constructed to compare their topology. It is used to simulate time series at each node and construct the network by computing the correlations for each pair. The 20% strongest correlations are used to set the links in the network. The START-model assumes three sources, $R_X$, $R_Y$ and $R_Z$ of random noise, that is transported by three independent flows. The ADE is used to compute variance factors $f_X(p, F)$, that approximate the influence of source $X$ on position $p$ at forcing $F$. At each point, the signal is computed as the sum of the contributions from the three sources, scaled with the corresponding variance factor. A local noise contribution is also added:

$$R_i = f_X(i, F)R_X + f_Y(i, F)R_Y + f_Z(i, F)R_Z + R_{\text{noise}}.$$  (4.4)
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Here, two of the factors were set to zero to model a diagonal flow like the one used above. Despite also being constructed according to advection and diffusion, START is significantly different from the other flow networks. Firstly, instead of averaging over all possible initial peak positions, there is a particular source location. This results in a decay of signal strength with distance from the source. Fig. 4.7 shows the node degrees for the resulting networks, which drop off with distance to the source, unlike the flow networks, where the degree only depended on the velocity. While the jittered node distribution shows the same structure as the grid, using clustered node locations again leads to a distortion of the pattern. Due to the addition of local random fluctuations, that are themselves not transported by advection and diffusion, the degree in the stagnant and outer regions goes to zero.

The Link length distribution is similar to the link length distributions for the flow networks, see Fig. 4.5.

The betweenness (results not shown) shows the same tongue like structure as the degree. This can be explained with the random fluctuations reducing the dynamic areas to only one, which is the region inside the flow, while everything else is essentially unconnected.

Figure 4.6: Right: Tile size distribution for the three node distributions in START. Left: Link length distribution for the three node distributions in START. Figure from [29].

Figure 4.7: Degree of the network of the flow generated with START for grid (a), grid with jitter (b) and two clusters (c). Figure from [29].
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Figure 4.8: Tile size distribution for the jittered tile size distribution of the reanalysis data together with the grid line. Figure from [29].

4.2.2 Spatial sampling effects in data from the Asian monsoon domain

The data analysis was done on NCEP/NCAR [22, 32] reanalysis daily surface temperature anomalies for the summer monsoon months (June to September) of the years 1971-2010 with a resolution of $2.5 \times 2.5$ degrees, which results in a grid constant $a = 280$ km. The network was constructed from the anomaly time series using Pearson correlation. The significance threshold was set at the 5 percent strongest correlations. Degree and betweenness are analysed as shown in Fig. 4.9. The geographical coordinates of each node are marked by a point at the centre of each cell. To investigate sampling effects, a jitter was added in longitude and latitude at each grid point with a uniformly random number between $\pm a/2$. The tile size distributions are shown in Fig. 4.8. The new time series are constructed as Gaussian weighted averages of all of the original reanalysis time series on the grid. The weights depend on the euclidean distance between the grid points and the new location.

Fig. 4.9 shows a) the annual average of the surface wind speeds, where the arrow displays the direction and the colour shows the absolute value, that is computed by averaging over longitudinal and latitudinal components separately and taking the absolute value of the resulting vectors. Subfigure b) shows the link length distribution. The degree is presented for grid and jittered sampling in the second row (c,d). The bottom row shows the betweenness for grid and jittered sampling (e,f).

The node degree (Fig. 4.9c and d) is highest over the ocean and lowest over the Indian subcontinent. This coincides with the absolute wind velocities, which are highest over the ocean, Bangladesh and the Himalayas. This supports the theory, that connections in the climate network are often caused by an atmospheric or ocean flow between the node locations. On a daily scale, temperature fluctuations are transported along the flow, leading to a high correlation of nodes connected by a high velocity. Despite the high wind speeds over the Himalayas, however, the degrees there are not elevated. This may be because the plateau is relatively secluded from the rest of the network due to its high altitude. Consequently, even if the link density inside the secluded area would be very high, the degree would be low, as connections to other regions are less likely.
Figure 4.9: The correlation network of temperature data from NCEP/NCAR on a grid and a jittered grid. a) absolute mean wind velocity, b) link length distributions, c) degree of the grid network, d) degree of the jittered network, e) betweenness of the grid network, f) betweenness of the jittered network. Figure from [29].

We find that the effect of spatial sampling on the degree patterns is small and the overall patterns are not affected by the node distribution. This coincides well with our findings from the theoretical approaches in the previous subsections, as the jittered node distribution is still homogeneous as shown in the Voronoi tile size distribution in Figure 4.8.

The shortest path betweenness (e,f) is more sensitive to the spatial distribution of the nodes and the spatial resolution. Therefore, few clear patterns can be seen, most regions have a
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betweenness between 2.5 and 3.5. The jittered network shows higher boundary effects in the west. There are three regions with a particularly low betweenness in both the gridded and the jittered version of the network at (80-85 E, 5-10 N), (100 E, 0-5 N) and (110 E, 10-15 N), these coincide with small regions with a low degree.

4.2.3 Summary

Different node distributions were examined in Flow networks, the START model and surface temperature correlation networks. The degree is robust, while the betweenness reacts more sensitively to the spatial sampling. All examples given, are related to climate, yet the results can be generalized to all networks coming from discretisation of a continuous system.

For a smooth link length distribution the node to node separation has to cover all possible distances. A grid does not fulfil that as all distances are of the form: 

\[ d(x_1, x_2) = a \sqrt{n^2 + m^2}, \]

where \( a \) is the grid constant and \( n \) and \( m \) are integer numbers. Distances, that can not be represented in this way, are not present in a grid.

While the effects of the area sizes themselves are discussed in detail in Heitzig et al. [18] and can be removed using their proposed consistently weighted network measures, this study shows that the problem goes further, when the underlying physical system is taken into account. While the node size distribution of the two clustered sampling versions in the flow network approach, is very similar, their relative position to the underlying flow is not, resulting in very different distorting effects on the network structure.

In future work it might be interesting to compare different jitter realizations quantitatively, for example using the common component evolution function (CCEF) as introduced in [48].

So in summary, it was found that, as long as the node distribution in space is sufficiently homogeneous, the exact spatial sampling chosen has little impact on the topology of the network in all cases studied. Only in cases of significantly inhomogeneous sampling, distortion and misleading structures arose. It is therefore important to discuss the sampling and its impact when analysing spatially sampled data. As a simple test of the spatial sampling the Voronoi size distribution can be employed. In a homogeneous sampling this will have a clear peak around \( A_{sam}/N_{nod} \), where \( A_{sam} \) is the size of the total sampled area and \( N_{nod} \) is the number of nodes. If the peak is shifted or very spread out, that suggests poor spatial sampling.

4.3 Common component analysis

Since the methods described in Chap. 3 provide a means of constructing networks with controlled parameters, it is now possible to evaluate the evolution of flow networks with the parameters of the underlying flow.

In climate, there are processes like the daily weather, from which climate networks can be inferred by evaluating correlations. But there are also long-term trends and fluctuations on much larger time scales, that could be interesting phenomena. If the correlations are evaluated on intermediate time scales, by either segmenting the original data into smaller portions or using a sliding window approach, where the segments can overlap, multiple networks can be generated from the data. It is then interesting to compare these networks and examine their differences.
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systematically. One method for this was presented in [2], where the correlation between weighted adjacency matrices was computed. Here we want to generalize a related but different measure, which was introduced in [48]: The common component function (CCF). The common component of $T$ unweighted networks $[N_1, ..., N_T]$ of the same number of nodes, is the network of those nodes and only the links, that occur in all $T$ networks. It is defined as the sum of the product of each entry of all $T$ adjacency matrices $[A^1_{i,m}, ..., A^T_{i,m}]$:

$$CCF(N_1, ..., N_T) = \sum_{i,m} A^1_{i,m} A^2_{i,m} ... A^T_{i,m}$$

(4.5)

For $T = 2$ this is identical to the measure in [2], and for unweighted matrices it is also identical to the definition in [48], but immediately generalizes to weighted networks. The common component evolution function (CCEF) tracks the overlap of two networks with a certain distance in the ordering. The CCEF is defined for a linearly ordered set of $T \times n$ networks $[N_1, ..., N_T]$, that can be described by their adjacency matrices $[A^1_{i,m}, ..., A^T_{i,m}]$. Two networks $N_i$ and $N_j$ in this set have a distance or lag $\delta$ in this order if $|i - j| = \delta$. Then, the ratio of the number of common links of two networks with the distance $\delta$ and the average number of links in a network, is the $CCEF(\delta)$.

$$CCEF(\delta) = \frac{\frac{1}{T - \delta} \sum_{i=1}^{T-\delta} \sum_{i,m} A^i_{i,m} A^{i+\delta}_{i,m}}{\frac{1}{T} \sum_{i=1}^{T} \sum_{i,m} (A^i_{i,m})^2}$$

(4.6)

By definition, $CCEF(0) = 1$ for all sets of networks, and $CCEF(\delta)$ can only take values between zero and one. For an artificially linearly ordered set of Erdős-Rényi-Graphs (ER-Graphs) with a fixed number of $n$ nodes and a fixed, constant connection probability $p$, The CCEF can be computed analytically. As the networks are completely random, the size of the common component should not depend

![Figure 4.10: CCEF of a set of 100 linearly ordered ER-networks of 100 nodes for linking probabilities $p = 0.1$, $p = 0.3$ and $p = 0.5$.](image)

on the lag, but be a function that is 1 for $\delta = 0$ and constant otherwise. The total number of
possible links in such a network is \( n(n-1)/2 \), at a linking probability \( p \), the expectation value for the number of realized links is \( pn(n-1)/2 \). For the numerator in Eq. 4.6 we need to find the expectation value of the number of links present in two networks. As the probability of each of the edges in one network to also appear in the other network is \( p \), the total number of common links is \( p^2n(n-1)/2 \), which with the normalization leads to:

\[
CCEF(\delta) = \begin{cases} 
1 & : \delta = 0 \\
\frac{p}{\delta} & : \delta > 0 
\end{cases} 
\]  \hspace{1cm} (4.7)

In Fig. 4.10, the theoretical prediction is compared to a set of 100 randomly generated networks.

The evolution of a flow network can be analysed for the gradual change of any flow parameter using the CCEF. The set of flows, whose networks will be considered here is a set of ten diagonal flows of increasing widths given by the following velocity function:

\[
\vec{v}(x, y) = \begin{pmatrix} 
e^{-\frac{(y-0.5x)^2}{c}} \\
0.5e^{-\frac{(y-0.5x)^2}{c}} 
\end{pmatrix} . 
\]  \hspace{1cm} (4.8)

The parameter \( c \) for the flow-width varies from 200 to 2000 in 10 steps, thus gradually changing the flow-network. Node position and node number are kept constant. For each value of \( c \), correlation matrices \( C_1, ..., C_{10} \) are obtained according to the method presented in Sect. 3.2. The resulting matrices are thresholded to obtain unweighted networks. Using Eq. 4.6, the CCEF is computed and shown in Fig. 4.12.

As expected, the resulting CCEF, shown in Fig. 4.12 decreases monotonously with the index lag, indicating that there is a systematic evolution happening in the system.

Finally, the CCEF was also computed for climate networks of 1971-2010 in [48], using daily NCEP/NCAR reanalysis temperature anomaly data [34, 22] for the Asian monsoon domain.
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Figure 4.12: CCEF of ten networks of a widening diagonal flow for a threshold of 0.2. Here the CCEF depends on the lag $\delta$.

The area between 2.5°S to 42.5°N and 57.5°E to 122.5°E was sampled with a spatial resolution of 2.5°, resulting in time series for 468 nodes. Pearson correlation was used in windows of full years from January till December and the link density was chosen to be 5%.

At first sight, the resulting CCEF shows the same overall structure as the CCEF of random networks: A constant level of overlap for all lags except $\delta = 0$. But the levels (see Fig. 4.13)

Figure 4.13: CCEF Here the CCEF depends on the lag $\delta$. Figure from [48].

are significantly higher than those of random networks of the same link density. This suggests a persistent core network with fluctuations on top of it. The slight decline between 25 and 30 years time lag is statistically not significant, but suggests that it might be interesting to look at longer time spans.

The CCEF has been introduced as a tool for the analysis of linearly ordered networks, or the evolution of networks with a parameter. It was applied to three distinct cases, namely random networks, showing an overlap of $p$, independently of the lag, flow networks of a widening flow, displaying a monotonous decline with the parameter distance and climate networks from data, showing a persistent core with additional fluctuations. The method thereby allows the distinction between deterministic and random behaviour and can be used to find periodicities. The definition of the $CCF$ in Eq. 4.5 furthermore allows the computation of the persistent core by evaluating the total overlap between all networks.
5 Summary and outlook

I seldom end up where I wanted to go, but almost always end up where I need to be.

Douglas Adams

In the previous chapters, two complementary methods were developed for the construction of networks from a flow system. This helped to get an insight into the physical meaning of climate networks and their network measures. These methods were then applied to climate and palaeoclimate questions, as well as to address issues of the spatial distribution of nodes. Here I will summarize and discuss and the results from the previous chapters and draw my conclusions from them, as well as point out open ends.

5.1 Network construction from flow systems

In Chap. 3 of this thesis, two complementary methods were established to construct networks from the ADE, analogously to network construction from time series in climate networks. The first method allowed the construction of networks of stationary flow systems with a small gradient using a combination of approximations, analytical calculations and, in the more complex cases, numerical evaluation. Thereby enabling the comparison of climate networks to the dynamics of advective-diffusive systems, for the first time giving insights into the relationship between dynamics and topology of such systems.

The second method used a discretisation of the ADE with added white noise. The resulting stochastic linear recursive equation was solved and the correlation matrix could be computed analytically, depending only on the variance of the white noise and the transformation matrix. This method was found to be significantly faster and therefore applicable to larger networks. The derivation is valid for any linear evolution system with noise and thus, by altering the transformation matrix, one can describe effects, that are not related to the ADE, use temporally changing transformation matrices or analyse coupled flow systems. It was shown how network measures can be employed to distinguish between different cases.

So far these methods have only been applied in the context of climate networks, but they could be applied to any linear evolution equation without much adjustment. The discrete method may also lead the way to a generalization to linear stochastic differential evolution equations.

5.2 Analysis of spatial issues with networks

In Chap. 4, the methods from the previous chapter were applied to related problems. Spatio-Temporally AutocoRrelated Time series (START) is a semi-empirical model of the Asian
summer monsoon region, designed to track the effects of transitions in the velocity field. Unlike in the methods presented in Chap. 3, random time series are generated at the source locations and combined according the the ADE. The resulting networks can explain structures seen in data networks.

To test the influence of spatial sampling, the continuous network construction method was used to construct networks of the same flow for different node distributions. It was found that inhomogeneous spatial sampling can lead to distorted or misleading patterns in the network measures. The Voronoi tile size distribution was found to be a measure for the sampling quality. Common component analysis was introduced as a method of studying the evolution of networks. The method was applied to random matrices, matrices generated from flow networks and climate networks of the Asian summer monsoon.

Despite the simplicity of the model, the above examples showed, that it can shed light on a number of complex problems, related to the role of spatial proximity in climate networks.

5.3 Conclusion

Coming back to the questions from the introduction, the following answers were found:

- **Can we find a simple analytical model system, to produce networks, that are structurally and conceptually similar to climate networks?**
  We have implemented such models in Chap. 3 and Chap. 4.1. To evaluate the structural similarity of the created networks with climate networks, network measures, such as degree, betweenness and anisotropy were used.

- **What can be said about such networks and their relation to differential equations in general?**
  While we are not yet in a position to answer this question in general, multiple ways of constructing networks from flows were introduced and while the inverse problem is hard, some publications like [21] suggest that the converse might be possible in special cases at least.

- **Can we find a relationship between topological features and properties of the underlying system?**
  Topological features can be quantified using network measures. Those can be related to local parameters of the underlying flow system such as absolute velocity, velocity gradient and external heating. Examples for this were given in Chap. 3.

- **How do construction parameters like spatial node distribution or influences other than the flow field itself impact network topology?**
  The spatial distribution of nodes in the flow plays a large role in the network topology, as analysed in Chap. 4.2, any interpretation of the topology should consider this. To quantify the impact of flow and construction parameters, the CCEF was introduced in Chap. 4.3 to track topological changes in networks.
Answering questions in science is like beheading a Hydra, whenever a question is answered, two new ones open.

- The two methods from Chap. 3 are a first step on the way to understanding the correspondence between stochastic partial differential equations and complex networks. Using methods from the analysis of stochastic differential equations it might be possible to obtain a more general expression for the correlation function between solutions at different locations, which would allow the definition of a network. From there, the relationship between dynamical properties and topology could be studied in even more generality, revealing for example possible connections between non-linearity and non-locality. Such a correspondence would be widely applicable in physics and beyond.

- How can the theory of time dependent correlations be used to improve the analysis of climate networks?

- Can a consistent weighting similar to that presented in [18] be developed based on the additional information provided by the velocity field, to obtain better results from inhomogeneously sampled flow networks?

- The CCEF method can be generalized in various interesting ways, including monitoring the evolution of node degrees, eigenvector centrality and other network measures and using a known periodicity to determine the persistent core of all networks at a distance of the period.

- So far only the evolution of scalar fields has been used for the network construction. It would be interesting to extend the concepts to vector fields or a multivariate description of the system.
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