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Abstract

Recent developments in cell biology, especially single cell experiments,
allow for a very detailed view on intracellular processes. It has become
evident, that there are many complex dynamics present, which can not be
described by standard steady state or regular oscillatory regimes. In this
work two signaling pathways, involving the tumor suppressor p53 and the
second messenger Ca™ | are discussed and modelled in this context.

The tumor suppressor p53 shows a pulsatile response in single cells
after induction of DNA double strand breaks (DSBs). Except for very
high amounts of damage, these pulses appear at irregular times. To
quantify these irregularities, the inter pulse interval (IPI) distributions
are extracted from the data with the help of a wavelet based feature
detection. A comparison to synthetic noisy limit cycle oscillator dynamics
indicate the presence of non-oscillatory regimes in the data. The concept of
excitable systems is employed as a convenient way to model such observed
dynamics. An application to biomolecular reaction networks shows the need
for a positive feedback within the p53 regulatory network. Exploiting the
reported ultrasensitive dynamics of the upstream damage sensor kinases,
leads to a simplified excitable kinase-phosphatase model. Coupling that to
the canonical negative feedback p53 regulatory loop, is the core idea behind
the construction of the excitable p53 model. A detailed bifurcation analysis
of the full model establishes a robust excitable regime, which can be switched
to oscillatory dynamics via a strong DNA damage signal. This elegantly
reproduces the experimentally observed digital response after damage.
To further assess the observed cell-to-cell variability, single cell damage
foci trajectories are analysed. A Markovian process describing the DSB
dynamics is constructed and a strategy to extract its parameters from the
data is devised. Driving the p53 model with that stochastic process yields
pulsatile dynamics which reflect different experimental scenarios. Finally,
the modeling results lead to a reanalysis of published data, supporting the
anticipated structure of the regulatory p53 network.

Intracellular Ca?t concentration spikes arise from a hierarchic cascade of
stochastic events. In this thesis, the emphasis first lies on the mathematical
theory behind the established stochastic Ca?t models. An analytical
solution strategy, employing a semi-Markovian description and involving
Laplace transformations, is devised and successfully applied to a specific
Ca’* model. The new gained insights are then used, to construct a new
generic Ca?t model, which elegantly captures many known features of Ca2*
signaling. In particular the experimentally observed relations between the
average and the standard deviation of the inter spike intervals (ISIs) can
be explained in a concise way. Additionally, an exact and fast algorithm to
simulate semi-Markovian processes is developed. Finally, the theoretical
considerations allow to calculate the stimulus encoding relation, which
governs the adaption of the Ca?T signals to varying extracellular stimuli.
This is predicted to be a fold change response and new experimental results
obtained by collaborators display a strong support of this idea.
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Zusammenfassung

Neueste Entwicklungen der Zellbiologie, insbesondere Einzelzell basierte
Experimente, erlauben einen sehr genauen Blick auf intrazelluldre Prozesse.
Es hat sich gezeigt, dass es sehr vielfaltige und komplexe Dynamiken gibt,
welche nicht durch stationdre Zustdnde oder regelméfige Oszillationen
modelliert werden koénnen. In dieser Arbeit werden zwei intrazelluléare
Signalwege, betreffend den Tumorsuppressor p53 und das Signalmolekiil
Ca®t | in dieser Hinsicht diskutiert und modelliert.

Einzelzellmessungen des Tumorsuppressors p53 zeigen pulsatile Antwor-
ten nach Zufiigung von DNA Doppelstrangbriichen (DSBs). Aufler fur sehr
hohe Schadensdosen, ist das zeitliche auftreten dieser Pulse unregelméfig.
Mithilfe eines Wavelet basierten Pulsdetektors werden die einzelzell Trajek-
torien untersucht und die inter-Puls Intervall (IPI) Verteilungen extrahiert.
Diese weisen auf nicht-oszillatorische Regime in den Daten hin, quantita-
tiv tberpriift durch den Vergleich mit kiinstlich erzeugten verrauschten
Oszillationen. Die Theorie der anregbaren Systeme angewendet auf regu-
latorische Netzwerke ermoglicht dieses komplexe Verhalten mathematisch
zu beschreiben. Die Theorie erfordert zwingend einen starken positiven
feedback im modellierten p53 Netzwerk. Das beobachtete ultra-sensitive
Verhalten der Schadens-Sensor Kinasen, deutet auf einen solchen positiven
feedback hin. Die Kopplung dieser Kinase Dynamik mit dem kanonischen
p53 negativen feedback loop, ergibt ein anregbares p53 Modell. Detaillier-
te Bifurkationsanalysen zeigen ein robustes anregbares Regime, welches
durch ein starkes Schadenssignal auch in Oszillationen iiberfiihrt werden
kann. Dies zusammen reproduziert auf natiirliche Weise die experimentell
beobachtete digitale Antwort nach Schaden. Desweiteren werden einzel-
zell Schadensdynamiken analysiert. Diese zeigen eine grofie Variabilitét
zwischen den Zellen, was zu einer markovschen Beschreibung der DSB
Dynamik fiihrt. Sowohl die Reparatur- als auch die spontane Bruchrate
kénnen aus den Daten geschéitzt werden. Treibt man das p53 Modell mit
diesem stochastischen Prozess, kann sowohl das oszillatorische Verhalten
nach hohem Schaden, als auch das unregelméflige pulsatile Verhalten ohne
suBere Stimulation reproduziert werden. SchlieBlich fithren diese Uberle-
gungen zu einer Reanalyse bereits publizierter Daten, welche die gemachten
Annahmen iiber das regulatorische p53 Netzwerk unterstiitzen.

Intrazellulire Ca?t Spikes entstehen durch eine hierarchische Kaskade
stochastischer prozesse. In dieser Arbeit wird zuerst die hinter etablierten
stochastischen Ca?™ Modellen liegende mathematische Theorie vertieft.
Die Anwendung einer semi-markovschen Beschreibung fiithrt zu prakti-
schen analytischen Losungen mit Hilfe von Laplace Transformationen. Eine
hierbei entdeckte Zeitskalenseparation ermoglicht ein neues allgemeines
Ca?t -Modell. Dieses erklirt auf duBerst pragnante Weise viele wesentliche
experimentelle Ergebnisse, insbesondere die Momentenbeziehungen der
inter-Spike Intervall Verteilungen. Numerische Analysen bestétigen die
Validitat dieses neuen Modells. Schliellich erlaubt die hier vorgestellte
Theorie Berechnungen der Stimulus-Enkodierung, also die Adaption des
Ca’T Signals auf verdnderliche extrazelluldre Stimuli. Die Vorhersage ei-
ner fold change Enkodierung kann durch Experimente, durchgefiihrt von
Kollaborationspartnern, gestiitzt werden.






Dann ldchelt der bescheidene Gelehrte und sagt zu den Staunenden:
“Was habe ich denn erschaffen? Nichts. Der Mensch erfindet keine Kraft, er lenkt
sie nur, und die Wissenschaft besteht darin, die Natur nachzuahmen.”

Honoré de Balzac
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1. An excitable p53 model

1.1. Introduction to p53 and the DNA damage response
system

The mammalian p53 gene belongs, with tens of thousands of publications, to
the best studied genes in molecular biology. It is inactivated in about half of the
human cancers and consequently was the first tumor suppressor to be identified
[3]. This insight put p53 right in the center of molecular cancer research, and
triggered an avalanche of research until today [108]. Although, there have been
numerous modeling approaches in the past, the focus on the irregular pulsatile
dynamics found for the basal p53 dynamics shed new light on the underlying
design principles of the regulatory network for p53. The findings to be developed
in the following were greatly supported by the group of Alexander Loewer at the
MDC Berlin. All experimental raw data used here was either directly measured
by the group, or originates from publications developed at the group of Galit
Lahav at the Harvard Medical School with a major contribution from Alexander
Loewer.

1.1.1. The guardian of the genome

As a central hub in different stress response signalling networks, p53 can be
activated by various upstream kinases which often serve as stress sensors. It
gets activated e.g. by oncogene induced p14%7 | in response to single strand
DNA breaks and double strand DNA breaks (DSBs). The latter is mediated
by the ataxia telangiectasia mutated (ATM) kinase, which serves as a damage
sensor. Upon activation p53 acts as a transcription factor for numerous target
genes which in effect regulate different cellular stress responses like DNA repair,
cell-cycle-arrest or apoptosis [80, 108]. The versatility of the downstream output
of pH3 activation stems from its many post translational modification sites.
These include, besides phosphorylation, acetylation, sumolation, glycolysation
and ubiquitination on various residues [55]. In summary, the tumor suppressing
function of p53 is achieved by preventing the proliferation of cells with corrupted
genomic integrity. It was therefore called the guardian of the genome [28, 58].

A key feature of the p53 regulatory system is that p53 transcriptionally acti-
vates its own suppressor Mdm2 (mouse double minute protein 2) [45, 77]. Mdm2
is an E3-ligase which binds to p53 and polyubiquitinates it. This effectively
flags p53 for the proteolytic pathway and therefore induces its degradation [19].
In unstressed conditions this negative feedback loop keeps p53 at low levels as
needed for cell homeostasis. Remarkably the entire regulation of p53 takes place
on a post translational level, as the level of p53 transcripts remains constant
over time, particularly also after stimulation [52].
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1.1.2. DNA double strand breaks

DNA double strand breaks are a particularly dangerous form of DNA damage and
are a prevalent cause of phH3 signaling. If not repaired genomic rearrangements
including translocations, deletions and fusion may follow. These kinds of genomic
aberrations are often found in cancerous cells [53]. DSBs occur naturally inside
cells, most prominent causes are radical metabolic by-products, cosmic radiation
and errors during DNA replication. To induce DSBs experimentally living cells
are either irradiated with y-irradiation or the radiomimetic drug neocarzinostatin
(NCS) is used. After damage induction, very complex processes involving damage
sensing, repair mechanisms and signalling to downstream pathways including
p53 take place. The protein complexes which develop around a damage locus
is called a foci. Some of these processes important for p53 dynamics will be
discussed in detail later in this work in section 1.4.1.

To track foci formation and their subsequent disappearance indicating repair
in living cells, a protein called 53BP1 was labeled with the red fluorescent protein
mCherry [63]. 53BP1 is an important mediator of the damage response which
localizes early at the damage loci [109]. By using time-lapse microscopy, foci
trajectories can be recorded which serve as a proxy for the number of DSBs
inside a cell. Foci dynamics for cells stimulated by NCS and ~-irradiation with
different dosing are shown in figure 1.2. The repair dynamics generally follow
an exponential decay, although at least two different molecular mechanisms
contribute to the repair process [63]. Highlighted by the quantiles, the variability
of the amount of initial damage a single cell receives in a fixed dose experiment
is quite high. This contributes to the variability in p53 dynamics to be discussed
later.

1.1.3. Established p53 dynamics

The first experimental study which attempted to reveal the p53 dynamics after
DSB induction, in contrast to only steady state transitions observed before,
was conducted almost 15 years ago [5]. By harvesting cells every hour after
stimulation and probing for P53 and Mdm2 in a Western Blot analysis they
found damped oscillatory behavior of both proteins. Interestingly these authors
were also motivated from the theoretical side and proposed an ODE model
capturing the observed dynamics which was solely based on the properties of
the P53-Mdm2 negative feedback loop. A detailed discussion of oscillations in
system with only negative feedbacks follows in section 1.3.2.

Since the onset of single cell analysis, the dynamical behavior of cells can be
studied in much more detail. The first reporter system for both P53 and Mdm?2
was established around 10 years ago [57]. Lahav and her co-workers stably
transfected MCF7 cells with the fusion proteins P53-CFP and Mdm2-YFP.
They showed that both fusion constructs were functional and were expressed
and therefore regulated like their endogenous counterparts. In summary they
were able to reliably track the P53 and Mdm2 protein dynamics on a single
cell level using time lapse fluorescence microscopy. The main results were
as follows: Mean pulse height and duration are independent of the damage
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Figure 1.1.: A fluorescence image of mCherry labeled 53BP1 localized in foci
inside the nuclei of four MCF7 cells. DSBs were induced by treating
the cells with 50ng of the radiomimetic drug NCS.

dose and cells respond with a variable discrete number of such pulses. This
number is dependent on the damage dose, and the authors concluded that the
stimulus response is encoded in a digital fashion. Two representative single
cell trajectories after strong stimulation are shown in figure 1.3. Different
timing and especially different numbers of pulses in individual cells lead to
damped oscillations on the population level, as to be seen in a the Wester
blot analysis. Subsequently this damped oscillatory behavior as described in
the last paragraph ([5]) could be recovered by averaging over the single cell
trajectories. This striking study clearly showed, that single cell analysis can
reveal qualitatively different cellular behavior compared to what can be learned
from population data. In a subsequent study it was shown, that MCF7 cells
can oscillate for up to three days on a single cell level after DNA damage
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— 50ng NCS — 10Gy
25ng NCS | |
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Nr. of foci

0 2 4 6 8 10 12 0 5 10 15 20 25
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(a) Stimulation by NCS, 179 (25ng (b) Stimulation by ~-irradiation,
NCS) and 220 (50ng NCS) cells 63 (10 gray) and 54 (5 gray)
respectively cells respectively

Figure 1.2.: Foci dynamics after damage induction. Median number of foci and
quantiles in shaded area are shown over time. Raw data obtained
from the Loewer lab.

[34]. However, the authors also pointed out, that a significant fraction of the
cells showed dynamics unresembling sustained oscillations. Most notably with
higher initial damage dose these irregular trajectories become less abundant. A
quantitative analysis on the irregularity of p53 trajectories measured in weakly
or non-stimulated MCF'7 cells is presented in the next section 1.2.2.

1.2. Experimental findings not covered by oscillatory
dynamics

The main focus of many works dedicated to study p53 dynamics lays on the
systems response to a high damage induction. Therefore, also many theoretical
studies concentrate on modeling this high damage scenario. As the main
experimental results indicate constant amplitude and constant pulse duration, the
p53 dynamics after strong stimulation are characterized as sustained oscillations.
From the dynamical system theory side, this behavior qualifies to be modeled by
limit cycle oscillators. And indeed most if not all theoretical studies construct
an ODE model which exhibits a limit cycle regime [6, 15, 34, 35, 65].

In this section experimental results are presented, which are not readily
captured by limit cycle models. Most of the analyzed raw data originates from
experiments done by Alexander Loewer [62] in the group of Galit Lahav. At
first, the inter-pulse-interval (IPI) distribution will be introduced, as means to
reliably detect p53 dynamics deviating from sustained oscillations. Additionally
a generic limit cycle model with additive noise is used to generate synthetic
data to illustrate the IPI distribution characteristics expected for a sustained
oscillator.
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Figure 1.3.: Two representative MCF7 single cell p53 trajectories after strong
stimulation with 400ng NCS. The oscillatory dynamics are clearly
visible. Raw data obtained from the Loewer lab.

1.2.1. Introducing IPI distributions

From a signaling theory viewpoint, the classification of trajectories as showing
oscillations involves standard methods like spectral analysis. However, in the real
world of fluorescence single cell p53 data the trajectories are rather short, showing
typically less than ten pulses. In combination with inevitable measurement noise,
see e.g. figure 1.3, spectral methods are of limited applicability. Nevertheless, a
quantitative measure of oscillatory behavior is needed. The distribution of the
combined IPIs for all cells yields such a measure. To extract the IPIs from the
data, a reliable peak detection algorithm was devised and implemented using
wavelet analysis. Details about it can be found in the Appendix A.1.

The interpretation of the IPI distribution is straightforward. For a perfect
oscillator the IPIs are delta distributed (¢ — Tpsc), with T,s. being the period of
the oscillator. By adding a moderate amount of noise to the oscillator resembling
the variability found in the p53 data, the IPIs are narrowly distributed around
Tyse- To generate synthetic data to illustrate these properties a generic limit
cycle oscillator (LCO) [111] given by the following equations:

% — _)\(T_A)+§7’

(1.1)
dfgb 27 n
dt B Tosc ”

is used. Here A is the amplitude and X is the relaxation rate. The two noise
terms & and &4 have Gaussian white noise properties, namely (&;(t + 7),&(t)) =
2D;6(7), with i being either the radial variable r or the angular variable ¢.
The constants D, and Dy give the noise intensities for radial and angular
perturbations respectively. This stochastic ODE is numerically solved using the
standard Euler-Maruyama method. The generated trajectories are then analyzed
by the wavelet based peak detection algorithm, and the IPIs are extracted.
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Figure 1.4.: Dynamics and IPI distributions of the noisy generic LCO introduced
in the main text.

In figure 1.4 a representative simulated trajectory of this noisy generic LCO
is shown. The corresponding IPI distribution, calculated from a much longer
simulation run is shown next to it, together with results for different noise
intensities. As one might intuitively expect, the IPI distributions get broader
with higher noise intensities. Notably the IPI distributions symmetrically
center around the LCO period T,s., which is also clearly visible in the box plot
representation shown in figure 1.5.

©

HE

7 5 : -

=

D, =12 D, =T.
D,=04 D, =0.

Figure 1.5.: Box plots of the IPI distributions for the noisy LCO. The distribu-
tions are symmetrically centered around 7T,s. = 5 and their inter
quartile range decreases with decreasing noise intensity.
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It will become clear in the next section, that it is foremost the uniform pulse
shape combined with the aberrant IPI distribution which indicates a non LCO
behavior of the p53 dynamics for no or weak stimulation.

1.2.2. p53 data analysis

The raw data reanalyzed here was already published some years ago [7]. Dam-
aging the MCF7 cells is done by adding various concentrations of NCS prior to
fluorescence microscopy analysis. The cells are then imaged every 20 minutes
which yields time series of p53 fluorescence intensity. Details of the experimental
conditions are shown in table 1.1. The established results obtained in the
published works about pulse widths and amplitudes will be re-examined, and
the IPI distributions are evaluated. All analysis is done with the wavelet based
peak detection method as described in the appendix A.1.

Table 1.1.: Overview of the analyzed p53 data set. The total measurement time
is 48 hours and the sampling rate is 20 minutes.

condition number of cells

Control 92
25ng NCS 109
50ng NCS 108
100ng NCS 101
200ng NCS 88
400ng NCS 94

To get a first general overview about how a cell population responds to various
stimulus strengths, pulse counting statistics are shown in figure 1.6. The general
pulsing activity of cells rises with stronger stimulation, which is evident because
higher stimulation induces on average more DSBs and therefore longer repair
times. That in term causes p53 activating damage signals to trigger more pulses.

It is, however, noteworthy that there is also a basal p53 dynamic. Even in the
control condition there is on average one pulse every twelve hours. One cause
of that basal activity are DSBs inflicted during normal cell growth [62], other
damage sources are spontaneous transient DSBs caused for example by radical
metabolites. These erratic DSB occurrences will play an important role later
on in this work when a stochastic process describing the DSB dynamics will
be developed. Furthermore, the cell-to-cell variability in the number of pulses
shown in figure 1.7 is very large for cells in identical conditions. This can be
at least partly explained by the fact that even for a fixed damage dose there is
always a distribution of actually inflicted DSBs as depicted by the quantiles in
figure 1.2 in the preceding section.

Pulse counting alone can not reveal sufficient information about the p53
dynamics over time. To further characterize the observed pulsatile dynamics,
the IPI distributions are extracted from the data. The IPIs are naturally
dependent on the pulse widths, defined here as time between the start of the
rise and the end of the descent of a pulse as depicted in figure 1.8.
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Figure 1.6.: Pulse number histograms for three selected experimental conditions.
The shift of the mean of the distributions towards higher values for
stronger stimulation is clearly visible, but there is also basal activity
as shown by the control data set. Notably, the variability in pulse
numbers for one condition is quite large.

I Mean pulse number

)] ~ [e2]

Number of pulses
(%))

Control 25ng 50ng 100ng 200ng 400ng

Figure 1.7.: Mean and standard deviation of pulse numbers for every condition.
The cell-to-cell variability of the number of pulses is captured by
the standard deviation.

The minimum IPI can thus only be as small as the smallest pulse width. For
time series data where the typical IPI is much larger then the average pulse
width, this effect is negligible. However, p53 trajectories show very broad and
often consecutive pulses with an average width of about five hours. Hence, to
adequately compare IPI distributions of different experimental conditions, the
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Figure 1.8.: P53 trajectory with detected pulse starts, ends and peaks. The
novel detection method is described in the appendix A.1. One IPI
of the three IPIs present in this trajectory is exemplified. The cell

was stimulated with 25ng of NCS.

pulse width distribution was also analyzed and is shown in figure 1.10.

0.35 \
= Control
0.30r = 50ng NCS
- 200ng NCS
@
£
> 0.20
=
< 0.15
Q
e
A, 0.10
0.05f
0.005 5 10 15 20 25

IPI (h)

Figure 1.9.: IPI distributions for selected experimental conditions. The distribu-
tions get broader and skewed towards longer IPIs with decreasing
stimulation. This clear variation in the IPI distributions can not be
explained by the small differences in pulse widths in between the
different conditions as shown in figure 1.10.

The main result from the IPI analysis is, that the weaker the stimulation, the
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more skewed is the IPI distribution towards longer IPIs. In addition, the pulse
widths are nearly the same for all conditions, with a difference in the median
between unstimulated and stimulated cells of one sample point or 20 minutes.
This means, that the pulse appearance over time can be highly irregular and
deviates significantly from a behavior expected from a sustained oscillator for
the weak or non stimulated cells. On the contrary, the pulse shape characterized
by widths and amplitude is a robust property of the pulsatile p53 dynamics,
results of their analysis are shown in figure 1.10.

6.0 : : : : : 2.0
5.5}
5.0f 1.5 '/‘c\.\ e /'
= 5 ® ©
45 I
= ©
el o
4.0 { 310
2 2
% 3.5F 18
ool ® o Control || < 05 ® @ Control||
' ® ® 50ng NCS ® ® 50ng
2.50 © © 200ng NCS || © © 200ng
® ® 400ng NCS ® @ 400ng
20 1 2 3 4 5 00 1 2 3 1 :
Pulse number Pulse number
(a) Median of the pulse widths for (b) Median amplitudes for selected
selected stimulation strengths. stimulation strengths. There is
The median pulse width is 5.0 no significant variation in am-
hours for the control data set, plitudes in between the differ-
and 4.67 hours for the other ent conditions.

conditions shown in the plot.

Figure 1.10.: Analysis of pulse shapes characterized by width and amplitude.
The pulse shape is essentially the same for all conditions and is
therefore a robust property of the p53 dynamics.

To further illustrate the dependence of the regularity of the dynamics on the
stimulation strength, box plots of the IPI distribution for all conditions are shown
in figure 1.11. The IPI distribution for the cells with the strongest stimulation
fairly matches the one found for the noisy limit cycle oscillator presented in
figure 1.4. Consequently, oscillatory dynamics are certainly a possible dynamical
regime of the p53 dynamics, but are not sufficient to explain the dynamics of
the weak or non stimulated cells.

The next question one may ask is about how stationary the observed dynamics
are. Meant by that is, if a certain pulsatile regime stays the same for the whole
observation time, or if the characteristics of the pulsing changes over time.
Again, the IPI distribution can serve as a measure to address this question. This
time, only the first IPI right after stimulation and the last IPI recorded are
analyzed. If the pulsatile dynamics are stationary, the same IPI distributions
are to be expected. However, as shown in figure 1.12, for the weak to medium
stimulated cells these distributions shift to larger medians and inter quartile
ranges comparable to the control conditions. It follows that the pulsing activity
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1.2. Experimental findings not covered by oscillatory dynamics
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Figure 1.11.: Box plots of the IPI distributions for all experimental conditions.
The median and the inter quartile range of the IPIs increase with
decreasing stimulation. This indicates for non oscillatory behavior
for the weak or non stimulated cells.

of the cells is time dependent, and is more regular right after stimulation. Taking
into account that the induced DSBs get repaired over time, a reset of the p53
dynamics to basal dynamics is biologically evident. It is noteworthy that the
cells stimulated with 400ng of NCS do not return to basal like dynamics even
after 48 hours and that the unstimulated cells show a stationary behavior.
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Figure 1.12.: Box plots of the IPI distributions of the first and last IPI observed
for selected conditions to test for stationarity. The weak and
medium stimulated cells show control-like IPI distributions at the
end of the observation period, indicating a return to unstimulated
behavior.
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1. An excitable p53 model

1.3. Modeling theory

In this chapter some fundamental theoretic concepts used for the construction
of the pb53 model shall be introduced. At first some general remarks about
modeling cellular processes with ordinary differential equations (ODEs) are
given. It follows a brief discussion of negative feedback oscillators, and their
general properties. These get illustrated by modeling the core negative feedback
motif of the p53 system, as often found in the literature [34, 65]. Finally the
dynamical concept of excitability is thoroughly introduced exemplified by the
classical FitzHugh-Nagumo model.

1.3.1. Preface - dynamical systems theory and biochemical reaction
networks

The general definition of an autonomous dynamical system comprised of N state
variables x1, ...,z is as follows

d
&xi :Fi(xh...,.’L'N), (12)
that defines a system of N coupled ODEs. The time evolution of one variable
x; can generally depend on the state of all other variables including x; itself
and is given by the potentially nonlinear vector-function Fj;. In the framework
of biochemical reaction networks, these variables represent concentrations of
chemical species, e.g. metabolites, enzymes or transcription factors.

s =~
f—

Figure 1.13.: An example of a reaction network with three state variables. x
is an activator of xo, which is an inhibitor of x3. The species x3
in term is an inhibitor of z; closing the positive feedback loop. It
is also an activator of xo, therefore also establishing a negative
feedback.

Often a reaction network is presented as a directed graph, as in figure 1.13.
Every direct link, x; — x; or x; - x;, between two species implicates a molecular
interaction and therefore x; actually appears inside F;. The notion of directed
links only makes sense, if the interactions between different state variables are
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1.3. Modeling theory

monotone. That means that either

d
——Fi(z1,...,xzn) > 0 for all ; > 0, (1.3)
(91']'

in that case x; is an activator of x;, or

iFi(:rrl, .an) <0 for all z; > 0. (1.4)
(91']'
The last statement determines x; to be an repressor of z;.

Monotonicity secures that the effect of some species x; on another species x;
always has the same direction. This property is unusual when studying general
dynamical systems theory, but quite evident when applying this theory to
biochemical reaction networks. This just means that a molecule either promotes
or inhibits the production of some other molecule, it can never do both. This
is an inherent characteristic of e.g. enzymes or transcription factors. A kinase
always promotes the formation of its phosphorylated substrate, a transcription
factor switches a gene either on or off and so on.

Another constraint when using dynamical systems theory to describe bio-
chemical dynamics is that all state variables have to remain positive, as there
are no negative molecule numbers. This confines the state space to the positive
orthant given by O; = {x; > 0, for all i}. That further implies that the flow
at the orthant boundaries is transverse, i.e. Fj(x1,...,2y,) > 0 for all ;4 > 0.
This condition assures that a trajectory started inside Oy will remain in it for
all times.

A last constraint refers to the finiteness of the amount of molecules present
inside a cell. In mathematical terms this translates to the condition, that there
is an arbitrary large but finite region A C O; for which tlglolo z(t) € A holds.

That means that all possible solutions x(t) are bounded. In practice this is often
assured by linear degradation terms or conservation rules.

An important concept borrowed from control theory involves the notion of
feedbacks [94]. A feedback implies a closed loop in a reaction network, that
means there is some path connecting a species with itself, i.e. z; — 2; 4 ... = ;.
If the number of repressing interactions along this path is odd, one refers to a
negative feedback, elsewise it establishes a positive feedback. Feedback mechanisms
are one general concept to explain how cells can reach homeostasis even under
a constantly changing environment. Remarkably, even though biomolecular
networks can be of arbitrary complexity, a small set of feedback motifs seems to
be sufficient to explain their structure [1, 71].

All direct interactions to be modeled between molecular species z; and x;
are specified in the functions F; and are only constricted by the monotonicity,
positivity and boundedness constraints given above. However, in practice one
often finds ODE systems solely comprised of functions like the ones given in
table 1.2. The development of rate equations for chemical reactions started with
simple anorganic reactions were first and second order kinetics were sufficient
to describe the observed concentration dynamics. Later in biochemistry when
enzymatic reactions became important, saturated kinetics as for the popular
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1. An excitable p53 model

Michaelis-Menten kinetic were developed. Including cooperativity as important
for e.g. ligand binding led to the highly nonlinear Hill equations. For the
development of all these mathematical formulations, the underlying molecular
interactions were precisely known. This is not generally true when dealing with
cellular processes like transcription [11, 92] or protein degradation [12]. However,
it turned out that these now phenomenological equations can still to some extend
capture the dynamics that are observed inside living cells. Saturated kinetics
are a natural choice if there is some rate limiting step. This is for example the
case for transcriptional activation of a gene by a transcription factor. As there
is a finite amount of TF binding sites, the rate by which a gene is transcribed
should become independent from the TF concentration once all binding sites
are occupied. The question about how applicable a specific model is and how
well it is suited to deliver quantitative results can only be answered case-by-case
by concomitant experiments.

Table 1.2.: Overview of prominent functions used to describe biomolecular pro-
cess. These terms and combinations thereof can occur as the r.h.s.
of a biochemical rate equation for . The parameter a describes a
basal rate, k is the Michaelis constant and n is the Hill coefficient.

term name modeling objective ex-
amples
C zero-order kinetic constant mRNA transcrip-
tion
ay first order kinetic protein maturation from
mRNA y
axy mass-action kinetic degradation by y
aﬁ Michaelis-Menten kinetic transcriptional activation
by y
aynyTnkn Hill kinetic cooperative transcriptional

activation by y

am Hill repressor cooperative repression by y

1.3.2. Negative feedback oscillators

A negative feedback oscillator is a dynamical system comprised solely of negative
feedbacks which exhibits a limit cycle regime. Such systems are deployed for a
wide range of biological phenomena, including circadian rhythms, cell division,
gene regulation and glycolysis [38]. Models of such biochemical oscillators, e.g.
the Goodwin oscillator [40], always include at least one sufficiently nonlinear
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1.3. Modeling theory

negative feedback motif. Such motifs are frequent in molecular biology, as means
for autoregulation and homeostasis. A typical example is a gene activating its
own repressor, a scheme to be found for about 40% of all transcription factors
in E. coli [8].

An important subclass of such negative feedback systems are cyclic systems.
These are build from pure loop structures, for which equation 1.2 simplifies to

d
%xi = Fi(xi, xi_l). (1.5)
The condition [, sgn( agf_"l) = —1 assures that there is an odd number

of repressing interactions which establishes the negative feedback loop. The
function denoted by sgn(z) is the sign function, which gives -1 for z < 0 and
+1 for x > 0. The route to oscillations for such monotone cyclic systems has
been theoretically investigated by many authors [44, 66, 78, 106], and the main
results are the following:

1. There is only one stable fixed point z*
2. Destabilization of z* can occur only via a Hopf bifurcation

The proofs heavily rely on the monotonicity constraint and the cyclic structure
defined in equations 1.3,1.4 and 1.5. A not overly mathematical rigorous version
of the proof can be found in the appendix of ref. [78]. The actual functional
forms of the molecular interactions formulated in the F;’s are not important for
these results. In addition, Hopfs theorem implies the existence of a periodic orbit.
The stability of that periodic orbit spawned at the bifurcation point is assured
by the boundedness of the system, stipulated in the previous section 1.3.1. This
very specific route to oscillations via a supercritical Hopf bifurcation involves
distinct qualitative features of the dynamics, to be discussed and exemplified in
the following paragraphs.

Figure 1.14.: The canonical p53 autoregulatory loop. The protein P53 acts as
transcription factor for the mdm2 mRNA, whereas the matured
Mdm?2 protein tags P53 for degradation . This constitutes a
monotone cyclic negative feedback loop system.

The basic regulatory scheme of p53 introduced in section 1.1.1 fulfills exactly

the properties of a monotone cyclic negative feedback system, shown in figure 1.14.
The three species involved are the phb3 protein P53 which induces transcription
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1. An excitable p53 model

of the Mdm2 precursor mRNA mdm?2 and its matured protein Mdmd2. This
E3-ligase tags p53 for degradation via the proteolytic pathway and closes the
negative feedback loop. Many p53 models obeying this structure have been
devised [34], here the following formulation was chosen:

d P53

Sps3=C— g Mdm2 ——>__ —dp P

it P = O g Mdm2 e ey — dp P93

d P53
L mdm2 = Tp——2>— — d,,, mdm?2 1.6
at" " kpm + P53 e (1.6)
d
@Mdm2 =Ty mdm2 — dy; Mdm?2.

The parameter C' describes the constant inflow of p53 proteins given the unreg-
ulated and constant transcription and translation of that gene. Degradation
of the three species is given by the rates dp,d,, and dj; respectively. This
model incorporates two saturating terms. The maximal degradation rate of P53
mediated by Mdm2 is given by the parameter g, and the maximal rate by which
P53 can promote mdm2 transcription is limited by 7;,,. The Michaelis constants
kmp and kp,,;, determine the half maximum concentrations. The underlying
assumptions for using Michaelis-Menten kinetics were already discussed for the
case of transcription in the preceding section 1.3.1. The arguments mainly
repeat in the case of the proteolytic degradation of p53. Rate limiting steps
here include e.g. the finite amount of accessible proteasomes for ubiquitinated
p53. The maturation of the Mdm2 protein is described by first order kinetics
with the translation rate Th,.

In accordance to the mathematical results about stability for negative feedback
loops stated above, a bifurcation analysis of this p53 system reveals a limit
cycle regime bordered by two supercritical Hopf bifurcations. The bifurcation
parameter, as depicted in figure 1.15, is the degradation rate dj; of the Mdm?2
protein species. Inside the “Hopf bubble” the system undergoes sustained
oscillations, with an amplitude strongly dependent on the parameter value of
dpr. The choice of this parameter is particularly reasonable given the biological
evidence, that the main DSB sensor protein ATM directly phosphorylates Mdm2
and thereby induces its autoubiquitination and degradation[70, 96].

To illustrate how such oscillators perform when changing the dynamical
regime, a time dependence of the parameter dj is introduced according to figure
1.16. A fast exponential rise of the degradation rate is followed by a constant
rate and eventually a slow decay. This mimics the dynamical DSB response
in a simplified way comparable to ref. [65], although no real physiological
relevance is actually desired here. When moving inside the limit cycle regime
negative damped dynamics are observable. These occur in the beginning mainly
because of transient dynamics. The strong dependence of the amplitude on
the numerical value of dj; implies damped oscillations when moving inside
the “Hopf bubble”. During the transition back to the steady state regime
damped oscillatory dynamics are additionally observable after passing the Hopf
bifurcation point.

This damped regime is understandable by recalling, that a Hopf bifurcation is
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‘ — Limit cycle

— Fixed point ||
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Figure 1.15.: Bifurcation diagram of the p53 negative feedback loop model. The
bifurcation parameter dy; is the degradation rate of the Mdm?2
protein, as defined in equation 1.6. Oscillations occur inside the
Hopf bubble bordered by the two Hopf bifurcations denoted by H1
and H2. The amplitudes of the limit cycles are given by the lower
and upper bounds in blue and vary greatly.

defined by the crossing of the imaginary axis by a pair of conjugate eigenvalues
A12 = a£if. This means, that close to the bifurcation point complex eigenvalues
with arbitrary small negative real part exist. They give rise to oscillatory
components of the trajectory when perturbed from the steady state with a
period T =~ %” Hence, damped oscillatory regimes exist in the vicinity of a
Hopf bifurcation and can not be avoided even by very fast transitions. Such an
instant transition into the “Hopf bubble” may also give rise to an overshoot,
as can be seen in figure 1.17. For the bifurcation parameter dy; > 0.81 the
conjugation expires, the imaginary parts become zero and the real part branches
into two distinct values. Only here the system settles down to the fixed point
without damped oscillations.

In summary the distinct qualitative features of the dynamics of negative
feedback oscillators are the following:

1. The amplitude of the limit cycle is strongly dependent on the bifurcation
parameter
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Figure 1.16.: Switching a negative feedback oscillator on and off. The bifurcation

parameter dj; is made explicitly time dependent and follows the
dynamics shown in blue here. This moves the system in and out of
the limit cycle regime, given between the marked Hopf bifurcation
points. A (negative) damping is observable at both sides of the
transition.

2. Switching the oscillator on or off implies observable damped oscillations

3. As a corollary no isolated pulses can be generated

By recalling some features of the observed pulsatile p53 dynamics studied in
section 1.2, i.e. the presence of isolated pulses as in figure 1.8 for the weak
stimulated cells, negative feedback oscillators are very limited in accurately
describing the full dynamical range of the p53 system.

1.3.3. Introduction to excitability - case study FitzHugh Nagumo

The classical prototype of an excitable system is the FitzHugh-Nagumo (FN)
model [33]. It was suggested in as early as 1961 as a 2-dimensional simplification
of the original 4-dimensional Hodgkin-Huxley model [47], which describes in
detail the voltage and current dynamics of a spiking neuron. To introduce the
concept of excitability, the dynamics and bifurcations of the FN model shall be
discussed in the following.
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Figure 1.17.: (a) Eigenvalues of the fixed point for an extended range of the
bifurcation parameter dys. (b) Trajectory of the system for instant
transitions in and out of the limit cycle regime.

The system is given by the equations

d
€£:$1—$:{)—$2+I

dt (1.7)
Y

dt BES! 2 .

Here the parameter € < 1 introduces a time-scale separation, making x; the fast
and o the slow variable. The parameters v,8 and b are dimensionless variables
and the parameter I plays the role of an external stimulus. Because the system
is only 2-dimensional, phaseplane analysis is applicable and is sketched in figure
1.18.

The cubic nullcline for the x7 variable and the linear nullcline for the o
variable intersect at the fixed point, which is stable for the excitable regime.
Small perturbations from that fixed point can lead to huge excursions through
the phasespace, as exemplified by two trajectories in figure 1.18. This behavior
stems from the strong timescale separation, here an € = 0.05 was chosen, and
can be understood geometrically. After the perturbation the system quickly
moves horizontal till it reaches the z1 nullcline. Now the slow dynamics in 9
direction are dominant until the maximum of the x1 nullcline is reached, and
the system quickly moves back to the left branch of the cubic nullcline. From
there it slowly settles back to steady state. The specific orbit and therefore the
amplitude of such an excitation loop is dependent on the initial conditions. Such
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Figure 1.18.: Phaseplane for the FN model in the excitability class II regime.
The nullclines intersect at one point giving the stable fixed point. A
small perturbation from that fixed point leads to a wide excursion
in phasespace. Different perturbations lead to different orbits, as
shown with the red and the cyan trajectory.

systems with a strong time-scale separation are also called relaxation oscillators
[73]. The oscillating regime is in the FN model reached via a supercritical Hopf
bifurcation, as depicted in figure 1.19. The amplitudes of the limit cycles grow
very fast with the bifurcation parameter I, and the oscillatory pulses for the fast
variable 1 are very spiky. These are both consequences of the strong time-scale
separation. It is worth mentioning, that relaxation oscillators do not belong to
the class of negative feedback oscillators.

Excitable regimes are generally close to bifurcations which result in oscillatory
behavior. The authors of ref. [49] identified two types of excitability, given by the
type of the bifurcations nearby. They are named class I and class II excitability.
Relaxation oscillators generally belong to class II systems, characterized by
arbitrary small amplitudes of the excitation loops and nonzero frequency at the
onset of the oscillations. Interestingly, the FN model also has an excitability
class I regime, for which the nullclines intersect at three points as shown in
figure 1.22. For that regime, no strong time-scale separation is needed, and the
corresponding parameter is relaxed to e = 0.5.

The bifurcation scheme is a bit more complicated here, as sketched in figure
1.20. An analysis for codimension one bifurcations reveals two saddle-node and
two Hopf bifurcations. The middle fixed point is always a saddle, whereas the
two outer fixed points are foci, which loose stability via the subcritical Hopf
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(a) Supercritical Hopf bifurcation (b) The oscillatory pulses of the
for the bifurcation parameter fast variable are very spiky
I. The amplitudes of the limit which is typical for relaxation
cycle grow very quickly. oscillators.

Figure 1.19.: (a) Hopf bifurcation of the FN model in the excitability class II
regime. (b) Trajectories of the system in the limit cycle regime.
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Figure 1.20.: Bifurcation analysis of the FN model for the parameter I with
v = 0.8. The system has three fixed points in the interval I &
[0,214..,0.283..], this allwos for an excitability class I regime. A
saddle and the unstable focus are born via the two saddle-node
bifurcation points LP1 and LP2. The two outer equilibria become
stable via the two subcritical Hopf bifurcations HP1 and HP2.

bifurcations indicated by HI and H2 in the bifurcation diagram.
To extend the characterization of the system, a codimension two bifurcation
analysis with the parameters I and v was performed. The latter parameter
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Figure 1.21.: Bifurcation set for the two parameters I and v. Two codimension
2 bifurcations take place. The two saddle-node points collide and
disappear via the Cusp bifurcation CP1. Additionally the two Hopf
bifurcations collide with the saddle-node points at the Bogdanov-
Takens bifurcations BT'1 and BT2. The parameter range for the
excitability class I regime ends when the two Hopf curves cross at

v =5/6.

~ determines the slope of the o nullcline. As can be seen in figure 1.21 the
saddle-node points LP1 and LP2 collide with the Hopf points at the Bogdanov-
Takens points BT1 and BT2. Furthermore a cusp bifurcation happens for
I = 0.25 and v = 1 where the two saddle-node curves collide and disappear.
The three fixed points merge to one stable fixed point and the excitability class
IT regime lays right above this cusp bifurcation. The system is highly symmetric
so there are actually two excitability class I regimes, they are characterized by
the co-existence of one stable fixed point, one saddle and one unstable fixed
point. The corresponding parameter range is annotated in figure 1.21.

A saddle is a hyperbolic equilibrium with at least one negative real eigenvalue.
In the two dimensional case of the FN model it is exactly one. As a corollary
there is a stable manifold which is also called separatriz. The separatrix separates
the phase space into regions with different qualitative behavior. In the context
of excitability it serves as a direction dependent threshold. Any trajectory
started below the separatrix will do a full excitation loop around the upper
right fixed point and will eventually settle down at the stable fixed point which
is a focus in the FN model. Any trajectory started above the separatrix will
undergo subthreshold damped oscillations. The phaseplane portrait in figure
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Figure 1.22.: Phaseplane for the FN model in the excitability class I regime.
The nullclines intersect at three points giving one stable focus,
a saddle in the middle and an unstable focus in the upper right.
Perturbations which cross the separatrix lead to an excitation
loop, perturbations which do not cross the separatrix lead to
subthreshold dynamics. Parameters are I = 0.23 and v = 0.8.

1.22 illustrates these dynamics. Perturbations leading to an excitation loop
must cross the separatrix, and therefore the threshold is direction dependent.
A stable manifold of the saddle merges with the unstable manifolds from the
upper unstable focus, this is called a heteroclinic connection. The excitation
orbits are robust with respect to the initial conditions. That means that as long
as the threshold is crossed, the amplitudes of the ensuing pulses are all very
similar as can be seen in figure 1.23.

As stated earlier, excitable regimes are always close to bifurcations leading to
limit cycle regimes. The excitability class I regime of the FN model is close to a
saddle-node on a limit cycle (LPC) bifurcation [56]. This happens when moving
out of the excitable regime in positive v direction, so right above the crossing of
the Hopf curves in figure 1.21. The unstable limit cycles originating at the Hopf
points collide with a stable limit cycle at the LPC points, as depicted in the
bifurcation diagram in figure 1.24a.

In summary excitability class I systems exhibit excitation loops which show
very similar orbits, as long as the direction dependent threshold, the separatrix,
is crossed. This carries on to the onset of oscillations, which are born with large
amplitudes and show only little dependence on the bifurcation parameter. No
time separation is needed, as the excitability stems from the specific phasespace
structure. That is the co-existence of a saddle as organizing center, one stable
and one unstable fixed point. Excitability class I regimes can typically be found
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Figure 1.23.: As long as the threshold is crossed, different initial conditions lead
to very similar orbits in excitability class I systems.
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bifurcations mark the onset of large
amplitude oscillations. The excitable
regime has disappeared. This bifur-
cation diagram corresponds to the
horizontal line at v = 0.85 in figure
1.21, right above the crossing of the
Hopf curves.
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(b) Phaseplane of the FN model for pa-

rameters I = 0.23 and v = 0.85.
The separatrix now separates limit
cycle trajectories from trajectories
approaching the stable focus. The
separatrix itself converges to a limit
set, corresponding to an unstable
limit cycle, which separates the sta-
ble limit cycle and co-existing stable
focus.

Figure 1.24.: Oscillating regime of the FN model right after the excitability class
I regime has disappeared via LPC bifurcations.

in the vicinity of Cusp bifurcations, because they mark the appearance of three
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1.4. The ATM-Wipl switch building block

fixed points via pairwise saddle-node bifurcations. A bifurcation nearby leading
to oscillations is the LPC bifurcation, the emerging stable limit cycles have
an arbitrary small frequency. However, in practice the period often follows a
relationship like Tpsc(ar) ~ Tose + —L_ with a, being the critical point of the

Qe—a?
LPC bifurcation.

1.4. The ATM-Wipl switch building block

As outlined in the introductory section 1.1 the protein kinase ATM is the major
signalling molecule of the cellular response to DSB, after activation it phospho-
rylates numerous downstream effectors such as P53 directly. Phosphorylation
itself is an ubiquitous post-translational modification of proteins. It can rapidly
alter the stability and the functional state of substrates. Moreover it occurs
often in cascades along a signalling pathway. A prominent example is the MAP
kinase pathway, where a signal coming from a receptor on the cell membrane
is transmitted via a kinase cascade into the nucleus to eventually alter the
transcriptional program of the cell [21].

If kinase activity and therefore phosphorylation is a general mechanism to
activate a signalling pathway, it is evident that de-phosphorylation carried out
by phosphatases is the antagonist in such a framework. For the DDR to DSBs
the phosphatase Wipl was identified to fulfil that role [87]. Remarkably the
name Wipl stands for “Wild-type p53-induced phosphatase 1”7, as it was first
characterized as inducted after IR in a P53 dependent manner [32]. Because
P53 itself gets stabilized by ATM, and Wip1l dephosphorylates and therefore
deactivates ATM directly [87] a simplified feedback loop maybe written as
ATM — P53 — Wipl 4 ATM. Therefore the kinase positively regulates
its own phosphatase and this negative feedback closes one phosphorylation-
dephosphorylation cycle. This scheme is also found for other kinases, for example
ERK from the MAP kinase pathway directly activates its own phosphatase
DUSP6 [100].

In the following such a generic phosphorylation-dephosphorylation system
shall be developed by the example of ATM and Wipl. The positive feedback
required to describe the observed ATM dynamics turned out to be sufficient to
serve as the basis of an excitable p53 model.

1.4.1. ATM as Signalling Switch

ATM is a large protein which consists of 3056 residues. It has many modification
and interaction domains, and it has indeed an extensive list of targets [86]. Its
functional interactions span a huge network, not only in cellular response to
DSBs but also for example in chromatin organization and metabolism. In the
following the focus lies solely on the DDR response, and here it is the prominent
signalling molecule in response to DSBs [60, 82].

In unstressed conditions ATM is present as inactive homodimers in the cell.
After induction of DSBs ATM gets rapidly phosphorylated and dissociates into
monomers which is the catalytic active form. It was further shown that this
phosphorylation is strongly dependent on the presence of active ATM itself,
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which revealed that autophosphorylation takes place [4]. Active ATM then
phosphorylates the histone variant H2AX in the vicinity of a damage loci. These
regions of YH2AX quickly expand and can elongate up to a few mega basepairs.
Using immunostains of YH2AX, these sites are clearly visible as foci under
the microscope [31]. Subsequently the Mrell-Rad50-Nbsl (MRN) complex
gets recruited to the site, which is reported to enhance H2AX phosphorylation
by ATM. The MRN complex is a mediator who recruits additional substrates
to ATM and to the foci, it is also directly involved in DNA repair [27, 60].
Moreover it is itself a substrate of the ATM kinase, establishing a positive
feedback ATM — vH2AX — MRN — ATM. The precise mechanisms of
ATM activation are very complex and are still not entirely resolved, but it is
clear that active ATM is required for foci formation which in turn enhances
ATM activation [43, 59, 86]. To what extend complete ATM localization at the
damage loci is important for its activation is also still debated. Nevertheless
it is reported that over 50% of the cellular ATM is activated within the first 5
minutes after a low dose of irradiation [4]. So it appears that ATM activation
acts like a switch which is dose independent and very fast.

Instead of trying to model all details of this intricate ATM activation process,
the focus lies on capturing the switch dynamics rather phenomenologically. In
terms of dynamical systems, a switch can be modeled by a bistable system.
Bistability is long studied for chemical and biological systems, and one of the
main theoretic results is, that positive feedbacks are necessary for multiple
steady states [17, 112].

A simple model that exhibits bistability may be written as

d AT M*?

%ATM* = AW — dAATM™. (1.8)
Here, the variable AT M* denotes active monomeric ATM. The saturation of the
first term represents various cellular factors limiting autophosphorylation and
activation of ATM. As depicted above many different molecules actually play a
role in this process, all of them may be restricting. The parameter A describes
the maximal rate by which active ATM may be produced, the parameter d4
sets its lifetime.

A graphical stability analysis can be done by plotting the r.h.s. of equation
1.8. The crossings of the x-axis in figure 1.25a mark three fixed points and their
local stability can be inferred from the sign of the r.h.s. in the respective vicinity.
In the plot the dynamics around the fix points are symbolized by arrows. The
system exhibits two stable FPs separated by an unstable FP which serves as a
threshold. As shown in figure 1.25b the system settles down to the off state
when started below the threshold and evolves to the on state when started
above. The threshold value tunes the sensitivity of the switch, the larger it is
the more robust is the off state against perturbations.
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Figure 1.25.: The one dimensional ATM switch.

This description is sufficient to model ATM activation, yet the shutdown of
the damage signal once the DSBs are repaired is of equal importance. The
downregulation of active ATM is done by its antagonist, the phosphatase Wipl.
From the modeling perspective, its action must destabilize the on state of the
ATM switch.

1.4.2. Incorporating the Phosphatase Wipl

Studies involving mouse models describe Wipl as an oncogene, which counter
acts the tumor suppressing function of P53. Moreover overexpression of Wip1l
was found to be functionally equivalent to P53 inactivation and is present in
some tumors, e.g. breast cancer [13]. The molecular mechanism leading to that
function of Wipl were subsequently discovered. First ATM was identified to be
a substrate of Wip1 in vivo, whereas depletion of Wipl leads to an activation
of ATM [87]. Detailed biochemical studies revealed many other targets of that
phosphatase, most notably for the ATM mediated DSB response are P53,Chk2,
vH2AX, Rad50 and Nbsl [114].

The dephosphorylation of YH2AX and two members of the MRN complex
(Rad50 and Nbsl) directly interferes with the positive feedback ATM* —
YH2AX — M RN — AT M*, it is therefore assumed that Wip1l inhibits ATM
activation processes. Taking also the direct dephosphorylation of active ATM
modeled by mass action kinetics into account, Wip1 enters the equation 1.8 as
follows

d ATM*? 1

SaTmr = A __ _J ATM* — P ATM* Wipl. (1.
dt ko + ATM*2 1 4 Winl da Wipl.  (1.9)

The parameter k,,, determines the steepness of the inhibition and the parameter

27
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P describes the rate at which Wip1 directly dephosphorylates ATM.

To study such ATM dynamics in a simplified model, it is assumed for now that
ATM directly activates Wipl. This is an oversimplification and is solely done for
simplicity and reduction of dimensions at this stage of the model construction.
The full model presented in later sections will include P53 as an transcription
factor for Wipl.

In the following ATM dependent Wipl production is assumed to follow a
saturated kinetic with maximal rate T,,:

d ATM*

—Wipl =T,

A g Wipl. 1.10
dt Fpw + AT M P (1.10)

This two dimensional system resembles a so-called bistable frustrated unit which
was studied as a minimal model for a self activating gene with oscillatory regimes
[54].

By choosing appropriate parameters, this system exhibits excitability class I
dynamics. There are 3 fixed points, one stable node, a saddle and an unstable
focus. An excitation loop and the separatrix including the heteroclinic connection
to the unstable focus are shown in figure 1.26. The phasespace structure is
qualitatively equivalent to the FN model in the excitability class I regime as
studied in section 1.3.3.

0.4}
0.3}
—
>
= 0.2/
0.1}
— Excitation loop
0.0} ¢ — Separatrix
0 1 2 3 4 5
Atm*

Figure 1.26.: Phaseplane for the simplified Atm-Wipl model in the excitability
class I regime. The nullclines intersect at 3 points, giving a stable
node as the rest state, a saddle point with the incoming stable
manifold as separatrix and an unstable focus in the upper right.
When the system is initialized right the threshold a huge phasespace
excursion occurs.
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The specific orientation of the separatrix gives an effective threshold only
with respect to AT M*. Increased levels of Wipl cause a higher threshold value
in the AT M™ direction, but can not trigger an ATM kinase pulse alone. This
molecule specific sensibility of the ATM-Wipl modul is shown in figure 1.27.

0.4}
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Figure 1.27.: A view in the phaseplane of the simplified ATM-Wipl model shown
in figure 1.26, The nullclines are omitted for better visibility. The
orientation of the separatrix makes the system unresponsive to
fluctuations in Wipl. Only a perturbation in AT M* direction can
trigger an excitation loop.

Direction dependent thresholds, as a typical feature of excitability class I
regimes, are a natural way to reflect the robustness of a signaling network with
respect to fluctuations in specific molecule species. ATM as the primary sensor
molecule for DSBs has a high sensitivity towards small concentration gains
caused by a few DSBs. However, fluctuations of the phosphatase Wipl levels
are not prone to trigger a deceptive ATM signal pulse.

This oversimplified model captures qualitatively the excitable activation of
the ATM damage sensor and its subsequent inactivation by Wipl. Inside living
cells, active ATM acts on the p53-Mdm2 regulatory loop. Only p53 stabilisation
then leads to transcriptional activation of Wipl. The incorporation of these
known interactions into the model and the propagation of the ATM excitability
shall be elucidated in the following.
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1. An excitable p53 model

1.5. Including the core negative feedback loop - the full
p53 model

1.5.1. The effectual modeled p53 network for the DSB response

The core negative feedback loop involving p53 and Mdm?2 was already introduced
in section 1.3.2, as was the damage sensor module involving ATM and Wipl in
the preceding section. The aim of this section is to bring these two submodels
together and thereby construct the full p53 model for the response to DSBs.

The first new interaction is the phosphorylation of the Mdm2 protein by active
ATM, which was already briefly introduced when studying the bifurcations of
the core loop in section 1.3.2. The authors of ref. [96] showed that Mdm2 gets
rapidly destabilized by DSB-dependent PI 3-kinase family members, where ATM
belongs to. Phosphorylation and subsequent auto-ubiquitination followed by
proteasomal degradation is the main mechanism for that. Hence, AT M* enters
the core negative feedback loop by promoting M dm2 degradation. A simple mass
action kinetics term was chosen to model that interaction. A second influence of
AT M* on the core loop is its reported weakening of the M dm?2 - P53 interaction.
The p53 protein itself is a target of AT M™ and M dm2 has a lower binding affinity
to phosphorylated P53. As with the present data phosphorylated p53 can not be
quantified, there is no additional species introduced into the model. Therefore,
this mechanism is indirectly captured rather phenomenologically by inhibiting
the Mdm?2 dependent P53 degradation via AT M* . The relative strength of
this second AT M* interaction is given by the parameter R in the model. The
second extension so far concerns the transcriptional activation of Wipl by p53.
Transcription and subsequent translation and maturation of proteins happen
typically on a time-scale of hours, as opposed to (de-)phosphorylation and
ubiquitination which typically occur within minutes. By adding an explicit Wipl
mRNA species to the equations, as it was also done for Mdm?2, these different
time-scales get represented in the model without introducing explicit delays in
the equations. Finally the initial trigger of the ATM activation are the DSBs,
they enter the equation for AT M* via the signal function S = S(DSB) to be
specified later.

With these modifications and extensions the now complete p53 model is given
by the following equations:
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(1.11)

L oyrag — g ATM L — A4 ATM* — P ATM* Wipl + S(DSB)
dt " kAt ATM2 1+ WiplJkwa  ° P
d P53 R
S P53 —C—dp P53 — g Mdm2 ——2>> (14—
dt P g aam k:Mp+P53< +1+ATM*>
d P53
L ondm2 =Ty —2 4. mdm2
ar kpm + P53 mam
d
ZMdm2 = Ty mdm2 — dag Mdm? — days ATM* Mdm?
d P53
L wipl = Ty— 2" 4, wipl
at? kpw + P53 wep

%Wipl = Tw wipl — dw Wipl

A graphical scheme of the modeled interaction network is shown in figure 1.28.
The only new parameters are the halflife of the Wipl mRNA d,,, the rate by which
the Wipl protein maturates Ty and the rate by which active ATM promotes the
Mdm2 degradation d ;7. All other parameters were already introduced in the
respective sections 1.3.2 and 1.4. The naming of the parameters follows these
general conventions: parameters containing the letter “T'” denote production
rates concerning translation or transcription, parameters starting with a “d”
denote degradation rates and parameters containing “k” are the respective
Michaelis constants. The subscripts encode the affiliation to the modeled species,
e.g. a “m” in the subscript is associated with the Mdm2 mRNA and a “M”
with the respective protein species. Thus the parameter kp,,, for example,
describes the Michaelis constant of the Mdm2 mRNA production induced
by the p53 protein. Rate parameters which do not follow this nomenclature
are: A which gives the maximal activation rate of ATM, P which describes
the dephosphorylation of AT M* by Wipl, g which gives the maximal Mdm?2
dependent degradation of P53 and finally C' which is the maturation rate of
new P53 entering the system. An overview of all model parameters and their
values is given in the appendix A.2.
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Figure 1.28.: Schematical overview of the modeled p53 interaction network in re-
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sponse to DSBs. A P at an interaction stands for phosphorylation,
an Ub for ubiquitination and the dP marks dephosphorylations.
The protein species involved are in yellow, magenta denotes mR-
NAs. The ATM kinase activation is triggered by DSBs, which enter
the equation via the signal function S(DSB) defined in the main
text. Active ATM molecules facilitate the formation of further
active ATM molecules via (auto-)phosphorylation events. These
target the E3-ligase Mdm?2 for phosphorylation which gets in turn
destabilized by autoubiquitination and subsequent degradation.
P53 gets constantly transcribed and translated, this steady influx
is marked by the dashed arrow pointing from the p53 promoter.
Because the antagonist Mdm2 got depleted, the P53 levels rise
and the transcriptional activation of its targets Wipl and Mdm?2
is amplified. When the concentration of the matured phosphatase
Wipl increases, the direct dephosphorylation of ATM and espe-
cially the interference with the positive feedback leads to a decline
of the active ATM concentration. Mdm2 gets in turn no longer
suppressed and eventually brings pb3 back to the steady state
concentration. This completes one pulse cycle. If there are enough
DSBs left a second pulse will evolve accordingly.



1.5. Including the core negative feedback loop - the full p53 model

1.5.2. Bifurcation analysis and deterministic dynamics

The positive feedback introduced to capture the ATM-Wipl switch dynamics
has the potential to also cause bistability and excitability in the complete p53
network considered here. And indeed by choosing appropriate parameters, a
regime with one stable rest state, a saddle point and an unstable fixed point
can be found and is shown in figure 1.29. The value of the signal function
S = S(DSB) was chosen as bifurcation parameter. As it should be for no DSBs
present, i.e. S = 0, the system resides in an excitable class I regime characterized
by one stable and two unstable fixed points.

1.4— ‘
— Fixed point |
1.2t Fixed points "
** for S=0
1.0f
,"*—l
0.8} )
™ .‘"LPl
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0.4} K
. LP2
0.0t
—0.05 0.00 0.05 0.10 0.15
S

Figure 1.29.: Bifurcation diagram for the full model with the value of the signal
function S to be the free parameter. The system has for S = 0 three
fixed points, a stable rest state, a saddle point and an unstable
fixed point. This fulfills the properties of an excitable class I
system.

Before looking at the model dynamics, the bifurcation analysis shall be
extended to other parameters and the region of excitability in the parameterspace
shall be identified. It turns out, that apart for S there are only 4 types of
bifurcation diagrams as depicted in figure 1.30.

The excitability class I regime is generally to be found when there are 3 fixed
points present, two of them have to be unstable as depicted by the dashed curves.
The size of this region is fairly large for all parameters shown in figure 1.30.
The types I and II show symmetry in the sense of their asymptotic behavior.
By that is meant, that for example transforming the fixed point curve F' for
the parameter C' with F,(C) = F(%), the resulting diagram is qualitatively
the same as the one for the parameter g in subfigure 1.30b. The types II] and
IV also show a symmetry with respect to a Fy, = F(—C') transformation. An
overview for all model parameters is given in table 1.3.
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Figure 1.30.: The four types of bifurcation diagrams obtained for the full model
and exemplified by the parameters denoted on the x axes. The
excitability class I regime is between the saddle-node bifurcation
points LP2 and LP1. If the Hopf point HP1 lays in between the
saddle node points, then there is a small region of bistability and
the excitable regime ends there. The parameterized input signal is

S =0.01

Interestingly, there is a straightforward characterization for all types by noting
the direct effect of their respective parameters on P53 or AT M* . Types I and
II contain all parameters controlling the P53-Mdm2 negative feedback loop,
whereas types III and IV contain all parameters controlling the ATM-Wipl
switch. Although a nondimensionalization shall not be carried out for the model,
mainly to preserve the biological meaning of the parameters, it can be assumed
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that parameters belonging to the same type would likely be condensed by it.

To further extend the bifurcation analysis, a search for codimension-2 bifurca-
tions was performed as shown in figure 1.31. In accordance with the analysis
of the FN model in section 1.3.3, a Cusp bifurcation point is found. This

34



1.5. Including the core negative feedback loop - the full p53 model

Table 1.3.: Overview of the bifurcation diagram type membership for all model
parameters

type I type 11 type III type IV

Parameters C,d,,,dy G, T, Ty P, Ty, Tw A, dy, dy

dAM; kmp R kWAv kPw
Trait positive on negative on negative on positive on
P53 P53 ATM* ATM*

marks the appearance of the phasespace structure required for the excitability
class I regime. There is additionally a BT point, spawning a Hopf bifurcation
curve which effectively destabilizes the upper fixed point and makes the system
excitable. The specific bifurcation parameters are C' and S here. However, there
are actually only 2 symmetric types of these codimension-2 diagrams, the other
type can be found in the appendix A.4. The region of excitability extends far
into the halfplane for S < 0, but the signal should always be constraint to S > 0
so this is omitted in this plot.
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Figure 1.31.: Bifurcation set for the full p53 model, parameters are C' and S.
The excitability class I regime lays in between the two saddle
node curves, this is the region were 3 fixed points co-exist. The
destabiliziation of the 3rd fixed point occurs via a subcritical Hopf
bifurcation, so that the region of excitability is additionally confined
by the Hopf curve. This curve is spawned at the Bogdanov-Takens
point BT1, which is very close to the Cusp point CP1.
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For a wider picture of dynamical regimes present in the model, a bifurcation
set with an extended parameter range is shown in figure 1.32. An oscillatory
regime is nearby, this is a feature of excitable systems in general as discussed in
section 1.3.3. But there are also bistable and monostable regimes. To obtain
the bifurcation diagrams shown in figures 1.29 and 1.30, one just has to draw
an imaginary horizontal or vertical line through the bifurcation set.
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3.0f
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S

Figure 1.32.: Overview of dynamical regimes present in the p53 model. The
p53 DNA damage response is modeled by exploiting the excitable
and oscillatory regimes. The Bogdanov-Takens point spawning the
Hopf curve is omitted for better visibility.

The bifurcation leading to the oscillations in the p53 model is the saddle-
node homoclinic bifurcation [56]. This is a global bifurcation involving a local
bifurcation. What happens at the bifurcation point is, that the heteroclinic
connection of the saddle to the stable fixed point becomes a homoclinic orbit
of the merged saddle-node. This saddle-node then disappears via the local
saddle-node bifurcation and a limit cycle appears near the former homoclinic
orbit. From within the excitable regime, which is considered as operating point
of the model for no DSBs present, the oscillatory regime can only be reached
by increasing the signal S. This is shown in figure 1.33, which is an extended
version of figure 1.29.

The limit cycles of this positive feedback oscillator are born with huge ampli-
tudes, and show only very little dependence on the signal strength up to S ~ 0.5.
In effect, for no or low signal the system resides in an excitable state capable of
showing isolated pulses. In addition, for a stronger signal after the saddle-node
homoclinic bifurcation the system undergoes stable sustained oscillations. These
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Figure 1.33.: Appearance of a stable limit cycle in the p53 model. The LPC2
points mark the saddle-node homoclinic bifurcation. The amplitude
of the oscillations is nearly constant up to S ~ 0.5. The production
rate of p53 is set to C' = 1.4.

are exactly the characteristics found in the p53 single cell data for low vs. high
damage input, which were discussed in section 1.2. The actual functional form
of S = S(DSBs(t)) has to qualitatively reflect these dynamics depending on the
number of DSBs present. This is discussed in the next section. For now what
remains is to simulate some actual deterministic trajectories of the p53 model.

In figure 1.34 the system was first excited by a small initial pulse of AT M*
at t = 0, all other variables were initialized on steady state levels. Then after
this excitation pulse the system settles down to the stable rest state. At ¢t =15
the signal is instantly set to S = 0.4. This moves the system in the limit cycle
regime, and the oscillator is switched on. From the maximal stimulation an
exponential decay of the signal takes place, and the system leaves the limit cycle
regime at t ~ 33. This qualitatively resembles an experiment, in which the cells
are damaged at ¢t = 15. It is a feature of such positive feedback oscillators to
finish the last cycle undamped. The reason for that is, that the orbit of the limit
cycle smoothly transforms into the excitation loop at the homoclinic bifurcation
point. It is noteworthy, that the last pulse is a bit delayed. This is an effect
similar to that one briefly discussed in section 1.3.3, namely that the period
of the oscillator tends to infinity close to the bifurcation point. However, in
practice this region often is negligible small in parameter space, more details
about that can be found in the appendix A.5. Finally, the oscillator has been
switched off and after that the system remains silent as there is no further input.
This undamped switching behavior is qualitatively very different in comparison
to pure negative feedback oscillators. Their switching behavior was already
studied in figure 1.16 of section 1.3.2 and it shows that damped pulses can
generally not be avoided when moving in or out of the oscillatory regime in such
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Figure 1.34.: Deterministic excitable and oscillatory dynamics of the p53 model.
At t = 0 the system is initialized above the threshold and undergoes
an excitation loop. At t = 15, after it settled down to the stable
rest state, the signal is instantaneous set to S = 0.4. This switches
the positive feedback oscillator on. The signal then exponentially
decays and at t &~ 33 the oscillator is switched off. The system still
undergoes a complete last cycle before returning to the rest state.

systems.

In summary the system shows a fairly large region of excitability in parame-
terspace. With increasing signal strength, the system becomes oscillatory via a
saddle-node homoclinic bifurcation. Both regimes have been identified in the
data in section 1.2, i.e. excitable dynamics for low or no external damage signal
and oscillatory dynamics for the strong stimulated cells. For the latter scenario,
the system responds in a digital fashion, i.e. with a discrete number of complete
pulses. These oscillatory pulses are almost indistinguishable from the excitory
ones, which is in agreement with the uniform pulse shapes found in the data. In
the next section, the forcing of the system via an explicit time dependent signal
S(DSB(t)) shall be studied with respect to a simple stochastic model for the
DSB dynamics.
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1.6. Driving the p53 model with a stochastic DSB
process

1.6.1. Constructing a stochastic process for the DSB dynamics

The dynamics of the DSBs are considered as the primary input of the p53 model.
Fortunately, as outlined in section 1.1, single cell trajectories of damage foci are
available. While the direct relation between foci number and number of DSBs
remains unclear, they can still serve as a quantitative marker [63]. Therefore, the
number of foci is treated as the number of DSBs. Typically the DSB dynamics
are described by an exponential model [51], which sufficiently describes the
repair process. However, the half-lifes of the foci show large variability across a
cell population [51, 63].

At first a pool of single cell foci trajectories is analyzed, the same raw data
was already used for ref. [63]. Here the emphasis also lies on the amount of
DSBs present after the repair of the inflicted damage has finished, this amount
is referred to as background damage level. A modified exponential decay

DSBgei(t) = Ny exp M 4 Ny, (1.12)

is fitted to the data. The background damage level is captured by Ny, Ny is the
initial amount of DSBs and 1/ is the decay rate. To capture the exponential
repair process as well as the background level, a dataset with moderate damage
of 5Gy and an observation time of 24h was chosen. Two examples are shown in
figure 1.35.
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Figure 1.35.: Two representive single cell trajectories of the foci number for cells
stimulated with 5Gy. The modified exponential fits are shown as
dashed curves. The fitting parameters according to equation 1.12
are shown below. After an exponential decay of the foci, a mean
background damage level, captured by the fitting parameter N,
remains.
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Repeating the fitting for the whole cell population yields a fitting parameter
distribution shown in figure 1.36.
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Figure 1.36.: Fitting parameter distributions for the modified exponential model
of equation 1.12 describing the foci dynamics. Cells were damaged
with 5Gy and tracked for 24 hours in this data set. The mean
fitting parameter values are shown in the legends.

As reported in the literature, a broad distribution of decay times ranging
from 1-7 hours is found. This indicates a large cell-to-cell variability in the
effective DSB repair times. The mean number of damage loci as captured by
the modified exponential repair model is (Ny) ~ 2.3.

However, in another data set where the number of foci in undamaged cells
was recorded for 12 hours, the mean number of foci in the population is around
(Np) =~ 8.4. The decay visible in figure 1.37 is due to photo bleaching effects.
Given the unstressed conditions, the variability in the foci number within one
trajectory over time could be calculated. Quantified by the variance (Var),
also this quantity varies a lot between cells and ranges approximately from
7 < Var <70.

In summary, exact quantification of the DSB dynamics from experimental
data remains a challenging task. What can be inferred from the raw data
available is the following:

1. Upon damage induction, an exponential decay of the number of DSBs is
observed. The decay rates show a large cell-to-cell variability,

2. After the repair of the induced damage is finished, there is a persistent
number of DSBs present inside the cells also without stimulation,

3. The mean of this background damage is of the order 2 < (V) < 10,

4. This quantity significantly fluctuates over time

Given these characteristics, a stochastic process describing the DSB dynamics
shall be constructed in the following. The sources of the observed stochasticity
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(a) Three exemplary single cell foci tra- (b) Median and quartiles of the foci
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Figure 1.37.: Single cell foci dynamics and population dynamics of unstimulated
cells.

of the DSB dynamics are both the processes which cause the DNA damage as
well as the cellular repair mechanisms. The former include e.g. the errors arising
from mitotic division, the occurrence of radical metabolic byproducts and cosmic
radiation, which are intrinsically noisy. The latter appear to be irregular also
due to various reasons, e.g. different severity of the DNA lesions or different copy
numbers and spatial availability of the proteins involved in the repair process.
As shown in figure 1.37a and as quantified by the variance, the trajectories
show indeed a variability atypical for a deterministic process. The stochastic
process describing the DSB dynamics should be of discrete state, as the number
of DSBs is integer valued, and homogeneous in time for both computational
and analytical tractability. A well studied and powerful theoretical framework
providing these features concerns Markovian birth-death processes [37]. Under
the rather weak assumption, that at a specific instant of time there is only either
one DSB occurring or one is being repaired, it can be readily applied to model
the DSB process.

At first, two rates b and r are defined by the following assignments of proba-
bilities, given that there are n DSBs present at time t¢:

b dt = probability that a new DSB occurs in [t,t + dt]

1.13
nr dt = probability that a DSB is repaired in [t,t + dt]. ( )

The evolution of the DSB process DSB(t) is now governed by the following
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1. An excitable p53 model

probabilities:

bat, ifm=n+1
P(DSB(t+dt) =m|DSB(t) =n) = nrdt, if m=n-—1
1—(b+mnr)dt, if m=n
(1.14)

Following to the reasoning of Gillespie in ref. [37] this process is called the
payroll process and the quantity (b + nr)dt describes the probability that the
process will jump away from state n in the next infinitesimal time interval
[t,t + dt]. Denoting the probability that the process will not leave that state in
the time interval [t,¢ + 7] by Py(7) and the laws of probability give:

Py(r+dr) = Py(7) [1 — (b+ nr)dr], (1.15)
which implies a differential equation with the solution
Py(1) = e~ 4nn)7, (1.16)

Combining this result with the definitions in equation 1.13 and noting that
unconditionally leaving a state at 74d7 and the landing at a new state m = n+v
are independent events yields the next-jump density function given by:

be Otn)T  ify=41andn>0
ppsp(T,vingt) =< nr e CtITif = _1andn >0 . (1.17)
0, otherwise

This density can be fed into the Gillespie algorithm, and providing an initial
condition, DSB(0) = Ny, Monte Carlo simulations of the stochastic DSB process
can be readily computed. The stationary distribution of this process is the
Poisson distribution given by the following density function:

(b/T‘)k e—b/r

ps(n) = " (1.18)
The asymptotic analytical solutions for the mean and variance read:
. b
lim (DSB(t)) = Ny =—, and
freo ! (1.19)
lim Var(DSB(t)) = -.
t—o00 r

These relations only provide the ratio between the two rates b and r. To
effectively reverse calculate the rates from the foci data, dynamical properties
of the process have to be taken into account. The aim here is not to claim or
provide an exact parameter estimation, but to give a reasonable estimation given
the simplistic stochastic model used and the data available. In the following,
the mean foci number NNy is used for the estimation, this already gives b = Nyr.
The first moment time-evolution function for the payroll process given in ref.
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1.6. Driving the p53 model with a stochastic DSB process
[37] reads:

t /
(DSB), = e " (No + / be' dt’>
0

(1.20)
= (N - b) e "t é
r r
Substituting with the asymptotic mean yields
(DSB), = (Ng — Np)e ™™ + Ny (1.21)

The latter formulation remarkably resembles the modified exponential repair
model introduced in equation 1.12. The notion of N, and (V) might be a
little confusing. For the stochastic process, these two are identical, IV;, being
the asymptotic time average of one realization and (INV;) being the asymptotic
ensemble average. For the time series foci data, these two hardly coincide.
Reasons for that are the finite and rather short period of sampling, some
additional cell-to-cell variability and probably some systematic error in the
measurements, as the number of foci is only a proxy for the number of DSBs.
Nevertheless, to advance with the estimation, the l.h.s. of equation 1.21 is
treated as an ensemble average at time ¢t. Solving for the repair rate one obtains:

—1 No — Ny

r=t"ln ((DSB)t — Nb) (1.22)
The time dependence of the rate is obviously artificial, as the rate should be
time independent for a time homogeneous process. And indeed, when using
this formula to reverse calculate the repair rate out of an ensemble of synthetic
data, r is time independent for all 0 < ¢ < t.. An example is shown in figure
1.38. However, when using equation 1.22, one carefully has to observe the
denominator. From a critical time on, the ensemble average at time . gets very
close to the asymptotic average: (DSB >tc ~ Np. This quickly leads to numerical
precision issues, as the denominator converges exponentially fast to zero and
might even turn negative due to fluctuations. This effect is clearly visible in
figure 1.38b. Practically this means, that the estimation of the repair rate r
should be carried out in a time domain, where the trajectories on average are
still decaying. To improve the estimate, an averaging within the respective time
domain [0,¢.] can be carried out and will be done for the inference from the
real data. It is noteworthy, that the relaxation dynamics are needed for the
parameter estimation. An unstimulated ensemble of trajectories corresponding
to stationary dynamics alone would not allow for the described method as this
would correspond to t. = 0.

Having demonstrated that the proposed method for rate parameter estimation
works with synthetic data, now the real data shall be analyzed accordingly.
Because every foci trajectory has generally a different Ny, the data is binned
to form subensembles with comparable initial amount of DSBs. As can be
seen in figure 1.39, the initial amount of DSBs present in the cells has a broad
distribution despite the population received a fixed damage dose. This makes
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Figure 1.38.: Demonstration of the method for reverse calculating the repair
rate given only observations of the stochastic DSB process. The
synthetic data was computed using the Gillespie algorithm, param-
eters are r = 2,b = 5. By estimating the asymptotic mean and
using equation 1.19 all parameters of the stochastic process can
be inferred from observations.

the parameter estimation even more difficult, due to the low sample numbers in
the subensembles.

As there are no principle problems in applying the method for the parameter
estimation, the results for two different subensembles for the 5Gy data set are
shown in figure 1.40. As expected, the results look rather poor as the chosen
ensembles for the 5Gy set only contain 17 and 15 cells respectively. Given the
broad initial distribution and that there are only 63 cells in total, there is no
satisfactory pooling available. But nevertheless, the repair rate was estimated
to be in the order of r ~ 0.325 per hour, which yields an average lifetime of a
damage locus to be around 3 hours. Given the mean damage background level
to be (V) ~ 2.3, the corresponding spontaneous break rate for the DSB process
is b ~ 0.8. Although a similar analysis for the 10Gy set gives comparable values
for the repair rate, this data set is not considered as suitable for the estimation
process. As most of the trajectories have not assumed a stationary dynamic,
the estimation of the background damage level is too vague.

As stated earlier, this by no means constitutes a satisfying or exact parameter
estimation. The author believes to have captured the right order of magnitude,
as it is the same as the mean of the foci-lifetimes extracted from the data in ref.
[63]. But the exact values may still differ substantially from this analysis. But
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Figure 1.39.: Initial DSB distributions for the 5Gy and 10Gy single cell foci

trajectories.

instead of picking some rates by educated guessing, a method was found and
applied to in principle reliably extract the needed information from the data,
given the stochastic process defined above.
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Figure 1.40.: Repair rate estimation for the 5Gy foci data set and based on
the Markovian DSB model. The number of samples in the two
ensembles considered is 17 and 15 respectively. This may explain
at least in part the rather poor performance of the estimation
performance. Nevertheless, the resulting value of r &~ 0.35 has a

reasonable order of magnitude.

In summary, a Markovian birth-death process was formulated to model the
DSB dynamics. A parameter estimation method based on relaxation dynamics
of such processes was constructed, and successfully applied to synthetic data. It
was further applied to the foci trajectories best suited for the estimation process,
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1. An excitable p53 model

and reasonable parameter values were obtained. In the following section this
process shall be applied to the p53 model.

1.6.2. Stochastic forcing of the excitable p53 model

The general idea pursued here is, that a high number of DSBs translates into
a high signal strength S(DSB(t)) which according to the bifurcation analysis
in section 1.5 cause an oscillatory behavior of the model. As the parameters of
the stochastic DSB process have been estimated in the preceding section and
its exponential relaxation dynamics are in good accordance to the foci data,
damaging the cells is simulated by simply starting the process away from its
asymptotic mean with a Ny > Np. On the contrary, the spontaneous pulses
observed in the data and treated as excitation loops in the model may captured
by the stationary dynamics of the stochastic DSB process, independent of
external stimulation. The fluctuations around the mean background damage
may cause a spontaneous p53 pulse if the resulting signal S(DSB(t)) crosses
the excitation threshold of the model. Hence, the specific functional form of S
is crucial for the model performance. On the other hand, the exact molecular
mechanism that triggers an initial amount of active ATM before the positive
feedback kicks in is not known. In summary there remain the following two
degrees of freedom: the threshold for the excitation loop can be adjusted by
varying the parameters of the model and the function S can be chosen freely
to cross this threshold for any DSB number desired. As the parameter set
chosen in section 1.5 already qualitatively reflects p53 pulse properties like shape
and lengths, what remains here is to make the signal function .S explicit. The
analysis is generally restricted to qualitatively show, that the model captures
the p53 dynamics of both stimulated and unstimulated cells.

By forcing the system of ODEs with the DSB process it becomes non-
autonomous, as it strictly already was in section 1.5. There, S = S(¢) was made
explicitly time dependent to illustrate the switching dynamics of the positive
feedback oscillator. As the DSB process itself is stochastic, the p53 model
becomes a hybrid stochastic-deterministic model. When simulating the system,
it is convenient to precompute the DSB trajectory, as their is no feedback from
the deterministic p53 model to this stochastic process. Upon the integration
process, the precomputed realisation of the DSB process DSB,.(t) can now be
treated like a deterministic forcing function.

Before fixing the function S(DSB(t)), the 5Gy foci data set of the preceding
section shall be reconsidered, this time also looking at the concomitantly recorded
p53 dynamics. For that, the data is grouped in two mutually complementing
sets. In the first set the data gets binned with respect to the initial damage
received, measured by Ny. Then the distribution of pulse numbers is evaluated
for the cell in each bin. And secondly the data is grouped according to the
number of p53 pulses a single cell trajectory exhibited, and the ensemble average
of the corresponding foci trajectories is plotted. The results are shown in figure
1.41, and clearly show, that cells with more initial damage and slower repair
dynamics tend to have more pulses. This restates the results from the literature
and also from the data analysis of section 1.2, but here the quantification is
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more exact given the available foci data.
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Figure 1.41.: Relation between foci trajectories and pb3 pulsing for the 5Gy
data set.

The signal function S(DSB(t)) could be of many forms, and there is no a
priori precedence for one or the other. For simplicity a scaled logarithm was

chosen :
S(DSB(t)) =~ In(DSB(t) +1). (1.23)

The single parameter v controls the sensitivity of the signal towards DSBs and
is therefore very essential for the model performance. For example, setting v to
high would not allow for the excitable regime even for stationary DSB dynamics
as the resulting value S(NV,) would already set the system in the limit cycle
regime. Given the mean number of pulses to be around one per 12 hours for
the dataset analyzed in section 1.2, the sensitivity parameter was adjusted to
v = 0.06. The estimated rate parameters for the stochastic DSB process are
fixed to b = 0.8 and r = 0.3, all what is needed to simulate a trajectory is
to specify an initial amount of damage Ny. Some exemplary realisations are
plotted in figure 1.42.

By simulating pools of trajectories, model output statistics for different initial
conditions can be obtained. This facilitates the assessment if the model semi-
quantitatively captures the measured data. In figure 1.43 the IPI distributions
and the pulse number distributions for simulated and measured data are shown.
The IPI distributions are, as discussed in section 1.2.1, a suitable measure, to
demonstrate that the model depending on the initial damage exhibits both
regular oscillatory behavior and irregular excitable behavior. This corresponds
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Figure 1.42.: Four exemplary p53 model trajectories. In figures (a) and (b) the
initial amount of DSBs was set to Ng = 100 which corresponds
to a high damage scenario. Figures (c) and (d) show two tra-
jectories initialized with Ny = 2. These dynamics correspond to
unstimulated cells.

to the strong and weak stimulated cells in the data respectively. The pulse
number distributions illustrate the high variability in the total pulse number
in between single cells for an equal amount of initial DSBs. In the model, the
only source for this variability is the stochastic DSB process but it is sufficient
to generate a heterogeneity similar to that found in the data. However, as
shown in the preceding subsection, the broad distribution of damage loci given
a fixed stimulation strength additionally amplifies the heterogeneity in the data.
Another limiting factor for the congruence between simulations and real data
is measurement noise, which is not assessed at all by the model. Recording
fluorescence signals from living cells introduces many sources of variability in the
signal, even when the tagged protein levels are constant. The measured pulses
therefore show some irregularities, whereas the simulated pulses are always of
equal shape. This effects, that the IPI distributions of the data are broadened
even for the most regular pulsing cells similar to the effects observed for the
noisy limit cycle oscillator analyzed in section 1.2.1.

48



1.6. Driving the p53 model with a stochastic DSB process

0.7 0.30
0.6

% @ 0.25}

g 0.5 =l

> >, 0.20

=04 =

2 3

S 0.3 E 0.15

o o

g

& 0.2 & 0.10}
0.1 0.05

— Control

—— 50ng NCS ||
200ng NCS

— 400ng NCS ||

j=1
OO
(&)
o
o
(=)

10 15 20

0 5 0 15 20 25
IPI (h) IPI (h)
(a) (b)
0.35 — 0.30
’ B N, =0
0.30) B N =120 0.25]
[2] [%2]
= 0.25 2 0.200
o o
S 0.20 3
g o 0.15
o
2 0.15 S
& 8 0.10
& 0.10 ol
0.05 0.05}
00— 2 3 4 5 6 7 8 9 00012 3 4 5 6 7 8 90

Number of pulses

()

Number of pulses

(d)

Figure 1.43.: Model output statistics (left) compared to the results from the
data analysis (right). In figure (a) and (b) the IPI distributions
are shown. Figures (¢) and (d) show the pulse number distribution.
For the simulated data, the initial amount of damage was fixed
according to the legend. Whereas in the measured data, a fixed
dose of the damaging agent NCS was added. Both simulated
quantities are in good agreement with the data.

In this section the p53 model for the response to DSBs is finally complete.
The signaling function was heuristically chosen in a way, that only one additional
parameter controls its sensitivity towards the amount of damage. Taking the
basal p53 activity as a benchmark, this parameter was fixed and model output
statistics were generated. These showed good agreement with the data according
to the IPI and pulse statistics. In the last section, the predictive power of this

model shall be assessed.
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1.7. Reanalysis of inhibitor experiments

The kinase inhibitor Wortmannin (Wm) was used in previous works [7, 62] to
study the effects of transient activation of the p53 network. Wortmannin is a
broad-range kinase inhibitor effectively abrogating the activities of many kinases,
notably the upstream kinases ATM and DNA-PK. In these studies, Wm was
added shortly after the cells were damaged and single cell pulse analysis was
performed. The authors found a reduced number of pulsing cells dependent on
the time point of Wm addition and stated an all-or-none response with respect
to amplitude and widths of the p53 pulses. Consequentially it were these studies,
which first introduced the concept of excitability to explain the p53 dynamics
in response to DSBs.

However, by disabling ATM the p53 network considered here it the model
looses its only positive feedback. The theoretical considerations undertaken
in section 1.3 therefore render an excitable behavior of the model downstream
of ATM as impossible, given that there is no other positive feedback on p53.
Moreover, simulations show a graded dependence of pulse amplitude and width
on the time point of Wm addition, results are shown in figure 1.44. By lowering
the amount of active ATM within a pulse formation process, Mdm2 levels can
recover sooner and P53 is set back to the steady state concentration before a
full pulse can evolve. To address the question if the model maybe still lacks a
prominent feedback mechanism, the raw data used in ref. [62] shall be reanalysed.
In these experiments, the cells were damaged with a high dosage of NCS and
subsequently imaged for six hours. Wm was added at different time points for
each condition and thereafter refreshed to continuously inactivate the upstream
kinases.

An important part of pulse detection for the p53 data involves a threshold for
the minimum amplitude a pulse should have to be identified as such. Also the
wavelet based method used for the analysis here can be deluded by some random
fluorescence signal variations. The fraction of responding cells, the are ones who
show a pulse, as a function of the amplitude threshold is shown in figure 1.45.
As expected the number of detected pulses decreases with increasing amplitude
threshold. The question about the 7ight threshold is hard to answer exactly.
Therefore the subsequent analysis will be done for three representative threshold
values. In the results of ref. [62] a response rate of around 0.6 is reported for
the control condition. This suggests, that a very high threshold was chosen in
their analysis.

To make the effects of Wm on the pulse amplitudes for different thresholds and
also to the results of the model comparable, the pulse amplitude of the control
condition is set to one. With this, the amplitudes of the conditions with inhibitor
addition are given as the ratio of the amplitude of the unperturbed p53 system.
In figure 1.46 the results of the data analysis for three different thresholds and
the model output are shown. The earlier the inhibitor is added the lower are
the pb3 pulse amplitudes to be observed. This effect gets smaller with higher
thresholds for the pulse detection, as this effectively filters out the smaller pulses.
In this sense, with higher thresholds the analysis here converges to the results
of ref. [62]. As already seen in figure 1.44 the model qualitatively shows exactly
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Figure 1.44.: Deterministic simulations of the inhibitor experiments. Dashed
lines correspond to Wortmannin addition after 60 minutes, point-
dashed lines after 15 minutes, of stimulation. The system was
started above the excitation threshold. Upon the indicated time
points, a strong degradation term mimicking the effects of Wm
was switched on in the r.h.s. of the ATM equation of the p53
model. The model predicts lower pulse amplitudes and smaller
widths compared to the control condition.

this behavior, although the effect is more pronounced. Reasons for that might
be that there are some intermediate and redundant kinase species acting on
the P53-Mdm2 core negative feedback which are not covered by this minimal
p53 model. These may longer suppress the P53 antagonist Mdm2 and therefore
buffer the sudden absence of active ATM in time, effectively adding inertness
to the systems dynamics. Additionally, the kinetics of the kinase inhibition by
Wm are unknown. In the model, as can be seen in figure 1.44, its inhibiting
action kicks in instantly after addition. Lowering this rate of inhibition would
trivially lead to bigger p53 pulses in the model. The same analysis for the pulse
widths yields comparable results. However, given the low time resolution in
this data set of only 25 time points for the whole observational period, this
analysis has more uncertainties and is therefore omitted here, As a last remark
it should be stated here, that the analysis was supported by visual inspection
of single trajectories to double check that detected low amplitude pulses are
indeed present in the data and not artefacts of the detection algorithm.

The observation of figure 1.45, that the addition of the kinase inhibitor Wm
lowers the response rate of a stimulated cell population in a time dependent
manner is not captured by the model simulations. This can be understood by
noting, that the timing of the first pulse is very heterogeneous within a cell
population. This is shown in figure 1.47, where the distribution of the peak
times is shown. It is striking that the timing of the detected pulses is shifted
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Figure 1.45.: The fraction of cells to be identified as responding as a function of
the amplitude threshold used for the pulse detection. The addition
of the inhibitor Wm generally decreases the number of cells showing
a pulse. The earlier Wm is added, the more cells show no p53
pulse at all. A comparison to the results reported in ref. [62] show,
that a very high threshold was used in their analysis.

towards earlier time points the earlier Wm is added. It is evident that the
initiations of the individual pulse formations shift accordingly. But this means
that compared to the control condition, the potentially later forming pulses are
much stronger inhibited or completely abrogated by the kinase inhibitor. These
are surely contributing to the lower response rates. As the cell state is modeled
completely homogeneous there is no cell-to-cell variability present in the model
to account for the observed different pulse timings. This explains at least in
part that the lower population response rates upon Wm addition can not be
captured by simulations so far.

In this section the predictions of the model led to a careful reanalysis of
published data. In accordance with the simulations, the inhibitor Wm indeed
has an influence on the pulse amplitude. This is a strong check for model
consistency. If the reanalysis would not have shown such effects, the assumed
underlying regulatory network would have been rendered incomplete, as this
would be a strong evidence for another upstream kinase independent positive
feedback present in the system to predominantly account for the excitability.
Therefore, these results assure, that the positive feedback employed in the model
is indeed important for the excitable pulse formation.
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1.8. Discussing the p53 modeling approach

Every approach to quantitatively describe cellular processes faces the immense
complexity of the molecular interactions constituting a specific cellular function.
This is still puzzling for both the theoretical as well as the experimental biologist.
It is therefore of utmost importance to define and confine the biological problem
as much as possible to keep the complexity as low as possible. One can argue that
especially for pb3 this idea is doomed to fail, as the number of feedbacks involved
with p53 are of the order 100 [14]. Even when only considering the specific
regulation of p53 in response to DSBs, the amount of potentially important
interactions is still hard to anticipate [64].

It was therefore very advantageous for the model construction that experi-
mental findings, especially the ones documented in refs. [7, 62, 87, 96], provided
strong clues, that the four protein species P53, Mdm2, Wipl and AT M are the
key players for orchestrating the signalling cascade in response to DSBs. Incor-
porating the respective mRNA species which are actively regulated during that
response, a pb53 model consisting of only six species could be developed which
semi-quantitatively captures the observed p53 dynamics for both stimulated and
unstimulated cells. In contrast to most published models also the basal dynamics
which are characterized by isolated pulses can be reproduced. The model also
shows a digital response (see figure 1.34 in section 1.5.2) after damage induction,
reported already for the first single cell studies in ref. [57]. The theoretical
concept which allows for that complex model behavior is excitability, which is
a well studied subject of dynamical systems theory. A detailed introduction
to excitability based on the famous FitzHugh-Nagumo model was developed
in section 1.3.3. Applying this theory to molecular interaction networks lead
to the insight, that only systems comprised of at least one positive feedback
can exhibit an excitable regime. Models prior to this work either did not in-
corporate a positive feedback at all [6, 35, 65], or relied on positive feedbacks
which lack a strong experimental evidence [15, 97]. Besides, the concept of
excitability was still not explicitly exploited by the latter. A careful scan of
potential positive feedbacks was done in close collaboration with the Loewer lab
which also provided transcriptome analysis of some promising candidates, e.g.
Caspase-2 [75]. This lead to the conclusion, that the positive feedback is most
likely to be found in the upstream kinases, most notably ATM. The reported
switch like activation of ATM, as it is very sensitive towards low numbers of
DSBs, made it a prominent candidate. However, its specific interactions with
other kinases like DNA-Pks, the MRN repair complex or the phosphorylated
histone variant yYH2AX leading to the positive feedback remain elusive. Further
experimental studies are very eligible here. In the end only a phenomenological
self activation term for the ATM activation was added to the model, which is
presumably an oversimplification. Incorporating the phosphatase Wipl which
effectively destabilizes active ATM and interferes with the positive feedback was
sufficient to introduce excitability into system (see section 1.4).

The model construction was generally supported by extensive single cell
raw data analysis (section 1.2). To reliably detect and characterize the p53
pulses a novel peak detection algorithm was developed (see Appendix A.1). It
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1.8. Discussing the p53 modeling approach

exploits the favorable properties of wavelet analysis of noisy data. In short, by
smoothing the data on many scales the typical data analysis problem of over-
or under-smoothing is circumvented. The distribution of inter pulse intervals
was found to reliably identify dynamical regimes which deviate from noisy limit
cycle oscillators. Applying this tools to measured p53 trajectories lead to the
conclusion that both oscillatory and excitable regimes are present in the data.
The former are most prominent in strong stimulated cells whereas the latter
are found in weak or unstimulated cells. Even for a fixed and high amount
of damage, the pulsatile responses are very heterogeneous with respect to the
number of pulses on a single cell level.

This observed heterogeneity could be further assessed by analysing single
cell damage foci trajectories. Similar to the results of ref. [63], a high cell-
to-cell variability of the DSB repair kinetics has been observed. However,
special attention has been given here to the background damage levels. These
fluctuating DSB dynamics after repair or without stimulation at all serve as the
input for the basal p53 dynamics. A simple yet plausible stochastic process for
the DSB dynamics was proposed to be a Markovian birth and death process
(section 1.6.1). It captures the two essential events, repair of a single DSB and
occurrence of a new DSB, with two rates. Despite the quantitative uncertainties
in the experimental assessment and discrepancies between different data sets,
reasonable values for the rates of the stochastic DSB process could be estimated
from the data. A promising extension of the stochastic process devised here,
would be to make the rates time dependent. By varying the repair rate, different
repair processes dominant in different cell cycle phases as reported in ref. [51]
could be captured. A time dependent break rate could directly reflect the
increase of breaks naturally occurring during DNA replication in the S phase
of the cell cycle. However, these alterations would make the stochastic process
non-homogeneous in time which is beyond the scope of this work. The conversion
of the number of DSBs present and their effective signal strength S(DSB(t))
for the excitable p53 model has been achieved by an ad hoc one parametric
logarithmic transformation.

The proximity of an oscillatory regime in parameter space is a hallmark of
every excitable regime. This is naturally exploited in the model, as it is the
signal strength which determines the transition between these two regimes (see
section 1.5.2). Therefore the number of DSBs determines weather p53 oscillates
or shows isolated infrequent pulses. The time an individual cell spends in the
oscillatory regime is given by the stochastic repair dynamics incorporated in
the Markovian DSB process. Therefore the same amount of initial damage
can lead to different pulse number responses as observed for the measured p53
trajectories (section 1.6.2).

Despite the simplifications and assumptions made during model construction,
it proved to improve the mechanistic understanding of the p53 signaling modul.
Simulations but also just theoretical reasoning pointed to the existence of smaller
and partial pb3 pulses upon ATM inhibition some time after stimulation. Driven
by the model predictions, published p53 trajectories obtained from inhibitor
experiments were carefully reanalyzed and such lower amplitude pulses were
indeed discovered (section 1.7). Thus, data analysis and modelling suggest that
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there is no excitability, e.g. all or none responses, downstream of the kinase
network targeted by the kinase inhibitor Wortmannin. This hypothesis could
be tested experimentally in future studies.

Having all sources of cell-to-cell variability reside in the stochastic DSB
dynamics is most likely the major limitation of the model. It is well known that
protein abundances as well as responsiveness to uniform stimuli differ widely
between cells in a clonal population [95]. One major source of this variability is
stochastic gene expression [29]. Fluctuations around the steady state protein
levels are especially functionally important for low abundances. However, studies
like the one in ref. [85] showed that the key players considered here, namely p53,
Mdm2, Wipl and ATM, are all highly abundant in mammalian cells. This, and
also the observation of rather smooth and regular p53 pulses, greatly reduces the
possible impact of stochastic gene expression on the p53 system. This should
not be that surprising, given the crucial role p53 plays in securing the genomic
integrity and cell cycle progression. A fact which might play an important role
is that also the levels of highly abundant proteins are variable within a cell
population and they can have long, i.e. several cell cycles, mixing times [88].
On the contrary, the steady state concentrations and also all the production and
degradation rates are the same for all “cells” described by the model. Another
potential source of variability in cell responses given the same number of DSBs
is the spatial distribution of the damage loci. The exact processes triggering the
fast and global ATM activation are not well understood so far. If nucleation
processes play an important role, the location of the damage loci and the
spatial availability of damage sensors and other mediators may be important.
In summary, for the present model a fixed trajectory of DSBs, deterministically
translated into the signal strength S(t), will trigger identical system responses
for all simulated cells. This is needless to say not observed in experiments
[63]. Including a meaningful cell-to-cell variability in the model downstream of
the DSB process is a challenging task for the future. It will ultimately effect
the excitation threshold and could thereby explain the observed variability in
responsiveness.

An interesting finding which might be of more general significance concerns the
switching behavior of biological limit cycle oscillators. Oscillatory dynamics are
reported for a broad range of cellular processes including metabolism, signaling,
locomotion or cell division. For many of these oscillatory processes it can be
expected that the oscillations are not running forever, but instead that they are a
well regulated response towards a changing environment. For example oscillatory
signaling might be initiated or terminated by extracellular stimuli, or metabolic
oscillations might depend on the available nutrients. By observing the onset or
the termination of such oscillations, results from dynamical systems theory allow
for a qualitative inference of the regulatory network which accounts for these
oscillations. The route to limit cycle oscillations for a negative feedback system
always implies strong damping in amplitude during the switching between an
oscillatory regime and a steady state. On the contrary, for a positive feedback
oscillator the oscillations are generally born with huge amplitudes. The reason
for that distinct qualitative behavior is the type of bifurcation leading to the
oscillations. For negative feedback oscillators this is the supercritical Hopf
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1.8. Discussing the p53 modeling approach

bifurcation, which directly yields stable oscillations of arbitrary small amplitudes.
In the case of the positive feedback system the route to oscillations is more
complicated. A subcritical Hopf bifurcation with a subsequent bifurcation of
limit cycles is one way to reach stable oscillations. Another possibility is the
saddle-node homoclinic bifurcation, where the saddle collides with a stable limit
cycle. Excitability class I regimes are most likely to be found in the proximity of
such bifurcations. Also, strictly speaking, positive feedbacks are only necessary
for these type of oscillators, they do not guarantee such complex bifurcation
structure. However, reversing this argument implies that pure negative feedback
systems are incapable of excitable dynamics and switch oscillations on and
off always with varying amplitudes. This was the main argument for the
conclusion that the known feedbacks of p53 involving Mdm2, Wipl and ATM
are insufficient to explain the systems behavior. It should be noted, that when
omitting the switching behavior and no isolated pulses are observed, the popular
negative feedback oscillator models certainly match the observations of sustained
oscillations and are comparatively simple to employ. The future prospective
would be to survey other cellular oscillators and check their established regulatory
network for consistency in this regard, e.g. the transforming growth factor
might be a promising candidate [2, 110].
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2. Hierarchic stochastic modelling of
intracellular Ca?"

So far, an intracellular signaling system focused on p53 was modeled by an
underlying deterministic dynamical system exhibiting regular limit cycle behavior
and irregular excitable behavior driven by noisy DSB dynamics. The observed
pulsatile dynamics indicated a regulatory network comprised of at least one
strong positive feedback, which precise molecular basis still has to be found. In
the second chapter of this work another important intracellular signaling system,
focused on the messenger molecule Ca?*t | shall be investigated. Interestingly, it
also exhibits irregular pulsatile, although more spiky, dynamics. However, the
positive feedback allowing for such sharp excitable dynamics is well known in
the case of Ca®* signaling. It is termed calcium induced calcium release (CICR)
mechanism and will be explained in the following introductory section. Because
the Ca?t spikes themselves are very short compared to a typical inter spike
interval, the system can be modeled adequately by focusing on the stochastic
spike occurrence times. In contrast, for p53 the IPIs were of the same order
of magnitude as the pd3 pulse width. Additionally, the recorded single cell
Ca?* trajectories generally show a very high degree of variability. Therefore
all mechanistic processes are captured by probabilities and the Ca?* signaling
model to be discussed is completely stochastic.

The results and findings presented here are based on recently published work
[72, 105] by the Falcke group. Experimental results shown were done by co-
authors Kevin Thurley from the Falcke group and Stephen C. Tovey and Abha
Meena from the Colin W. Taylor lab at the University of Cambridge.

2.1. Introduction to intracellular Ca®>" signaling

Ca’T is a ubiquitous intracellular messenger transmitting information by repeti-
tive cytosolic concentration spikes. It is involved in key cellular functions like
proliferation, metabolism and apoptosis, as well as in cell type specific functions
like muscle contraction or insulin secretion [9, 30]. The intracellular Ca*
dynamics can be captured by life cell imaging using fluorescent calcium sensitive
dyes [9, 30]. A typical outcome of such an experiment are single cell Ca?* spike
trains, a few examples are shown in figure 2.1. The main descriptor of these
spike trains is the interspike interval (ISI) distribution. The ISI was originally
defined in the exact same way as the IPI is defined in the case of p53 signals
discussed in the first part of this work. It is simply the time period between
two consecutive Ca?t spikes. It has been demonstrated by analysis of the ISI
distribution that these Ca?t signals are repetitive stochastic events [26, 90].
The main argument here is, that the average ISI (Tay ) is of the same order of
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2. Hierarchic stochastic modelling of intracellular Ca**

magnitude as its standard deviation . Moreover, a large cell-to-cell variability
of T,y is observed. Strikingly, the relationship between T, and o is linear, and
its slope is a robust cell type specific property [90, 103].
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Figure 2.1.: Schematic overview of the Ca’t release mechanism, a detailed
description can be found in the main text. Additionally three
exemplary Ca’*t spike trains are shown. Analysis of the interspike
interval distribution revealed the stochasticity of these intracellular
Ca?* signals. Figure taken from ref. [105]

An important class of Ca?* signals is mediated by Inositol-1,4,5-trisphosphate
(IP3), whose production is facilitated by G protein coupled cell surface receptors
[9, 30]. Upon binding of an extracellular ligand to the receptor, phospholipase
C (PLC) gets activated and cleaves membrane phospholipids which yields IPj .
This then binds TIP3 receptors (IP3Rs) in the endoplasmatic reticulum (ER) and
thus sensitizes them for activation by Ca?*. Active IP3Rs act as Ca?t channels,
releasing Ca?* ions from the ER lumen into the cytosol. Sarco-endoplasmatic
reticulum Ca’t ATPases pump Ca’T back into the ER after release. The
transient increases in cytosolic [Ca?T] trigger downstream effects like activation
of protein kinase C [9, 74]. IP3Rs are organized as clusters of about 1 to 20 IP3R
molecules [68, 91, 98]. A schematic overview of the release mechanism is shown
in figure 2.1. Upon sensitization by IPs, the clusters are successively activated
by Ca?T-induced Ca?* release (CICR). This mechanism is based on the opening
probability of IP3Rs, which increases with the local Ca®* concentration, up to
a threshold value where further increase of the Ca?* concentration becomes
inhibitory [10, 99]. The clustering of IP3Rs implies that cellular Ca?* signals
result from a hierarchic cascade of single channel opening (’blips’) over cluster
opening ('puffs’) to opening of several clusters ("wave’ or ’spike’). Stochasticity is
reported for all of these events [67]. Thus, the Ca?* spikes arise by a multiscale
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stochastic process emerging by clustering of IP3 receptors.

An approach to model such complex stochastic systems was coined hierarchic
stochastic modeling (HSM), its theoretical developments started already some
years ago [61, 79]. The successful application to Ca?T dynamics was achieved
recently [103] and further analytical insights were gained even more recently
[72] and shall be presented in the following.

2.2. An analytical approach to hierarchic stochastic
modelling

In this section the general theoretical framework involved in hierarchic stochastic
modeling (HSM) shall be developed. At first, the general idea to refrain from
a pure Markovian description shall be motivated. The formal consequences
including semi-Markovian processes, the correspondent non-Markovian Master
equations and the concept of probability fluxes will be discussed subsequently.
Finally, a specific Ca?T model developed in ref. [103] shall be analytically solved
in the context of a first passage time problem.

2.2.1. What is HSM ?

The main goal of HSM is a state space reduction without fully neglecting the
microscopic dynamics of the system. As to be seen in the following, this effectively
implies a semi-Markovian description. However, the greater theoretical challenge
is paid off well by a substantial reduction in the number of free parameters in
the model. Additionally, it makes the theory readily applicable to experiments,
which especially in molecular biology rarely observe microscopic state changes
directly. This is due to the enormous complexity of actual molecular interactions
often found for elementary cellular processes such as transcription, translation or
Ca?t signaling. The many cooperative interactions translate via combinatorics
to high dimensional state spaces which in turn make the application of standard
methods like the chemical master equation often intractable. The integration
of many microscopic states into one mesoscopic observable state is therefore a
naturally choice for the description of intracellular processes and is the core idea
of HSM.

When describing a receptor channel molecule, often the main question of
interest is if the channel is open or closed. The receptor molecule might have
many internal states where only one corresponds to the channel being open
[22, 93]. However, in a standard Markovian description, all internal state
transitions have to be described, also the ones which are not leading to an
opening event. The classical master equation reads

N
*P] => [Qh — quP) (t )] (2.1)

=1

Here, N is the number of system states and Pij(t) = P(i,t|j,0) is the conditional
probability that the system is in state ¢ at time ¢ conditioned by being in state
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j at time ¢t = 0. The ¢;; are the rates for the microscopic state transitions ¢ — .
As an example the state space of a single hypothetical channel molecule with four
internal states is shown in figure 2.2. The system becomes quickly intractable
if one considers multiple, say N, copies, of such a receptor as the state space
dimension grows by a power law N ~ 4Nen However, only transitions to or from
state x4 change the functional state of the channel, all other internal transitions
do not trigger an opening or closing event. Thus, on a higher systems level
where these internal dynamics are of no explicit interest, an integration of all
microscopic states corresponding to the observable closed state is reasonable.
Together with a corresponding open state this effectively reduces the number of
states per receptor to two, S7 and So. Given that realistic channel models often
consider eight or more internal states [22], this greatly reduces the state space
dimension, which now grows according to N ~ 2/Ven,

A
T q12 B
1 q21 x2 T1 = TLo—>T1—>T2 —>»>T3—> T4
— w) aQ 2
alls NAREN v \/
Uqo(t)
T3 q34 T4 S — 5
qa3
C
Ty — Z;
5 Sl — Sk
o
o
c
.0
:‘5)‘
c
©
time

Figure 2.2.: (A) State space of a hypothetic Ca?* channel with four microscopic
states and associated Markovian transition rates g; j. The channel
is considered as open only for state x4 and closed for all other
states. (B) Sketch of the HSM ansatz which combines many mi-
croscopic states z; to fewer functional observable states S;. (C)
The transitions between this functional states are modeled by non-
exponential waiting time densities ¥; ; in contrast to the exponential
waiting times with rates given by the ¢; ; describing the Markovian
transitions between microscopic states. Figure taken from ref. [72]

In a standard coarse-grained stochastic systems description, simple rates would
be assigned to the transitions between S; and S5 to preserve the Markovian
properties of the model. This would, however, completely neglect the underlying
microscopic dynamics. A more realistic approach is to consider explicitly non-
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2.2. An analytical approach to hierarchic stochastic modelling

exponential waiting times W;; for the observable state transitions, as these
still carry information about the underlying microscopic state transitions. In
the following, the corresponding mathematical framework called semi-Markov
processes shall be introduced. The concept of ordinary Markov processes shall
also be briefly discussed in that context.

2.2.2. Semi-Markov processes

The stochastic process of consideration X (7)) has the finite sample space
Q2 =1{0,1,..., N} consisting of all states the process can visit. The T,, € RT form
the sequence of transition times between these states with To <17 < ... < T,.
Now transition probabilities according to

Qij(1) = P{Xnt1 = j, Tnp1 — T < 7| X = i} (2.2)

can be formulated. The process is temporally homogeneous by noting the
independence of @Q; j(7) from n, and it is also assumed @Q; ;(0) = 0.

A process which is governed by Eq. 2.2 is called a semi-Markov process [16,
20, 83], with Q@ = {Qi;(7);4,7 € Q,7 € RT} forming a so called semi-Markovian
kernel. The reasoning behind that terminology will be briefly summarized. By
defining

pi,j = lim Qi’j(’r) (23)

T—>00
one gets the transition probabilities for the i — j transition of the embedded
Markov chain with normalization condition Z;Vi pij = 1. In case of a pure
Markov process with unconditioned transition rates ¢; ;

qlv]
Pij= =N (2.4)
Zﬁi;&j 4qi.k

holds. Now one can define the following probability distributions:

Gi;(1) = QZpJ(T) =P{Th1 -1, <7|X,, =49, Xpns1 =7} (2.5)
i,

The successive visits of the process X,, form a Markov chain with transition
probabilities p; j, whereas the length of the sojourn time intervals [T5,, T;,41) are
given by the distribution functions G ;(7). If these distributions can be written
as G j(1)=1—e" 2ok GikT = G;(7), than the process is a pure Markov process
with rates g; j, the sojourn times are exponentially distributed and independent
of the next state. In that case the process is memoryless, which means that

P{TnJrl - Tn > 5+ t’Tn+l > t} = P{Tn+1 - Tn > 5}7 (2'6)

for s,t > 0 applies.

In conclusion, a semi-Markov process (X, T),) still fulfills the Markov property
with respect to the subsequent state transitions, but allows arbitrary (with
respect to 3, Tli_)rglo Qi (1) = 1) sojourn time distributions and hence looses its

memorylessness with respect to the transition times 71,1 — T5,. It is therefore
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the ideal framework to apply the desired non-exponential waiting times used by
the HSM approach, now exactly defined by:

d
EQi,j('r)dT =V dr =P{t <Tpp1 — T, <7 +dr|Xpp1 =7, Xpn =1} (2.7)

Therefore, the term conditioned waiting time seems appropriate. By noting
that the transition probabilities of the embedded Markov chain are given by
pij = Jo~ Wi ;(7)dt, the semi-Markov process is completely defined by a set of
conditioned waiting time densities. Also note that by definition of the transition
probabilities in Eq. 2.2, the time variable 7 does not correspond to a systems
time, but describes the wait after the last transition 7;,.

2.2.3. Non-Markovian master equations and first passage times

By substituting the Markovian rates ¢; ; with the semi-Markovian waiting time
densities W; ; to describe the state transitions ¢+ — j, the conventional Master
equation is no longer applicable. It is replaced by a more general formulation:

dP;;(t) & N
WO S a0 - 1), (2.8
I#] I#]

which employs the concept of probability fluxes. I f j(t) denotes the probability
flux for the transition from state [ to 7 under the condition that the process
started at state ¢ at time 7y = 0. Following the arguments of ref. [79] these
fluxes are in turn recursively determined by the waiting time densities:

. t Nzn . )
Ii;(t) = /0 Wyt —7) > I (r)dr + fi5(t). (2.9)
k

This is a convolution of the conditioned waiting time to go from state j to [ and
all incoming fluxes to the state j. The fli’j are the initial fluxes with fli’ j(t) =0
for ¢ # [. Plugging this equation into the non-Markovian Master equation 2.8
yields an integro-differential equation for the probabilities P; j(¢). Because the
integral equation for the fluxes constitutes a convolution kernel, a solution by
the Laplace Transform L{f(t)} = [ e ! f(t)dt = f(s) seems promising as

L{f() xg(t)} = L{f ()} L{g(8)} (2.10)

holds. This effectively turns equation 2.9 into an algebraic problem for the
Laplace transformed fluxes I, Z i which can be solved by standard methods given
a transition structure defined by a set of ¥; ;’s. The application to a specific
Ca?t spiking model is the subject of the next subsection.

An important quantity for stochastic processes with many applications is the
first passage time (FPT), given by a FPT density Fj ;(t). It assigns a probability
that the stochastic process started in state ¢ at time ¢t = 0 will first visit state j
at time t. The state j often constitutes a threshold or is special by other means,
so it is of interest to assess its FPT distribution. An elegant way of obtaining an
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expression for the FPT is the renewal equation [107]. It formulates the general
identity that the probability to start in state ¢ at time 0 and to be in state j at
time ¢ with ¢ # j is equal to the probability to arrive there for the first time at
any time between 0 and ¢ and to recur there at time ¢

Pt) = /Ot drFyj(t — 7)Py (7). (2.11)

This constitutes an integral equation with convolution kernel for F; ;(t), by using
equation 2.10 the algebraic equation for the Laplace transformed FPT reads

~ p .
F;(s) = fﬂi@ (2.12)
Pj;(s)
As the Laplace transform is also used to solve for the probability fluxes, what
remains is to transform the non-Markovian Master equation 2.8:

5151-’]-(3) — 51']‘ = Zili,j(s) - ZINJZ’[(S) (213)
l l

Putting everything together one obtains a formula for the Laplace transformed
FPT density: ~
- I (s) =S, It (s
EJ‘(S) _ ij l,]( ) E:NIJ ],l( ) )
2 Iz,j(s) -2 Ij,l(s) +1
Together with equation 2.9, a set of waiting time densities ¥; ; completely

determines the FPT problem as an algebraic problem in Laplace space. The big
advantage of this approach emerges by noting that

(2.14)

o -
" 9s (s)

o0
_ / ¢ f(t)dt, (2.15)
s=0 0
which equals the first moment of ¢t when f(¢) is a probability density. By
successive application of the derivative with respect to s one obtains for the
moments of the FPT density:
o" -~
n n
(") =(-1) @Fi,j(s)

— (2.16)
Hence, it is possible to calculate arbitrary moments from the Laplace transformed
FPT density Fi,j without facing the often cumbersome back transformation to
the time domain.

Before directly applying this analytical method to a complex real life example,
namely stochastic Ca?* signaling, it shall be demonstrated on a small example
system in the next section. There, also the conceptual differences between
Markovian and semi-Markovian system descriptions shall be briefly discussed.

2.2.4. A simple semi-Markovian system

In this section, the developed analytic method to solve the FPT problem for
semi-Markovian systems shall be demonstrated on a small example system.
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Additionally, some considerations about the equivalence of semi-Markovian and
Markovian systems in the context of FPTs shall be developed. The system
under consideration is a linear chain comprised of only three states. Therefore,
the system exhibits a simple transition structure shown in figure 2.3.

Ui Vo1
PN RN

N T~ T
Vo1 Vo

Figure 2.3.: Schematic state space and transition overview of a small example
system, which only has three states and constitutes a linear chain. Is
is used to demonstrate the developed first passage time formalism in
the preceding section. If this system is Markovian or semi-Markovian
depends on the definitions of the conditioned waiting times W, ;.
Both cases will be studied in the main text.

Without fixing the conditioned waiting times V¥, ;, the transition structure
imposed in figure 2.3 is sufficient to derive a general solution of the FPT problem
to go from state 0 to state 2. Equation 2.14 of the preceding section gives the
Laplace transformed FPT density in terms of the Laplace transformed fluxes.
The fluxes in turn are given by the solution of equation 2.9, which in Laplace
space is a matrix equation:

IV =9+, (2.17)
basic algebra yields _ o
7 =(1-w)l. (2.18)

Here I/ denotes the vector of the probability fluxes T/ = (fgl, by, T J,,I3)) and
the f7 are the initial function vectors £ = (¥gy,0,0,0) and 2 = (0,0,0, Uy).
The superscript denotes the respective initial state of the system, where both the
starting (0) and the destination (2) state are needed given the renewal approach
in equation 2.11. Finally ¥ is the matrix of conditioned waiting times, which is
completely determined by the transition structure of the simple example system:

~0 01 0 ~0
= Vip 0 0 Wy
¥—| = .
P 0 0 12
0 0 WPy O
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The matrix equation 2.18 is an inhomogeneous linear system of equations for
the Laplace transformed fluxes I;; which can be solved exactly by standard
algebraic methods. The solution yields all Laplace transformed fluxes as algebraic
expressions of the Laplace transformed waiting times. Plugging these in equation

2.14 gives the general solution of the FPT problem in Laplace space:

B Uy
Fyo(s) = —2 712 (2.19)
1— ¥V
Following equation 2.16 the mean first passage time is given by:
(o2 = ——-Fya(s) (2.20)
0.2 7 Tt 02 Ly '
After differentiation and defining T =1 — \1101 \i/w one obtains:
1 @01@/ \i/l[) ~ ~ @01@12\1}/ ~ ~
(tho2 = T K'fm + Uy | Tia + Tw + Uly | Yoy 0,
s=
(2.21)

where the variable s was suppressed for better readability. This equation only
contains expressions of the form ¥, ;(0) and \Tl; ;(0) which have a straightforward
interpretation. By using the Laplace transformation property shown in equation
2.15 and the definitions of the preceding section about semi-Markovian systems
(equations 2.5 and 2.7) one obtains:

v;;(0) = /0 ;i (t)dt = pi
¥ 0) = - /0 £ (8)dt = —pi T, (2.22)

Here the p; j are the familiar transition probabilities of the embedded Markov
chain and the T; ; are the individual mean waiting times to go from state i to
the adjacent state j. Applying these relations to equation 2.21 finally gives:

(57" = - (Ton + puTao-+ piaTia). (22
Hence, the mean FPT only depends on the mean individual waiting times 7; ;
and the transition probabilities p; ;. This general solution, i.e. no specific ¥; ;’s
have been used yet, allows to compute the mean FPT without the need for a
single explicit Laplace transformation. It additionally paves the way to assess
the equivalence of Markovian and semi-Markovian systems with respect to FPTs.

To introduce a Markovian systems description, rates are assigned for each
transition:
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The theory of continuous time Markov chains [37] states that the unconditioned
waiting time densities are the following: ®o(t) = Ae™, &1 (t) = (a + v)e~ (@t
and ®o(t) = ve 7', By considering the transition probabilities of the embedded

(discrete time) Markov chain, namely po; = 1, p1g = %ﬂ’ Do = a%r,y and

p21 = 1, we can define the Markovian conditioned waiting times according to
the definitions of section 2.2.2:

o1 = poi®o=Are M

g = pio®; = el

Uiy = piady = el

Uy = po Py =e . (2.24)

The individual mean waiting times are Ty = 1/\, Ti o = T2 = 1/(a +7)
and 751 = 1/v. Noting the symmetry 77 ¢ = 77 2 simplifies equation 2.23 even
further, therefore the solution of the Markovian FPT problem is:

1 At a+y
t Markov _ T T —
{t)o, o (Top +T12) = ———

(2.25)

A striking feature of Markovian systems is that the waiting time distributions
are the same for all possible transitions from a specific state 7. This symmetry
implies for the conditioned waiting times

WYerken (t) = pij®i(t) = gie” 2y it (2.26)

where the sum goes over all directly adjacent states. The Markovian waiting
times are given by ®; = }; qiyje_zq%ft and the transition probabilities by
Pij = qi/ >_j 4i,j- Moreover, for Markovian systems the transition probabilities
and the individual waiting times are not independent, but are both determined
by the rates ¢; ;. On the contrary, for semi-Markovian systems, transition
probabilities and transition times are completely independent:

W) = pi i (D). (2.27)

Here the ®; ;’s are arbitrary probability density functions on the non-negative
reals and the transition probabilities can be freely chosen as long as >, p;; =1
is fulfilled. This has far-reaching consequences, e.g. highly probable transitions
can be arbitrarily slow and vice versa. In the spirit of HSM, it is interesting to
think about how to (re-)construct the large Markovian (microscopic) system,
which, with the right state space partitioning, operates a specific semi-Markovian
(observable) systems dynamic. Although, this is beyond the scope of this work.

Finally, Markovian and semi-Markovian systems with the same transition
structure are equivalent with respect to the mean FPT, if the transition proba-
bilities and the mean individual waiting times are the same for both systems. In
particular that means that T; ; = T; must hold for the semi-Markovian system,
which is a symmetry Markovian systems naturally obey. Although this does
not necessarily impose a symmetry on the semi-Markovian waiting times (i.e.
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2.2. An analytical approach to hierarchic stochastic modelling

®; ; = ®;), as only their first moment must coincide. It is straightforward
to extend this argumentation to the nth moment of the FPT, as this would
lead to an expression for <t"> containing all derivatives of the waiting times:
[@,.,(0), \i/fi,j(O), -, U1:(0)]. Hence, if also higher moments of the individual
waiting times coincide, there is still equivalence. Although in practice, already
the variances (2nd moment) of the semi-Markovian ®; ;s will generally differ
from the variances of the Markovian exponential waiting times, which are simply
given by T2 = 1/(3 ¢:5).

Having now assembled and demonstrated all theoretical tools needed for an
application of HSM to Ca?* signaling, a specific analytically treatable Ca?*
model shall be analysed in the following. The non-exponential waiting times
defined in the context of semi-Markov processes will be employed to describe the
intracellular stochastic Ca?t release process. The inter spike interval statistics
will be treated as a FPT problem, which solution strategy was outlined in the
previous section.

2.2.5. Explicit solutions for the tetrahedron Ca?* model

The intracellular Ca?* release mechanism functions, as introduced in section 2.1,
by subsequent openings of IP3 receptor clusters. These IP3Rs are sensitive both
towards IP3 , which concentration is controlled by an external stimulus, and Ca?*
, which concentration is dependent on already open IP3Rs . This calcium induced
calcium release (CICR) mechanism constitutes a positive feedback, where the
opening of a single IP3R may eventually trigger a global Ca?t wave. Such an
event is characterized by the short-lived cellular state where the majority of the
IP3R clusters are open, evoking a sharp Ca’t concentration spike. The CICR
mechanism heavily relies on spatial coupling between the IP3Rs , mediated
by Ca?t diffusion. The diffusion profile upon the opening of an IP3R had
been characterized as very steep [101]. This effectively means, that the IP3Rs
constituting a cluster are almost certainly coupled, whereas all other more distant
IP3R clusters only open with a certain probability determined by the local Ca?*
concentration. This opening probability is therefore generally dependent on the
number of already opened IPsR clusters and their respective distances. The
model under consideration here exploits the spatial symmetry of a tetrahedral
arrangement and consequentially consists of only four clusters [103]. All states
with the same number of open clusters are equivalent with respect to the
resulting Ca?t concentration profile. For this specific setting, the clusters
are interchangeable and the opening probabilities are only dependent on the
total number of open clusters as they are all equidistant. In summary the
system consists of N = 5 distinct states Sp, ..., 54 ordered in a linear chain,
corresponding to (0,1,2,3,4) open clusters. A schematic overview of the model
is shown in figure 2.4. The HSM approach applies to the cluster opening and
closing probabilities, the 'puffs’, which are described by non-exponential waiting
times. The microscopic single channel dynamics, the 'blips’, within a cluster
are not explicitly considered, which greatly reduces the state space. A Ca?*t
spike is defined to occur when the system is in state S;. The ISI is therefore
defined by the time the system takes for the transition from state Sy to state Sy

69



2. Hierarchic stochastic modelling of intracellular Ca**

and corresponds to the FPT Fj 4. The moments of the ISI distribution can be
analytically calculated according to the method devised in the previous section
2.2.3. Before constructing the model, the meaning of such an idealized and small
Ca?* model shall be discussed briefly. Firstly, the initiation of a global cellular
Ca’* release wave, called wave nucleation, often arises from an initial event with
a few clusters involved. Preferred nucleation areas have indeed been observed,
e.g. in hepatocytes [25]. The minimal number of open clusters causing a global
spike with almost certainty is called the critical nucleus. In that sense, modeling
only a small number of clusters can be sufficient to capture the global Ca?*t
dynamics. Secondly, this simplified Ca?* model has led to powerful predictions
which were experimentally verified [105] and which shall be discussed later in
this work in section 2.5.
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Figure 2.4.: Schematic state space and transition overview of the tetrahedron
Ca?* model, constituting a linear chain. Four clusters are considered,
which due to symmetry make up to five states, corresponding to
(0,1,2,3,4) open clusters, in total. The interchangeable system
states are depicted as sets of four circles each, a @ marks a closed
cluster and a o marks an open cluster. Without the enforcement of
spatial symmetry, the system would consist of up to 16 disparate
states.

At first, the waiting time density for the closing of a single IP3R cluster,
U.(7) shall be examined. As stated earlier, such a cluster consists of a number
of single IP3Rs acting as Ca®t channels. The individual channels in a cluster
close independently with closing rate v, which does not depend on the Ca?*
concentration and is a molecular property of the IP3Rs [91]. The channel closing
rate has recently been determined by total internal reflection fluorescence (TIRF)
microscopy and is v = 59 s~! in SH-SY5Y cells [91]. Based on that, the waiting
time density for closing of an IP3R cluster with on average N, channels involved
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in a puff is given by:
—T —YT Nch_l
V(1) =Ngpye 77 (1—e7) . (2.28)

For the opening probability densities, no such straightforward derivation as
for the closing times is possible. Their general form has been experimentally
assessed by inter puff interval analysis of single IP3R clusters [104], and ap-
proximations by gamma distributions have shown reasonable simulation results
[103]. Here another two-parameter distribution, termed generalized exponential
(GE) function [42], shall be used to capture the opening transition of a single
cluster ¥, (7). The main reason for this specific choice is, that GE functions are
better suited for an analytical treatment involving Laplace transformations, as
needed to solve for the FPT problem. Besides, their closeness to the gamma
distribution has been established [41]. It reads

Uoi(T) = aihi (1— 67’\”)%_1 e N, (2.29)

a > 1 is the shape parameter and A > 0 is the scale parameter. The waiting
time distributions depend on [Ca?*] and consequently on the number of open
clusters. Therefore a subscript ¢ is added, i.e. ¥, ; which describes the opening
probability of a cluster at system state . The determination of the dependence
of the parameters «; and A; on cellular parameters is based on computations by
a method developed in an earlier study by the Falcke lab [46, 102]. The method
uses the De Young-Keizer model [22] for the description of the individual IP3Rs .
On the basis of that model, the ¥, ;’s can be computed from the master equation
describing the random channel state changes. Briefly, the De Young-Keizer
model assumes that a channel is open when three out of the four subunits of
the IP3R are bound by IP3 and activating Ca?*, but not by inhibiting Ca?*.
The transition rates between the states could be determined by experiments
to some extent. Analytical approximations to the simulation results then give
functional relations of the form a;(x) and \;(x), where x = [Ca?"], [IP3], Ngp.
Details can be found in the SI of ref. [72]. The opening of the very first cluster,
a puff, is well described by a Poisson process which has a exponential waiting
time density [103, 104]. Hence, for ¥, one has o = 1 and the puff rate was
experimentally [104] determined to be A\g = 0.31s.

The probability not to have left a state by time 7 after arrival at time 0 is
Voe(T) = 1= [ o c(7')dr’, for opening or closing of a single cluster, respectively.
It is noteworthy to restate, that in accordance with the frame work of semi-
Markov processes introduced in section 2.2.2, the time variable 7 does not
correspond to a systems time, but describes the wait after the last transition to
state 7. A specific transition from 7 to 7 &= 1 open clusters, is the product of the
probabilities that all but one cluster remain at their respective states multiplied
by a opening or closing waiting time density:

Wiit1 = (4—1i)thos X (&c)l o (1;072‘)371'
-\ N
\I/i,i—l = ’ﬂ/}c X (wc) X (wo,i) , (230)
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where the prefactors account for the multiplicity of the transitions. The individ-
ual opening time and closing time probability densities as well as the constructed
conditioned waiting times W; ; are shown in figure 2.5.
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Figure 2.5.: Individual opening time and closing time probability densities
(Po4, U.) and the conditioned waiting time densities for the con-
secutive opening transitions, constructed out of the closing (V)
and opening (¥, ;) densities for the tetrahedron model according to
equation 2.30. The colors in the legend depict the system state in
terms of the number of open clusters (S;,7 =0,1,2,3,4).

Now that the transition network for the Ca?* model, constituting a simple
linear chain, has been fixed, the solution strategy for the FPT problem can be
explicitly employed. At first the set of probability fluxes shall be calculated. By
writing the set of fluxes as a vector I/ (¢) and by writing the conditioned waiting
time densities in an appropriate matrix ¥(¢), the system of integral equations
given by equation 2.9 can be written in Laplace space as

(1— %)V =f. (2.31)

This is an inhomogeneous linear system of equations for the Laplace trans-
formed fluxes I;; which can be solved exactly by standard algebraic meth-
ods. The solution yields all Laplace transformed fluxes as functions of the
Laplace transformed waiting times. The flux vector can be written as I =

(131> oy Koy s Iy 1 s Iz v—1) With N = 4 and the initial function vectors for
the r.h.s. of Eq. 2.31 are f0 = {51-0@071} and f8 = {51-8@473}, i=1,...,8. The
waiting time matrix W is completely determined by the set of equations given
in Eq. 2.9 and reads
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2.2. An analytical approach to hierarchic stochastic modelling

As can be seen in Eq. 2.31 there are actually two sets of fluxes, reflecting the
two distinct initial states needed for the FPT calculation based on the renewal
equation. This formula 2.14 simplifies for the tetrahedron model to

(2.33)

Plugging in the solutions of the linear system given in equation 2.31 yields the
Laplace transformed FPT density:

o0y 00305,
1 =W 1Wi10—W12oWo1 — Wo3Wao+ Vo 1V oWa3Ws39

Fou= (2.34)

It is an algebraic expression consisting solely of Laplace transformed transition
waiting times W; ;(s). The Laplace transformations of the underlying opening
and closing waiting times are given in the Appendix B.1. The first moment
of this FPT density corresponds the average ISI (T, ) in the tetrahedron
Ca?* model. In practice, the analytical approximations for the waiting time
distribution parameters [72] are used to explicitly set up the ¥; ;’s depending on
cellular parameters like [IP3] or the average number of channels in a cluster Ng.
Then, assisted by a computer algebra program [113], Ty, can be calculated using
equation 2.16 of the previous section. Results are shown in figure 2.6. Equation
2.16 also allows to analytically calculate higher moments of the ISI distribution.
By calculating the 2nd moment < #? > it is possible to compute the Coefficient
of Variation (CV), given by Tg,/c with ¢ denoting the standard deviation.
Additionally, by calculating the 3rd moment < t3 > the skewness, given by
< 13> /o3, of the ISI distribution can be computed as well. An examination of
both quantities, as shown in figure 2.7, identifies the ISI distribution to be of
exponential type for the parameters used in the tetrahedron model. This is in
agreement with the earlier result of ref. [103] that a global feedback is necessary
to reach the regime o < T,y , which is typically observed in experiments [90].
Unfortunately, global feedback does not allow for an exact analytical solution for
the moments of the FPT density, as it makes an explicit systems time necessary.
In other words, the ISI distribution is a rescaled puff distribution given by ¥, o,
which is exponential. The reason for that is the time scale separation between
the slow single puff dynamics and the very fast consecutive cluster opening
dynamics. As indicated in figure 2.5, the mean waiting time between single puffs,
determined by the conditioned waiting time Wy, is of the order of 1/4)\y ~ 1 s.
Whereas the mean waiting time for the consecutive cluster openings, determined
by Wio, Wos and Wsy, is of the order of ~ 0.05 s. By artificial lowering the
channel closing rate -, this time scale separation becomes weaker. As depicted
in figure 2.7 the ISI distribution then clearly deviates from the exponential
distribution, and this effect gets even stronger with growing puff rate \g. This
observations will be deepened and used to construct a much simpler Ca?t model,
called generic model, in the next section.
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Figure 2.6.: The average ISI (T, ) for the tetrahedron Ca?* model in dependence
of two cellular parameters. Different [IP3] correspond to different
external stimulation strengths, the stronger the stimulus the lower
the T,y and therefore the faster the spiking. N, is the average
number of channels a IP3R consists of, more channels lead to higher
total opening probabilities and therefore also to shorter average
ISIs. T,y is analytically calculated as the first moment of the first
passage time density defined in the main text.

2.3. Exploiting time scale separation - The generic Ca*"
model

As discussed in the previous section, the single puff dynamics constituting the
So — S transitions are about 20 times slower, than the consecutive cluster
openings described by the S; — S transitions with ¢, j = (1,2,3,4). These are
very fast and may potentially lead to a Ca?* spike with all clusters open. This
means, that the system upon being in state S7, with respect to the puff time
scale, almost instantaneously decides with a certain probability if this single
puff becomes a global spike, or if it relaxes back to the ground state Sy without
reaching Sy. This probability is denoted the splitting probability C14 and is
given by [103]
B C12C23C34

14 C1a(Coz — 1) + C93(C34 — 1)’
with the one-step splitting probabilities C; ;11 = fooo WU, iy1(t)dt. This expression
is derived by considering all possible transition routes from S to Sy without
touching the ground state Sy. This probability can be calculated in dependence

Cua

(2.35)
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Figure 2.7.: Skewness and Coefficient of Variation of the ISI distribution of
the tetrahedron Ca?t model. The parameter values used for the
stochastic Ca?t model are indicated by the arrows. For these,
the ISI distribution is of exponential type, as the CV indicates
o = Ty, and the skewness is exactly two. By artificially varying
the channel closing rate v the time scale separation between single
puff dynamics and consecutive openings gets weaker, and the ISI
distribution clearly deviates from an exponential distribution. This
effect grows stronger with increasing puff rate Ag.

on cellular parameters with the setup of the tetrahedron model, results regarding
the IP3 concentration and the number of channels N, are shown in figure 2.8.
Pursuing this perspective on the system lead to the idea to separate the stochastic
Ca?t spike generating process into one Poisson process describing the puffs,
and a Bernoulli trial with success probability C14. This effectively constitutes a
splitting of an inhomogeneous Poisson process which shall be elucidated in the
following.

2.3.1. Model Construction

At first, the puff process shall be modeled more realistically by incorporating a
negative feedback. The now time dependent puff rate is recast as

A(t) = Ao(1 —e%h). (2.36)

The feedback ensures that the probability for a puff to occur at ¢ = 0 is equal to
zero. This better reflects physiological constrictions like internal Ca?* storage
depletion which inhibit puffs right after a global Ca?* spike. The probability
for a puff then recovers with a rate given by £. Equation 2.36 constitutes an
inhomogeneous Poisson process for the Ca?* puff dynamics. The specific form
of the feedback is borrowed from ref. [90], where it was used to incorporate a
global negative feedback on the global Ca?* spike rate.

One can now ask for the probability that at a time point ¢ a puff occurs and
triggers a global Ca?T spike. Conditioned on the ground state Sy the time for
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Figure 2.8.: Parameter dependencies for the splitting probability C14 to reach
the spiking state S4 out of a single puff state S; for the tetrahe-
dron model. The axis are differently scaled for the cytosolic 1P3
concentration ([IP3] ) and the mean number of Ca?* channels per
cluster participating in an opening event (V) respectively. The
splitting probability saturates for both parameters, however for the
N, dependency only for a unrealistic high number of Ca?* channels
(Nep, >100)

the first Ca®*t spike to occur, the ISI, is of interest. Formally this leads to:

ps(t) = Crad(t) x (e
t

+(1—014)/0 e~ M) (1)
1= O / ' /t ¢~ M ) (1)~ (M) =M (1) e~ (AO-AE2) gt it
0 Jt1
+ )
= CuA®e O (1+ (1 - Cu) /0 "\t

+ (1 — 014)2 At tt )\(tl))\(tgl)dtldtg + ) (2.37)

This expression contains the probabilities for all possible puffs occurring before ¢
not leading to a spike, the failed Bernoulli trials with probability (1 — C14). The
Poisson intensity at a time ¢ is given by A(t) = [J A(t). The very first term is
the probability that at ¢ a puff occurs and becomes a global spike and no other
puff occurs in [0, ), the second term is the probability for one failed puff in [0, ),
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the third term handles two failed puffs and so on. Following permutation and
symmetry arguments outlined in the book by Van Kampen [107] one may write:

<1

pa(t) = Cud®e O3 (1= C)Am)")
n=0""

= k(t)e C1Al), (2.38)

The resulting stochastic process for the Ca?* ISIs is also an inhomogeneous
Poisson process with the spike rate k(t) = C14A(t) and intensity A(t) = fé A(T)dr.
The new rate is just the puff rate refined with the splitting probability C4,
this property is known as Poisson splitting. By writing the global spike rate as
K(t) = C144Xo(1 — €!) it is clear, that this approach yields an expression for
the global Ca?t spike rate: kg = C144\g. The specific parameterization and
structure of the tetrahedron model is by no means necessary for the generic
Ca?* model and its structure can be in principle generalized to multiple puff
sites with individual splitting probabilities:

N
Ko =Y A0iCin,i- (2.39)
i=1

This equation combines the local puff dynamics, determined by the Ag;’s, and
the spatial coupling of the cluster arrangement, given by the Ciy;’s, to yield a
simple expression for the global Ca?T spiking rate. Accompanied by the feedback
the generic model gives results which are in good agreement with experimental
data, as to be seen in the following.

2.3.2. Results of the generic model

The great advantage of the generic model is its capability of providing a closed
expression for the ISI distribution, incorporating a global negative feedback and
the local puff dynamics. This allows for analytically reproducing the moment
relation between the standard deviation ¢ and the average T,, of spike trains
found experimentally.

As the algebraic structure of the ISI distribution of the generic model, termed
ps(t) in the preceding subsection, is the same as in ref. [90], the analytical
expressions for the moments of the ISI derived in that work can be readily
applied here. They read for the tetrahedron model setup:

(@) °
ity = Tavzll()\()éhl[f‘(@)—F(@,G)},
©
<t2> = (4)3)014)2]-'[(@,@),(14-@,14-6),—6}, (2.40)

where © = 4X\oC14/§, T'(z) denotes the Euler gamma function, I'(z,y) the
incomplete gamma function and F|z| is the generalized hypergeometric function.

These equations allow for an analytical analysis of the moment relation
between T,, and o for different feedback strengths £. As shown in figure 2.9,
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Figure 2.9.: The o-T,, relations calculated with the generic Ca?T model for
different feedback strengths. The relations are linear with the slope
being cell type specific and controlled by £. The position of an
individual cell on a moment relation is determined by cell specific
properties like cluster arrangement. This cell-to-cell variability is
captured by the splitting probability C'14 which compactly accounts
for all factors contributing to the spatial coupling of the channel
clusters. Individual values of T,y for three different values of Ci4 (e
0.05, ® 0.01, A 0.008) were added to each line. Modifications of the
coupling strength merely lead to a shift of the cell along the o-T,
relation and do not affect the slope of the relation.

this relation is linear with the slope controlled by £, which is considered as cell
type specific [90, 103]. This is exactly what is observed experimentally when a
cell population is analysed, and the o-T,y relation is calculated for every single
cell. Interestingly, the theoretical information content of Ca?* spike trains is
solely determined by the slope of this o-T,y relation, which in turn is a robust
property of a cell population [89].The individual position of a cell on the moment
relation is determined by cell specific properties, like cluster arrangement. This
cell-to-cell variability is in the generic model completely captured by the splitting
probability C14 which condenses all factors contributing to the spatial coupling
of clusters into one quantity. Variation of the coupling strength mediated by the
value of C14 leads to a shift of the cell along the o-T,, relation and does not
affect the slope of the relation. This behavior was found in buffer experiments
[89], where different buffer concentrations decreased the spatial coupling of the
IP3R clusters. This affected both o and T, of the recorded spike trains and

78



2.3. Exploiting time scale separation - The generic Ca?>T model

shifted individual cells in the o-T,, plane with a slope similar to the slope of
the moment relation obtained from a population of unperturbed cells.

The generic model is only an approximation of the real stochastic process
governing the Ca?" spike generation. Although, as demonstrated, the results
are in good agreement with experiments, a quantification of the error of the
approximation would be eligible. This shall be done in the following subsection.

2.3.3. Error analysis

The applied Poisson splitting ansatz completely neglects the dynamics of the
system between the individual states, instead it implicitly sets all transition times
except for the Sy — 57 transition to zero. So it is expected to underestimate the
true average ISI, 79" < T!" with the generic Ca?T model. The time the system
spends in processing the failed puffs, the ones which do not reach the highest
state Sy, is a major source for the underestimation. The number of those failed
puffs is given on average by 1/C14, as these are the odds for the Bernoulli trial
experiment to fail. For standard parameters this accounts for ~ 100 failed puffs
to occur on average before a successful spike occurs. So the error made by using
the Poisson splitting is expected to scale exactly with 1/C14. By letting the
recovery rate approach infinity, & — oo, the negative feedback is turned off, and
the results of the generic model are comparable to the exact analytic results
obtained with the presented FPT formalism for the semi-Markovian tetrahedron
model of section 2.2. As shown in figure 2.10 the absolute error of the average
ISI, given by T — T9™ indeed scales linearly with 1/C}4 and is of the order
of ~ 10 seconds. The relative error in dependence on the IP3 concentration,
given by (T — TI9™) /T was also computed and remains below 10% for the
physiological relevant parameter range. Additionally, the relative error saturates
for IP3 — oo and approaches zero for IP3 — 0. The main argument for the
generic model is the time scale separation between single puff dynamics and the
consecutive cluster openings. In accordance with that the approximation error
gets bigger with weaker time scale separation, realized by a smaller channel
closing rates v as indicated in the figures 2.10.

In summary the main source for the approximation error was identified as the
neglected cluster state dynamics after a puff not leading to a spike. This error
was quantified by turning off the feedback in the generic model and comparing
the results for T,y to the exact analytic results for the tetrahedron model. It is
small enough to make the Poisson splitting ansatz valid for describing the Ca?*
spiking dynamics, as long as the time scale separation between puff and spike
dynamics is strong enough. It gets even smaller when compared to numerical
results for the tetrahedron model with global feedback, as presented in the

following.
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Figure 2.10.: Absolute (right) and relative (left) errors in T,y of the generic
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Ca’* model, obtained by comparison with the exact results of the
semi-Markovian tetrahedron model. The number of failed puffs is
on average 1/C14 and the absolute error scales accordingly, as these
dynamics are completely neglected by the Poisson splitting ansatz
of the generic model. The relative error remains below 10% for
the physiological relevant parameters and is bounded. Weakening
the time scale separation by artificially varying the channel closing
rate ~ increases the error.



2.4. Numerical Analysis of the HSM Ca?T model

2.4. Numerical Analysis of the HSM Ca’" model

A serious limitation of the analytical treatment of the tetrahedron model in
section 2.2 is the impossibility of incorporating a global feedback. This is due
to the formal constraints of the semi-Markovian framework: writing W;;(7)
for a conditioned waiting time the variable 7 describes the time it will take
to leave state i and land at state j. The instant 7 = 0 describes the event
of the system just arriving at state 4, there is no systems time which could
for example monitor how long it has been since the spiking state Sy was last
visited. However, exactly this information is needed to incorporate a global
feedback which introduces a process of recovery after a Ca?t spike has occurred.
As approved by analytical calculations in section 2.2 and the results of the
generic model of the preceding section, such a feedback is required to reproduce
the non-Poissonian o-T,, relations found experimentally. As demonstrated in
figure 2.7, non exponential ISI distributions can be obtained in principle within
the semi-Markovian tetrahedron setup. However, the exponential puff waiting
time Wy in combination with the strong time scale separation enforced by the
physiological parameters do not allow for that. However, as done in ref. [103],
by falling back to numerical procedures to compute the ISIs a systems time
and therefore a global feedback can be readily introduced into the tetrahedron
model. A standard method for the simulation of Markovian systems is the
Gillespie algorithm [36], as to be seen in the following with a slight enhancement
is also applicable for semi-Markovian systems. At first, an already established
algorithm shall be applied and the results compared to the generic model with
global feedback.

2.4.1. The DSSA algorithm

An algorithm to simulate the semi-Markovian tetrahedron system was termed
Delayed Stochastic Simulation Algorithm (DSSA) and developed in ref. [103]. It
readily simulates realisations of the Ca?* spiking process, an example is shown
in figure 2.11. The global feedback is introduced in the puff transition waiting
time by explicitly memorizing the time of the last spike, stored in t,,, and it
additionally also keeps track of the last state transition time, stored in ¢,. The
opening waiting time density for the first cluster to open is therefore given by
[103]:

15 | _e—&(r—tap) gy
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Here, the variable ¢ corresponds to the total systems time and the algorithm
works by iterating over all timesteps between ¢ = 0 and a total time T with
a fixed step size dt. For every step of the iteration and for every cluster
a random number U; is drawn from a uniform distribution U(0,1) and the
respective transition probabilities for every cluster j are calculated according to
P;(t) = ftt__: tt g /e,;(t")dt". The transition type is determined by the actual
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state of cluster j, so ¥, if the cluster is closed and vice versa. If P;j(t) > U; for
some epoch t, the cluster state is changed accordingly and the the time of the
last transition is updated to 7 = t. A more detailed description of the algorithm
can be found in the SI of ref. [103].

NcI
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Figure 2.11.: Stochastic simulations of spike trains of the tetrahedron with the
DSSA algorithm for [IP3] = 1 uM. There are frequent puff events
with less than four clusters open in contrast to the rather isolated
global spike events characterized by Ny = 4. Such simulations
with runtimes up to 10s can be used to compute ISI statistics by
means of sample mean and sample variance.

By running very long Monte Carlo simulations, values of T,, and ¢ can
be reliably computed by means of the sample mean and sample variance in
dependence on cellular parameters. Their goodness has been approved by
comparing this results to the analytically tractable case already in ref. [103].
Here the simulations shall be used, to demonstrate the accuracy of the generic
model introduced in the preceding section with the global feedback present. As
shown in figure 2.12, its results are very close to the numerical results for T,
. The approximation error gets even smaller for increasing feedback strengths,
which cover the biologically more relevant cases as these produce o-T,, relations
more close to experimental data as discussed in the preceding section. The
reason for that is simply, that a strong global feedback introduces a longer
recovery after a Ca?t spike and therefore increases the time scale separation
between puff and consecutive cluster opening dynamics. This in turn lowers
the relative amount of time the system spends on transitions not covered by
the Poisson splitting ansatz of the generic model. These results confirm the
effectiveness and elegance of the generic model, as it produces results for the
moments of the ISI distribution as good as the Monte Carlo simulations of the
full model with muss less effort.

The DSSA algorithm works fine for the specific setup of the tetrahedron Ca?*
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Figure 2.12.: Comparison of numerical results obtained with the DSSA algorithm
for the IP3 dependence of T,, with the results obtained from the
generic Ca?T model with global feedback. The value of ¢ introduces
a recovery rate of the puff probability after a global Ca?t spike
has occurred, the smaller £ the longer the recovery and hence the
stronger the global negative feedback. The analytical results of
the generic model are very close to the simulation results, with the
approximation error getting smaller for stronger feedbacks. For
¢ =0.001 the values for T,, are almost identical, confirming the
goodness of the generic model also for the biological more relevant
cases with enabled feedback.

0

model. However, it is not readily applicable to general semi-Markovian systems
as it makes no explicit use of the conditioned waiting times W; ;. Therefore a
more general algorithm for semi-Markovian systems with discrete states shall
be developed in the following.

2.4.2. An exact semi-Markovian simulation algorithm

The great advantage of the Gillespie algorithm (ref. [37] is a good introduction)
is, that it is exact for discrete states. The DSSA algorithm is not exact in that
sense, because it introduces a numerical time discretization with a step size dt
and is therefore missing all possible transitions with a transition time smaller
than the step size. Additionally, the original Gillespie algorithm needs exactly N
iteration steps for a realisation with [V transitions, which makes it in combination
with the cost-effective sampling from an exponential waiting time distribution
very computationally efficient. The DSSA algorithm, on the contrary, iterates
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over all T'/dt timesteps, irrespective of system state changes. So the goal is to
devise an algorithm which shares more of the favorable properties of the original
Gillespie algorithm and is generally applicable to semi-Markovian systems. As
to be seen in the following this actually only requires minor changes of the
original algorithm.

As discussed in section 2.2.2, semi-Markovian processes possess an embedded
Markov chain with the transition probabilities given by ¢;; = [;° Wi;(7)dr.
This is completely analogue to pure discrete state Markovian systems, and
in accordance to the original algorithm the next state of a realisation can be
computed by simply sampling from the discrete distribution given by the set
of the transition probabilities {g;;} for every state i. What is different is the
determination of the next jump epoch. For a pure discrete state Markovian
system, when being in state ¢ this epoch is determined by sampling from the
exponential waiting time density, often called sojourn time in the literature,
given by ®;(7) = 3242, Gik € “kiH %7 In the semi-Markovian case (see also
section 2.2.4), having already determined the next state j, the next jump epoch
is given by sampling from the distribution ®; ; = q%j\l’ij(T), which is generally
a non-exponential probability density function. This step will generally be
more costly than in the original Gillespie algorithm, where the inverse sampling
method can be used. In cases where the inverse of the distribution belonging
to the waiting time ®;; is not available, other sampling methods like rejection
sampling may be used to generate the next jump epoch. Having determined the
next state and the next jump epoch makes the algorithm complete and it reads
in pseudo code:

Define conditioned waiting time densities W;;(7)
Calculate transition probabilities ¢;; = [;° Wi;(7)dr
Set total simulation time T’

Set initial system state 4

Set t =0

while ¢ < T do:

sample next state j from the discrete density given by the {g¢;;}

sample next jump epoch 7 by sampling from the continuous density ®;;(7)
Sett=t+r1

Set new systems state i = j

Record as needed transition epoch t and state j

The output of this algorithm are the cumulative transition times (tp =0, t; =

T, to = T1+T0, ..., tny = Zév 7;) and the respective system states (S(tp), S(t1), ..., S(tn)).
For systems with many or even an infinite number of states, the algorithm can

be augmented by subprocedures which generate the ¥;;’s inside the main loop
according to rules which specify the stochastic process.

This algorithm needs exactly N iterations for a realisation with /N transitions
and is also exact in the sense the original Gillespie algorithm is exact as there is
no time discretization needed. Given a total simulation time 7', the expected
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number of iteration steps needed is given by the expected number of transition
events happening in the interval [0, 7. It is clear, however, that this algorithm
generally outperforms the DSSA algorithm. For that, the number of iterations
needed is exactly T'/dt, with dt being the step size for the time discretization. As
the step size dt has to be significantly smaller than the average inter-event time
<Teyp> of the stochastic process to achieve a reasonable numerical precision, the
exact semi-Markovian algorithm presented above will on average be <7¢,>/dt
times faster than the DSSA algorithm. For the parameters used for the Monte
Carlo simulations shown in figure 2.12, this speedup is about a factor of 100.
Setting up the W;;’s for the specific tetrahedron Ca’t model is a bit tedious,
as the conditioned waiting times according to equations 2.30 are products of
powers of individual density functions for this system. But this has to be done
only once, and after that the algorithm produces reliable results as shown in
figure 2.13.
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Figure 2.13.: Validation of the exact semi-Markovian algorithm devised in the
main text by comparison to an analytical result obtained by solving
the FPT problem for the tetrahedron model with [IP3] = 1uM.
The sample standard deviations of the algorithmic solutions were
calculated by simulating 50 realisations for every total simulation
time indicated on the x-axis.

Incorporating a global feedback for the puff dynamics can be done akin to the
DSSA algorithm by memorizing the time of the last spike ¢, and introducing a
inhomogeneous Poisson rate by A\(7,%,ts,) = Ao (1 — e 8 F=%»)) The systems
time ¢ in this algorithm is only updated when a transition occurs, so that the
total distance in time from the last spike event will be the actual jump epoch 7
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plus the systems time ¢, holding the last S7 — Sy transition time, minus the
time of the last spike t5,. The waiting time density for the first cluster opening
then reads:

Uoo(r,titep) = Ao (1— e Ertimton)y (=0 fo Qmem€THTeml g g9

= X\ (1 o 6—§(T+t—tsp)) o—AoT e%efﬂt*tsp)(e—&_l)‘

In summary an exact and cost-effective simulation algorithm was devised by
extending the Gillespie algorithm with respect to the determination of the next
jump epoch by non-exponential waiting time densities. It is generally applicable
to all well defined semi-Markovian processes with discrete states.

2.5. Encoding Stimulus intensities in random spike trains

Having established a profound understanding about the intracellular Ca?* spike
generating process, the next question is how cells actually reliably encode
extracellular stimulus intensities with these stochastic spike sequences. Earlier
studies analyzed the theoretical information content of sequences originating from
an inhomogeneous Poisson process [90, 103], and found that this information
content is solely dependent on the slope of the o-T,, relation. This slope
is determined by a refractory global negative feedback as discussed in the
preceding sections, and is a cell type specific robust property. However, given
the huge cell-to-cell variability found for the characteristics of the individual
spike sequences, e.g. for the average ISI, no direct and absolute relation between
stimulus intensity and Ca®*t spiking could be established on a single cell level
until recently. The pioneering idea that a fold change in the average ISI (Tay )
reliably encodes stimulus intensity changes was first deduced from theoretical
studies of the hierarchic Ca?* spiking model, and then confirmed by extensive
experimental studies [105]. Accordingly the theoretical considerations shall be
presented first followed by a brief review of the experimental results.

2.5.1. Theoretical predictions

For all theoretical analysis of the intracellular Ca?* spiking done in this work
the Ca?* signaling pathway is simplified by only considering processes which
are downstream of the IP3 formation. This means that processes involving the
binding of the extracellular ligand to the G protein coupled cell surface receptors
as well as the subsequent cleavage of membrane phospholipids to IP3 are not
explicitly considered in the model. This includes potentially important factors
like surface receptor density or IP3 activation. The mathematical Ca*t model
takes the concentration of active IP3 directly as input, and treats different IP3
concentration as different stimulus intensities. However, this simplification can
be expected to be reasonable by making the rather weak assumption that the
intracellular IP3 concentration is a monotone function of the extracellular ligand
concentration. An additional simplification applies to the structure of the ISIs.
In real cellular Ca?* spike sequences, the interspike intervals are comprised of
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2.5. Encoding Stimulus intensities in random spike trains

the spike duration, a physiological refractory period and the stochastic period.
The former lead to a minimal IST (7). For the mathematical description by
a stochastic process, the deterministic 7},, is neglected and only the stochastic
period is considered. For low to intermediate stimulus intensities, this stochastic
period constitutes the major component of the IST [105].

To assess the relative impact of different stimulus intensities on the modeled
Ca?t spike sequences, the change of T,, for two different IP3 concentrations,
AT,y = Tap1 —Tywe, is analyzed. The values of Ty, (IP3 ) are calculated using the
generic model and, similar to the calculations shown in figure 2.9, the coupling
strength Ci4 is varied to mimic the cell-to-cell variability. As shown in figure
2.14 the relative change of the average ISI is a linear function of Tj,;. This
leads to a simple expression, termed the encoding relation, for the change of the
average ISI by applying a stimulus step of size AlIPj3:

AT,, = B(AIP3) Ty, (2.43)

with 5 being the slope of the relations shown in figure 2.14.
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Figure 2.14.: Relation between the change of T,y (AT,,) and the value of the
average ISI before the second stimulation (7},1). Shown are an-
alytical results for different stimulation steps with the stimulus
intensity for T,,1 being [IP3] = 0.5uM. The functional relationship
is clearly linear, which indicates a fold change response given by
the slope of the depicted curves.

Rewriting equation 2.43 by expanding ATy, = Thp1 — Tav2 as

ﬁ _ Tavl - Tav2 (244)

Tavl
shows that 3 can be defined as the fold change of T,, when applying a second
stimulus which determines T,,2. The interpretation is that slower spiking cells of
a population still remain slower after an increase of the stimulation and the same
is true for the faster spiking ones. But the relative change of the average ISI is
the same for all cells and is given by the fold change 5. This means, that there
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is no absolute value of T,y encoding a stimulus intensity, but cells do encode
stimulus changes by a constant factor which is independent of the value of T, of
a specific cell. This remarkably resembles Weber’s law from sensory perception
theory which originates from observations of the just-noticeable difference of
physical stimuli for human observers [23].

Model calculations also allow to systematically compute the fold change
B(AIP3) in dependence on the stimulation step size by evaluating the r.h.s. of
equation 2.44 for different values of [IP3] . Results are depicted in figure 2.15
and show that the larger the stimulation step the larger the fold change. That
the value of § is bounded by 0 < 5 < 1 is obvious by noting that equation 2.44
can be written as Tpy2 = Tau1(1 — ). The theory states that the actual course
of the B(AIP3) functions is dependent on the value of IP3 for the first T,y . As
to be seen in the following, this is not recovered experimentally.
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Figure 2.15.: Functional relationship between the fold change £ and the stimu-
lation step size AIP3. The fold change generally grows with AIPj
and is bounded by 0 < 8 < 1. These result were obtained by
evaluating the r.h.s. of equation 2.44 for different values of IPg
. The needed average ISIs were calculated using the analytical
solution of the tetrahedron Ca?* model. Theory predicts, that the
values of 3 are also dependent on the IP3 -level for the first T,,1:
IP:s))tart.

The main prediction of the theoretical considerations presented here, is that
absolute values of T,y are not informative on a single cell level about an external
stimulus intensity. However, the relative change of the stimulus intensity, in the
model captured by AIPj , is reliably encoded in the fold change 5 of the average
ISI. This fold change is predicted to be the same for all cells and is therefore
robust against the huge cell-to-cell variability in T,, . In the next section, the
experimental effort and results to successfully confirm this prediction shall be
presented.
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2.5.2. Experiments supporting the fold change encoding hypothesis

Experimental stimulation of intracellular Ca?T signaling can be achieved in hu-
man embryonic kidney (HEK) 293 cells by exposing the cells to carbachol (CCh).
This binds to muscarinic acetylcholine cell surface receptors and activates the
Ca?* pathway leading to sustained Ca?* spike sequences which can be recorded
for up to one hour [105]. To test for the fold change experimentally a paired
stimulation protocol was used, in which the HEK293 cells were stimulated with
one concentration of CCh and afterwards were exposed to a higher concentration
of CCh by switching the medium. This difference in the CCh concentration
(A[CCh]) constitutes the stimulus step size experimentally. ISIs were recorded
accordingly and the respective averages T,,1 and T,,o were individually calcu-
lated for all cells. Plotting the results in the AT,, - T,y1 plane consistently
allowed for a linear fit with the encoding relation defined in equation 2.43 and
could be determined for different stimulation step sizes. In the results shown in
figure 2.16 two different A[CCh] are shown, and the fold change  given by the
slope indeed increases for larger steps in the CCh concentration as predicted
from theory in the preceding subsection, i.e. represented in figure 2.14.
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Figure 2.16.: Relation between the change of T,y (AT,,) and the value of the
average IST of the first stimulation (7y,1) for two paired stimulation
experiments [105]. Shown are each two different stimulation steps
with the indicated CCh concentrations in uM. The single dots
represent the average ISI values for the spike trains of the single
cells. A linear model according to the encoding relation AT, =
BT,,1 was fitted to the data. The larger step sizes of 170 and 150
uM Cch respectively in blue lead to larger slopes compared to
the smaller A[CCh] of 120 and 100 pM respectively shown in red.
This confirms that the fold change ( reliably encodes changes of
stimulus intensities.

These results were further assured by repeating these experiments with another
cell type. Sequentially stimulating hepatocytes with phenylephrine showed a
similar linear relationship in the ATy, - T,y1 plane. The goodness of the linear
model expressing the fold changes was assessed by using Pearson’s correlation
coefficient and analysis of explained uncertainty. As shown in figure 2.17 these
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analyses additionally confirmed the fold change hypothesis.
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Figure 2.17.: Pearson’s correlation coefficients (p) and explained uncertainties
(tuey) for the linear model ATy, = [T, constituting the fold
change response. The stimulation steps in CCh concentration (M)
of the HEK293 cells are indicated on the right. The hepatocytes
were stimulated with 0.6 uM and then 1.0 pM phenylephrine. As
a value of 1 for both p and wu., indicates a perfect linear correlation
the fold change hypothesis is well confirmed for all but the smallest
A[CChH].

These paired stimulation experiments with HEK293 cells lead to the obser-
vation, that the fold change § only depends on the step size A[CCh] and not
the initial CCh concentration. This is shown in figure 2.18, where the measured
values of 5 do not support for a dependence of the fold change on the initial
CCh concentration. Writing the encoding relation equation 2.43 as a difference
equation

Too([CCh] + A[CCh]) — T4y ([CCh]) = —B(A[CCh])Tay ([CCh]),  (2.45)

and making a first order approximation of the fold change dependence on the
stimulation step size according to

__ 08

A[CCh], (2.46)

finally leads by taking the limit A[CCh] — 0 to the differential equation

T . 08
dccn] — e 7T gAjec]

(2.47)
A[CCh]=0

The solution of this equation yields an exponential dependence of the average
IST on the CCh concentration:

Ty = e (CCH - [CCRL ) (2.48)
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Figure 2.18.: Measured values of the fold change 5 of HEK293 cells for paired
stimulation experiments with stimulation step sizes (A[CCh]) as
indicated on the x-axis. The reference concentrations were [CCh, s
= 30 puM (red) and [CChl,ey = 50 (blue). The line shows the
exponential relationship between the fold change and A[CCh]
formulated in equation 2.49 in the main text.

The average ISI measured at a reference CCh concentration is given by Ty, ref,
which also captures the differences between individual cells in the response to
the reference stimulus [CCh],.¢. The single parameter v describes the sensitivity
of T,y on the stimulus intensity. Reinserting this expression into the encoding
relation shows that 5 obeys an exponential dependence on the stimulation step
A[CCh] = [CCh] - [CChl,:

B =1— e vACCH], (2.49)

This relation can be reliably fitted to measured values of the fold change 5 as
shown in figure 2.18. However, according to results from the mathematical Ca?*
model, depicted in figure 2.15, there is a dependence of the fold change on the
reference CCh concentration. There is currently no straightforward explanation
for this discrepancy. One source of it might be that the model neglects all
processes of the Ca?t pathway upstream to IP3 and directly takes the IP3
concentration as stimulus input.

By noting that v according to the fold change hypothesis has to be the same
for all cells in a population, equation 2.48 can be recast on the population level
as

Tpop = e V(CCHI-COM) (2.50)

Here Top and Tj,op e f are the population averages of T,y and Ty, . f respectively.
The universality of the exponential concentration-response of T),, could be
strikingly verified not only by the measured data used for the derivation, but
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also for published data for hepatocytes [81] and insect salivary glands [76]. In
each case shown in figure 2.19 the effects of the stimulus intensity on 7}, were
well described by equation 2.50.
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Figure 2.19.: Applying the exponential stimulus concentration-response derived

in the main text to different measured data sets. The HEK293
data was actually used for the derivation, the other data sets
have long been published. Hepatocytes were stimulated with
either phenylephrine or vasopressin [81], the population averages
of the average ISIs (Tpop= <Tay >) nicely follow the exponential
relationship on the ligand concentration. The same is true for data
from insect salivary glands stimulated with 5-HT [76].

The experimental evidence gathered to support the fold change hypothesis is
compelling. It showed that there is a constant fraction S by what individual
cells change their T,, according to a stimulus step size, and this measured
relation between T,,1 and T, is well described by the encoding relation first
deduced from theory. Although the dependence of  on the initial stimulus
intensity was not recovered experimentally, this observation in turn lead to a
phenomenological derivation of the concentration-response which strikingly and
universally explains the average ISI for different cell types and stimuli.
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2.6. Discussion of the stochastic Ca’" modeling

The initial goal of the investigations presented here was to progress the efforts
made by the Falcke group to adequately model intracellular Ca?* signaling.
Most notably, this included the extension and deepening of the mathematical
concepts employed in ref. [103]. The established theoretical and experimental
findings of the Falcke group revealed the immanent stochasticity of the Ca*t
spike trains and identified the ISI distribution as the key descriptor of the single
cell Ca?* signals [90]. Exploiting spatial symmetries, stationary Ca’* diffusion
profiles ([101]) and results from fluorescence microscopy of single puff sites ([104])
lead to the stochastic tetrahedron Ca?t model described in ref. [103].

From this perspective, which is the starting point for the main analytical
result derived in this work, the interspike interval is given by the first passage
time to go from the state of all Ca®" release sites (the IP3R clusters ) closed to
the state where all release sites are open. To incorporate information from single
Ca?* channel dynamics into the full model but to avoid a state space explosion
the concept of hierarchic stochastic modeling was introduced already in ref.
[103]. Tt relies on partitioning the huge microscopic state space into functional
or observable states. This is nothing new, but by employing non-exponential
waiting times for the transitions between these functional states as opposed to
assigning simple rates, not all information from the microscopic dynamics is
lost. In section 2.2.2 this concept was embedded in the mathematical theory of
semi-Markov processes where the conditioned waiting times W;; were rigorously
defined. The correspondent Master equation is comprised of a probability flux
balance, similar to the discretized continuity equation in physics, and the fluxes
are given by a recursive integral equation containing the non-exponential waiting
times [79]. Combining this non-Markovian Master equation with the renewal
approach ([107]) lead to a convenient analytical solution in Laplace space of the
first passage time problem (section 2.2.3). The possibility to compute arbitrary
moments of the FPT distribution without the need for the often cumbersome
back-transformation from Laplace space accounts for the high practical value of
this solution. Its application to the tetrahedron Ca?* model was straightforward
and analytical results for the first four moments of the FPT distribution in
dependence on cellular parameters were calculated in section 2.2.5. The values
of the moments, in particular the o &~ T,, relation, indicate an exponential ISI
distribution for physiological parameter values.

This result was, taken into account the complex semi-Markovian modeling
framework, a bit puzzling. However, it could be eventually explained by noting
the time scale separation between the isolated puff events, described by the
exponential waiting time Wq1, and the subsequent cluster openings described by
non-exponential waiting times. Loosely speaking, the puff events get filtered
by the very fast subsequent cluster dynamics, and the average fraction of puffs
successfully culminating to a spike without touching the ground state is given
by the splitting probability Cy4. This is exactly the Poisson splitting ansatz
employed for the generic Ca?t model of section 2.3. Poisson splitting states that
given a Poisson process with some rate A(t) and its arrivals are accepted with a
probability p the new process is also a Poisson process with rate pA(t). From
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that perspective it is quite evident that an exponential puff waiting time, with
constant Ay, will result in an exponential ISI distribution when splitted with
probability C4. Hence, incorporating a global negative feedback on the puff
rate, assuring that Ag(t) = 0, will result in a non-exponential IST distribution.
These are found experimentally and are characterized by a o-T,, relation with
a slope smaller than one [90]. In the model, the feedback strength & is given by
the recovery rate of the puff rate. However, the detailed molecular mechanism
constituting this predicted global feedback still remains elusive. In summary,
the exploitation of the time-scale separation both explains the performance of
thetetrahedron model without feedback and allows for the generic model, which
analytically reproduces the experimental findings with much less effort. The
crucial splitting probability C14 couples the local puff dynamics to the spatial
cluster arrangement which in combination determine the Ca?* spiking process.
It also conveniently allows to introduce cell-to-cell variability, e.g. of cluster
coupling strength, into the model. For this work, the dependence of C14 on
cellular parameters like stimulus strength was adopted from the tetrahedron
model. Other parameterizations or inhomogeneous puff sites, i.e. multiple \;,’s,
offer plausible extensions of this general approach. The validity of the generic
model was confirmed analytically (section 2.3.3) and numerically (section 2.4.1).

Having characterized the stochastic process exhibited by the tetrahedron
model as semi-Markovian, a faster and more general applicable Monte Carlo
simulation algorithm than the one used in ref. [103] was devised in section
2.4.2. Tt is an extension of the famous Gillespie algorithm ([37]) and therefore
does not rely on a time discretization which makes it both exact and cost
effective. There have been, except for this work, no applications of semi-Markov
processes to cell biology so far, at least to the authors knowledge. However,
they are known for a long time and in the context of machine learning and
hidden semi-Markov processes have been successfully applied to various areas,
such as speech recognition or human activity prediction [115]. As the HSM
modeling scheme naturally leads to a semi-Markovian description, there might be
further applications to stochastic cellular processes where a state space reduction
is inevitable for feasible modeling. For example, to describe stochastic gene
expression a standard Markovian description bears the risk of oversimplification
which could be attenuated by a semi-Markovian approach.

In the last section 2.5 the predictive power of the presented Ca?* signaling
modeling approach could be demonstrated. Calculations of the cellular response
characterized by the average ISIs with respect to two different stimuli, predicted
a fold change encoding of stimulus intensity changes. This paradigm explains
very consistent how a cell population with large cell-to-cell variability in spiking
patterns coherently reacts to a changing extracellular signal. Strikingly, this
behavior could be recently established experimentally in close collaboration with
the Taylor lab [105]. The experimental data allowed for a more phenomenological
description of the cellular response towards extracellular stimuli. The deduced
exponential relationship between T, and the stimulus concentration proved also
to be applicable to different cell and stimulus types. It relies on the independence
of the fold change value § from the reference stimulus intensity. This is not
captured by the Ca?T modeling so far, and closing this gap demands further
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theoretical efforts.

As Ca?* serves as a versatile messenger molecule, the bigger question of course
is how the adaptive stochastic spike sequences get decoded to ultimately change
the cellular state, e.g. altering the expression profile or changing the functional
state of enzymes, in a coordinated manner. There have been numerous studies
on the downstream effects of intracellular calcium [9], a prominent example
concerns the transcription factor NFAT which is important for an effective
immune response [48]. It gets activated by the phosphatase calcineurin which
activity in turn is calcium dependent. As calcium signals were predominantly
viewed as oscillatory, many decoding models involve frequency decoding [69, 84],
which is naturally unsuitable for stochastic signals. Other decoding models
rely on signal integrators [18], but these are inconsistent with the large cell-to-
cell variability of Ty, . In summary, elaborating a coherent decoding model
incorporating the stochastic nature of the Ca?T signals as well as the fold change
encoding of stimulus intensities is a challenging but essential task for the future.
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3. Concluding remarks

Every model, irrespective of its elaborateness, should prove itself by reasonable
predictions. Subsequent experiments based on theoretical predictions which suc-
cessfully establish new findings are challenging and rare, especially in molecular
biology. Nevertheless, this often proved to be a very effective and insightful
way of doing science. With respect to the studies presented here, it could be
achieved in the field of Ca?* signaling in a concerted effort by the Falcke group
and the experimentalists from the Taylor lab [105]. For p53, corresponding
new successful experiments are still lacking. Although, the theoretical analy-
sis conducted in this work provides advice for the focus of new experiments.
Despite all differences between the p53 and the Ca?T signaling systems, the
versatility of the possible downstream effects of both pathways is astonishing.
If there is an evolutionary design principle of cellular signaling systems, to
steadily augment the inputs, the information content and the scope of an already
established signaling pathway, is open to speculation. Subsequent theoretical
and experimental studies should and will reveal more details on cellular signal
processing. Furthermore, positive feedbacks play a central role in both systems.
As these generally have the potential to decouple signal strength from stimulus
strength, it appears plausible to expect that they are a common design principle
of cellular signaling pathways. Finally, elaborate single cell experiments formed
the basis for all investigations presented here. They opened the door for a much
deeper understanding of intracellular processes, and will continue to challenge
and enlighten theoretical and experimental cell biologists in the future.
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A.1l. Peak detection with wavelets

Most real life data is noisy, which generally limits the efficiency of feature
extraction from the data. Especially peak detection is difficult when the noise
amplitude is high, as the number of missed peaks (false negatives) and erro-
neously detected peaks (false positives) can easily spoil the results. A standard
strategy to deal with noisy data is to apply some form of smoothing. This
naturally will either reduce false negative detections (under-smoothing) or false
positive detections (over-smoothing). It is generally impossible to achieve both
desirable properties at the same time with a standard smoothing approach, which
typically works by convoluting the data with some window (or sometimes called
filter) function. The wavelet transform, however, has the favorable property of
smoothing the data on many scales at once. This, as to be seen in the following,
allows for a peak detection algorithm which is capable of optimizing both the
false negative and the false positive detection rate.

Wavelets were originally developed for signal processing, to allow for a good
resolution in both time and frequency domain. They are extensively used for
the spectral analysis of times series in various fields, they are especially popular
in the geosciences [50]. The continuous wavelet transform is formally defined as:

t—T1

Walts)lr) == [ o (S0 oy (A1)

Here f(t) is the signal and the ®, -(t) are the wavelets. The resulting wavelet
spectrum Wy (t, s) is a two-dimensional time-frequency representation of the
original signal, where s denotes the scale and ¢ the time. Wavelets are a family
of functions which can be used to construct a basis for the Hilbert space L?(R).
An important property of wavelets is, that they have “finite energy” or as a
corollary are square-integrable. Loosely speaking, this property stems from their
time-localization (see example in figure A.1). This is for example not true for the
basis functions of the Fourier transform. Another important property concerns
the vanishing mean ff;o D, - (t)dt = 0. A specific wavelet basis function can be
derived from a mother wavelet by two operations, dilation (s) and translation

(1), so that one may write ®, -(t) = ﬁ <%) An example for such a mother

wavelet is the Ricker wavelet which reads
2 t2
P(t) = —— (1 —t*)e 7. (A.2)
7t %)
It is the negative second derivative of the Gaussian function. By substituting
t — % the whole family @, of Ricker wavelets can be derived from that

99



A. Appendix p53

equation.

0.20 ‘ : .
— mother wavelet
0.15 — scale 2 |
scale 3
scale 5
0.10¢ /' ‘\ :
0.05¢
—0.05¢ \ /
—-0.10 ‘ ‘ ‘
-10 -5 0 5 10

time a.u.

Figure A.1.: The Ricker wavelet for 7 = 0 and the scale parameter s as indicated
in the legend, the mother wavelet corresponds to s = 1.

To illustrate the peak detection algorithm, a synthetic trajectory is constructed
out of a slow sinusoidal signal plus additive white Gaussian noise. Then, two
Gaussian peaks are added, one narrow on top of a sinusoidal arc and one wider
at the bottom. The test trajectory is shown below in figure A.2.

Visualizations of wavelet transforms are called scaleograms and are easy to
comprehend by noting that for a fixed scale s, equation A.l constitutes the
convolution (i.e. an unnormalized cross-correlation) of the signal f(t) with
the wavelet function of scale s. Therefore, the scaleogram can be interpreted
as stacked convolutions with increasing scale over some range from $,,;, to
Smaz- A value of the spectrum at a point (¢, s) corresponds to the unnormalized
correlation of the signal with the wavelet of scale s centered at ¢. Two horizontal
slices, meaning two selected convolutions, of the wavelet transform are shown in
figure A.3b.

The scale range [Spin, Smaz| is very critical for the scaleogram. Wavelets with
the smallest scale determine the widths of the narrowest peaks which can still be
detected. Wavelets with larger scales are very good noise filters, but if too big
start to capture global trends of the trajectory. Hence, wavelets have a bandpass
character. To illustrate this, two scaleograms of the synthetic trajectory with
ill-chosen scale ranges are shown in figure A.4.

To progress with the peak detection so called ridges are identified in the
scaleogram. A ridge is the vertical connection of relative maxima within the
stacked convolutions. This strategy was originally devised in the context of
feature detection in mass spectra [24]. An important parameter for the ridge
line construction controls the maximal acceptable horizontal distance (i.e. the
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1.4

[** Peaks to detect
1.2t E

1.0¢

0.8f

f(t)

0.6f

0.4}

0.2

0.9 5 10 15 20
time a.u.

Figure A.2.: The synthetic test trajectory. White noise was added to a slow
sinusoidal background signal. Then, the two peaks to detect are
placed at times 5 and 10 respectively. They are scaled Gaussians
with standard deviation ¢ = 0.1 and ¢ = 0.5. Its wavelet transform
is shown in figure A.3a.

time-lag) of two relative extrema coming from adjacent convolutions to get
connected. Unsymmetric peaks, for example, will generally show a tilted ridge
line in the scaleogram, corresponding to a drift in time of the relative extrema for
increasing scales. Loosely speaking, a ridge line is a vertical, but not necessarily
straight, slice through the scaleogram. To give a real life example, the output
of the peak detection algorithm devised for the p53 data analysis is shown in
figure A.5.

The final step of the peak detection is to filter the constructed ridge lines. This
is an intricate process, as there are no a priori perfect filter criteria available. A
powerful criteria is obviously the maximum value of a ridge line, as it is effectively
an amplitude filter. Also the length of a ridge line, as it is an indicator of the
vertical extent of a feature in the scaleogram, can be very informative. Random
fluctuations usually have, if any, very short ridge lines. Howver, the performance
of the filter criteria are not independent on the scale range [Syin, Smaz] and
obviously not on the ridge line construction . So for an application to real data,
many sensible adjustments depending on, among others, peak shapes, noise level
and sampling frequency have to be made.

The ridge line representation of a peak in the scaleogram is the core idea
behind the peak detection method presented here. It allows to assess a features
significance over many (smoothing) scales at once, and therefore allows a more
robust detection performance for highly irregular data. In conclusion, peak
detection with wavelets is incredibly versatile, but on the downside also more
difficult to master.
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Figure A.3.: (a) The wavelet transform, or scaleogram, of the test trajectory
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shown in figure A.2. The scale range used for the Ricker wavelets
goes from Sy = 0.1 10 Spqr = 0.6. Positive correlation is indicated
in red, negative correlation in blue. The two noticeable stripes
of positive correlation are the wavelet representation of the peaks
to detect in the trajectory. (b) Two horizontal slices through the
scaleogram in (a). These correspond to two convolutions of the
signal with the Ricker wavelet for two different scales as indicated in
the legend. Wavelets with larger scales naturally smooth the data
more, but have problems to distinguish the sinusoidal background
from the narrow peaks. Smaller scales capture also narrow features,
but are more prone to noise.



A.1. Peak detection with wavelets
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Figure A.4.: Wavelet transforms of the synthetic trajectory shown in figure
A.2 with ill-chosen scale ranges [Smin, Smaz] (&) Scaleogram with
the scale range [0.05,0.2], the noise is not effectively filtered out.
(b) Scaleogram with the scale range [0.2,3.], the noise is almost
completely suppressed but the global sinusoidal background signal
dominates the scaleogram.
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Figure A.5.: Example output of the peak detection program devised for the p53
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data analysis. The first plot shows the padded trajectory with the
color coded detected peaks, it is from a cell stimulated with 100ng
NCS (see main text). In the middle the corresponding wavelet
transform (scaleogram) together with the successfully constructed
ridge lines is shown. The wavelet scale is given in relative units
with S, = 0 and $p,4, = 100. The last plot at the bottom depicts
all identified ridge lines, which color correspond to the color coded
detected peaks in the trajectory. Ridge lines in black were filtered
out. Optimally, a ridge line is a concave function of the wavelet
scale, with a maximum corresponding to the highest correlation at
a scale associated with the respective peak width. The employed
filter criteria for the ridge lines are a minimum correlation of 0.2
and a minimum length of 100, which corresponds to the total scale
range. The absolute scale range was Syin = 2h and Sy, = 7h.
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A.2. Table of Parameters for the p53 model

Table of Parameters for the p53 model

All parameters used for the excitable p53 model and their values used for the

simulations.

Table A.1.: Overview of all model parameters
nameneaning value
A maximal self activation rate of ATM 30.5
P rate of dephosphorylation of ATM by Wipl 22
S rate of AT M™ formation induced by DSB loci, damage signal 0 < S < 0.4

strength
y sensitivity parameter for the logarithmic transform 0.06

S(DSB) =~ In(DSB +1)
C  production rate of p53 1.4
g maximal degradation of P53 by Mdm?2 2.5
dapr degradation rate of Mdm2 by ATM* 1.
T,, maximal production rate of mdm?2 1.
Ty maximal production rate of Mdm2 4.
T, maximal production rate of wipl 1.
Tw maximal production rate of Wipl 1.
d4  basal dephosphorylation rate of AT M* 0.1
dp basal degradation rate of P53 0.1
d.,, basal degradation rate of mdm?2 1.
dyr  basal degradation rate of Mdm?2 2.
dy  basal degradation rate of wipl 1.3.
dw basal degradation rate of Wipl 2.3
ka  Michaelis constant for the AT M™* self activation 0.5
kw a Michaelis constant for the inhibition of the AT M™* self acti- 0.14

vation by Wipl
karp Michaelis constant for the degradation of P53 by Mdm2 0.15
kpm Michaelis constant for the production of mdm?2 by P53 1.
kpw Michaelis constant for the production of wipl by P53 1.
R strength of the inhibition of the M dm?2 mediated degradation 2

of P53 by ATM*
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For better readability the model equations again read:

d aape — 4 ATM L dAATM* — P ATM* Wipl + S(DSB)
a _ B N ;
dt ka + ATM=21+ Wipl Jkya A b
d P53 R
Eps3—C—dp P53— g Mdm2 ——=>_ (14+ ——+
at P g Mdm kMp+P53( +1+ATM*>
d P53
Lomdm2 =T, —=2> __ _ 4, mdm2
arm kpm + P53 mam
%Mde =Ty mdm2 — dyr Mdm2 — dapy ATM* Mdm2
d P53
L owipl = T,—22__ _ 4. wipl
atr P kipw + P53 wep
d
%Wipl = Tw wipl — dw Wipl

106



A.3. Sensitivity of pulse shapes and the excitation threshold on parameter variations

A.3. Sensitivity of pulse shapes and the excitation
threshold on parameter variations

Here numerical studies about the influence of the model parameters on the
amplitude and the length of the pulses shall be presented. Additionally the
excitation threshold shall be quantified, and its parameter dependence analysed.
In general the parameter plots shown in the following are qualitatively the same
for parameters of the same bifurcation type as introduced in section 1.5.2 of the
main text and shown as table below. So there are again four plots sufficient to
qualitatively characterize the parameter dependencies of the model.

Table A.2.: Overview of the bifurcation diagram type membership for all model
parameters

type 1 type 11 type 111 type IV

Parameters C,d,,,dys G, T, Ty P, Ty, Tw A, dy, dyw

dAM; kmp R kWA7 kPw
Trait positive on negative on negative on positive on
P53 P53 ATM* ATM*

For performing the pulse shape analysis, the system is initialized at the lowest
stable steady state plus a little initial kick in positive AT M™* direction to cross
the excitation threshold. The parameter regions scanned always reach from
half up to twice the respective default value. It is noteworthy, that the region
of excitability is bigger than the region characterized by one stable and two
unstable fixed points. The phasespace still feels the existence of the unstable
fixed points which disappeared via a saddle-node bifurcation. Therefore, these
plots also directly indicate the total parameter region of excitability. This
additional region of excitable behavior in parameter space is marked by black
dots in the following plots.

The results for the amplitudes and pulse lengths shown in figures A.6 and A.7
indicate that different parameters show a varying degree of influence on the p53
pulse amplitudes. Although the qualitative pulse shape dependencies are the
same for all parameters belonging to the same type, the effects may significantly
differ in quantity. By analysing all parameters like described and shown above,
their impact on the pulse shapes was classified as either strong or weak. Table
A.3 gives a general overview of the sensitivity for the main model parameters.

To test the model parameter influence on the excitation threshold, all species
are initialized at the stable steady state, except for ATM which is taken out
of an interval [0, AT M}, ...]. For each set of the initial conditions the resulting
trajectory is tested for an excitation loop. This procedure is repeated to scan
through the same range of parameter values as before and the minimal necessary
AT M* value for triggering a pulse is recored respectively. The results are shown
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Figure A.6.: Model parameter influence on p53 pulse amplitudes. The shown
dependencies are qualitatively the same for parameters belonging
to the same type according to table A.2.

in figure A.8, black dotes again depict the enlarged region of excitability without

three fixes points.
The slope of the threshold dependence can generally be inferred from the
codimension-2 bifurcation sets shown in the subsequent section.
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Figure A.7.: Model parameter influence on p53 pulse length. The shown depen-
dencies are qualitatively the same for parameters belonging to the
same type according to table A.2.
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Table A.3.: Overview of the impact of parameter variations with respect to p53
pulse shapes for the main model parameters

parameter amplitude length

A strong strong
P strong strong
C strong weak
g weak weak
daym weak weak
T weak weak
Ty weak weak
Ty strong strong
Tw strong strong
dym weak weak
dw strong strong
dp strong weak
R weak weak
S weak weak
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shown dependencies are qualitatively the same for parameters
belonging to the same type according to table A.2.
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A.4. Codimension-2 bifurcation diagrams

An effective way to depict the model regimes and parameter dependencies are
bifurcation set which trace the saddle-node curves and the Hopf-curve. The
excitable regime always spreads from the Cusp point, denoted by 'CP1’ in the
plots, in between the two saddle-node curves. It is additionally confined by the
Hopf-curve which crosses one of the two saddle-node curves, see also figure 1.31
in the main text.
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Figure A.9.: Bifurcation sets for different p53 model parameters. The region
of excitability always spreads from the Cusp point in between the
two saddle-node curves, see also figure 1.31 in the main text. For
better visibility of the excitable region a logarithmic scale for the
signal strength S was chosen here.
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A.5. Period of oscillations in the p53 model

As outlined in the main text, the period of the limit cycle appearing in the p53
model tends to infinity at the homoclinic bifurcation point. However, in practice
the period dependence of the limit cycle on the bifurcation parameter is very
steep. As shown in figure A.10, the period changes only very little over most of
the parameter range.
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Figure A.10.: Period of the limit cycle oscillations in dependence on the bifurca-
tion parameter S. Over most of the parameter range, the period
changes very little. Only very close to the homoclinic bifurcation
point, it grows rapidly and tends to infinity.
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B.1. Laplace transformations of ¥, and V¥,

The generalized exponential (GE) distribution is a generalized form of the human
mortality distribution discovered by Gompertz and Verhulst in the first half of
the 19th century [39, 42]. For the analytic solution of the first passage time
problem formulated in the main text, the Laplace transformation of the GE
density function and its survival function are needed. They constitute the non-
exponential waiting times used for the opening transitions of the tetrahedron
model.

The GE density itself reads
W,(t) = a (1 — e M)al g=A (B.1)
The Laplace transformation of a function f(t) is defined by
Ly = [ s e, (B2)
and so the following integral needs to be solved:
L{U, () = /0 Tan (1 e Myl oM sty (B.3)
Substituting y = e~ gives
a\ /01(1 — M)t Mgy, (B.4)
Next the substitution z = y* is applied:
a/olu — ) aide. (B.5)

Now the definition of the beta function is used, a special function already
studied by Euler. Written as an integral, it reads:

1
B(k,1) :/ (1— ) 2 da. (B.6)
0
There is also a form involving the Euler I'-function:

B(k,1) = —2~ (B.7)

115



B. Appendix Ca’**t

By using [ = § + 1 and substituting £ = «, one obtains from Eq. B.5:

aP(a)F(§ +1)

L{T = . B.8
The Laplace transformation for the survival function
T,(t) =1— (1 —e M) (B.9)

can be done analogically. This time the following integral needs to be solved:

L{T,}(s) =~ — /000(1 _ ey, (B.10)

S
where the trivial Laplace transformation of a constant was already used. Substi-
tuting y = e~* followed by the second substitution z = y* yields

1 1 /! s

——— [ A=2)* 23" da. B.11

S5 [ - et (B.11)
Now the the beta function (Eq. B.7) is recalled and a final substitution I =
gives the solution:

£(T) () = - et DE)

- B.12
s A (a+5+1) (B-12)

where k = o+ 1.

The powers of ¥, needed for the construction of the conditioned waiting times
can be written as
- n
=5 ( )(—1)’%1 — e Ayha (B.13)
k
k=0
These are just sums of the original terms with a rescaled shape parameter ke,
and therefore their Laplace transforms are sums of the accordingly rescaled
results given above in Eq. B.12.

For the purposes of hierarchic stochastic modelling, the Laplace transform of
the closing waiting time is also required. By using the binomial theorem, one
may rewrite ¥, as:

Nen—
B —t i Nch -1 k_—kvyt
T (t) = Newye > P G (B.14)
k=0
where 1Nen=1=F — 1 was dropped inside the sum. After multiplication one gets:
Nep—1
Nep — 1 _
Ue(t) =Nay Y. ( " )(—1)’% (ke (B.15)
k=0

In the end just the Laplace transform of a sum of exponentials is needed, and

116



B.1. Laplace transformations of ¥, and ¥,

one finally obtains:

~ Nen—1 - 1\k
) =Nay 3 (Nchk 1)(—1>'f8+((,ﬁm. (B.16)

This form of the Laplace transformed closing time can be used for construction
of the conditioned waiting times, which are needed for computation of the Ca?*
spiking statistics by FEq. 2.34 of the main text.
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C. List of abbreviations

FP
r.h.s.
ATM
DSB
DDR
IPI
ODE
NCS
LCO
TF
Lh.s.

ISI
Tay
HSM
GE
CV
HEK
CCh

fixed point

right hand side

ataxia telangiectasia mutated
DNA double strand break
DNA damage response

inter pulse interval

ordinary differential equation
neocarzinostatin

limit cycle oscillator
transcription factor

left hand side

Wortmannin

inter spike interval

average [SI

hierarchic stochastic modelling
generalized exponential
coefficient of variation

human embryonic kidney 293 cells

carbachol
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