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Auch dies sind Sprüche Salomos; die Männer Hiskias, des Königs von
Juda, haben sie gesammelt. Es ist Gottes Ehre, eine Sache zu verbergen;

aber der Könige Ehre ist es, eine Sache zu erforschen.

Spr. 25,1–2, Luther-Übersetzung 1984





Zusammenfassung: Zufällige Bewegungen wie Diffusion sind ein allgegenwärtiges
Phänomen, anzufinden nicht nur in der Physik. Das Hauptobjekt von Diffusionsmo-
dellen ist oft die mittlere quadratische Verschiebung eines Teilchens, welche für so-
genannte normal-diffusive Prozesse linear mit der Zeit anwächst. Anomale Diffusion
bezeichnet Prozesse, für welche sie nicht-linear wächst; ein wichtiges Beispiel ist die
Bewegung großer Moleküle in biologischen Zellen. Erscheinungen wie schwache Er-
godizitätsbrechung sind ebenfalls bei anomaler Diffusion zu finden, und es gibt viele
mathematische Modelle zu ihrer Beschreibung. Oft ist es schwierig für ein bestimm-
tes Experiment das

”
richtige“Modell, d.h. die physikalische Ursache der Anomalie, zu

finden. Eine Methode zur Trennung oder Identifikation der physikalischen Ursachen
wird also dringend benötigt.
In dieser Arbeit stellten wir uns diesem Problem. Zuerst betrachteten wir ein recht

allgemeines Modell zur Diffusion in ungeordneten Medien. Mithilfe der Netzwerktheo-
rie trennten wir zwei Mechanismen, nämlich energetische und strukturelle Unordnung,
welche beide zu anomaler Diffusion führen. Diese Klassen wurden dann in die Spra-
che der stochastischen Prozesse übertragen. Das erlaubte uns eine einfache Methode,
die des fundamentalen Momentes, zu formulieren. Jene Methode ist in der Lage die
energetischen und strukturellen Anteile eines Diffusionsprozesses voneinander zu tren-
nen. Zuletzt behandelten wir Ergodizität und Ergodizitätsbrechung aus der Sicht der
energetischen und strukturellen Unordnung.

Abstract: Random motion, in particular diffusion, is a ubiquitous phenomenon that
is encountered not only in physics. The main object of a diffusion model is usually the
mean squared displacement (msd) of a particle, which for so-called normal diffusion
grows linearly in time. Anomalous diffusion denotes processes, in which the msd grows
non-linearly; an important example is the motion of large molecules in biological cells.
Many interesting properties like weak ergodicity breaking are connected to anomalous
diffusion, and there are many mathematical models exhibiting anomalous behaviour.
Given an experiment, it is often difficult to decide, what is the “correct” model, i.e.
the physical cause for the anomaly. Therefore, a method capable of separation and
identification of different physical mechanisms is urgently required.
This thesis approached the mentioned issue. First of all, we considered a quite

general model for diffusion in disordered media. We used some network theory to
distinguish two physical mechanisms – energetic and structural disorder. Both cause
anomalous diffusion. Those classes of disorder were then translated into the language
of stochastic processes. This put ourselves in position to propose a simple method,
the fundamental moment, that is capable of separating the energetic and structural
components of a diffusion process. At last, we discussed ergodicity and ergodicity
breaking from the point of view of energetic and structural disorder.
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0. Tables

0.1. Table of abbreviations

For aesthetic reasons, abbreviations are only capitalized, when the original word starts
with a capital. This is the case in the beginning of a sentence or with personal names.

Abbreviation Meaning
msd mean squared displacement
frap fluorescence recovery after photo-bleaching
fcs fluorescence correlation spectroscopy
pdf probability density function
spt single particle tracking
tamsd time averaged mean squared displacement
eamsd ensemble averaged mean squared displacement
ctrw continuous time random walk
fBm fractional Brownian motion
sfBm subordinated fractional Brownian motion

0.2. Table of important symbols

Vectors are denoted with bold symbols. Random variables are denoted by capital
Latin letters. Absolute positions are denoted by Latin letters, e.g. x or t, but dis-
placements or changes are given by the corresponding Greek letters, i.e. ξ or τ . The
mathematical object of a Brownian motion is called a “Wiener process” here and de-
noted with B(t). It is the Gaussian process with almost surely continuous trajectories
and ⟨B(t)B(t′)⟩ = min(t, t′). The physical dimension of B(t) is the square root of its
arguments’ dimension. Function arguments are separated by a semicolon. When the
function is symmetric with respect to interchange of its arguments, they are separated
with a comma. Definitions are denoted with :=. The right-hand side of the symbol is
the definition. The symbol ∼ means “proportional to, i.e. equal up to a factor. The
symbol ∝ means “asymptotically equal to”. Diffusivities, denoted with Kγ,γ′ , have
the physical dimension of mγ/secγ

′
.
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Symbol Meaning

x, ξ position in space, and a spacial displacement or translation
t, τ epoch in physical time and a corresponding time difference
u, ω epoch in operational time, and a corresponding time differ-

ence
T maximum measurement time
d dimension of Euclidean space
Ω state space, usually a simple cubic lattice Zd or the real space

Rd

T (Ω) the set of all possible translations of Ω, usually the same as
Ω

ρ(x; t) concentration profile or the pdf
η(x; t) activity or ρ(x; t) /ρeq(x)
a lattice constant
Kγ,γ′ anomalous diffusivity, the subscripts indicate the physical

dimension of mγ/secγ
′

△, ∇, ∇† Laplacian, usually a lattice Laplacian, incidence operator of
a graph and its adjoint, sometimes gradient or divergence

β inverse temperature
λ, w transition rate and equilibrium transition rates
A adjacency matrix of the transition graph
e−βF Boltzmann factor
X(t) position of a tracer particle, a stochastic process of mixed

disorder
Y (t) process of pure structural disorder, i.e. with stationary in-

crements
U(t) operational time, i.e. a non-decreasing process
B(t) Wiener process
∆X(t; t+ τ) X(t+ τ) − X(t), displacement of X in the time interval

[t, t+ τ ]
ν exponent of structural disorder, i.e. ⟨|Y (t) |⟩ ∼ tν

α exponent of energetic disorder, i.e. ⟨U(t)⟩ ∼ tα

P{·} probability of an event
P{·| : }, E[·| : ] conditional probability and conditional average
SZ(z) survival function, i.e. SZ(z) := P{Z ≥ z}
⟨·⟩ ensemble average
[·]p p-quantile, i.e. p = SZ([Z]p)

Var[·], Cov[·, : ] variance and covariance, Cov[Z,Z ′] := ⟨ZZ ′⟩ − ⟨Z⟩ ⟨Z ′⟩,
Var[Z] := Cov[Z,Z]

E[·] average over disorder

OT time average of O, see Eq.(4.1)
JO(T ) ensemble heterogeneity of O, see Eq.(4.4)
o(·) small Landau symbol, f = o(g), if and only if f(x) /g(x) → 0
O(·) big Landau symbol, f = O(g), if and only if f(x) /g(x) → c
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1. Introduction

1.1. A small historical overview

A small history of random motion usually starts with Robert Brown who reported
in 1827 on the erratic motion of pollen in water under the microscope. Although he
was not the first to observe such motion, the most prominent object in the theory of
random motion, the Brownian motion, is named after him. In those early days the
question was whether the motion was a biological or physical phenomenon, and already
in 1784 and 1819 Ingenhousz and Bywater, respectively, argued (independently) that
the motion was also present for inorganic particles, thus a physical phenomenon. In
the next years, several experimenters devoted their work to this phenomenon, trying
to elucidate the cause of this motion as well as its dependence on parameters like
temperature or viscosity of the fluid or the size of the solved particles.1

The first mathematical description is due to Fick, who experimented with sodium
chloride solutions, [4]. From the assumption that differences in the concentration ρ of
the salt induce a diffusion flux, he derived the diffusion equation

dρ

dt
= K2,1

d
j=1

d2ρ

dx2j
.

d is the dimension of Euclidean space. The diffusion constant K2,1 has the physical
dimension m2/sec.2 He validated the equation with a series of careful experiments
and proceeded to research the diffusion through membranes taken from some animal’s
bladder. His assumption on the diffusion flux and the resulting equation presented here
are now known as Fick’s first and Fick’s second law. Although the transport process
of solved salt in water was not well investigated back then, the governing transport
equation had already been well known as Fourier’s law of thermal conduction. This
equation appears abundantly when considering transport processes like diffusion, heat
or charge transport.
Fick helped himself explaining the phenomenon with the notion of atoms and

molecules. He imagined an array of forces that acts between atoms of the same and
of different kind and rather than thinking of a random motion, he thought about a
complex but deterministic motion of the latter.3 It was Einstein who brought the con-
cept of random walks into the discussion, as he considered the problem of a solution

1 The information presented here was compiled from [1], the introduction of [2], and [3].
2 The subscripts of the diffusivity shall indicate the physical dimension.
3 Regarding the fact that the solved particles considered by Fick are much smaller than those of
the prior mentioned authors, this conception is not surprising, but rather natural.
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of small spherically shaped particles in 1905, [5]. From the concept of small random
displacements or forces acting on the particle, he re-derived the diffusion equation.
He bridged the gap between the description via concentration and the stochastic pro-
cess, which describes the trajectory of the particle. In fact the random process he
considered was the Brownian motion, named after prior mentioned botanist Robert
Brown. Later Smoluchowski, [6], formulated the problem completely in terms of a
random walk, and Langevin proposed a classical equation of motion with a random
force term, [7], which is now known as a stochastic differential equation. The discus-
sion about the Brownian motion, i.e. the erratic motion of small solved particles, now
circled around the molecular-kinetic theory, hence the existence of atoms. The ideas
of Einstein and Smoluchowski were tested systematically by Perrin, [8], and led to the
establishment of the atomistic hypothesis.
Random concepts also yielded fruits in other fields like electric circuit theory to

describe electrical noise by Schottky in 1918, [9]. Also, already five years before
Einstein, Bachelier analysed fluctuations in stock prices, [10]. Therefore, he was the
first to apply the Brownian motion process.

1.2. Random motion is abundant

Apparently there is a deep connection between random processes, like the motion of
solved particles or stock prices, and certain partial differential equations, like Fick’s
second law. This allows us to describe random trajectories by such equations and vice
versa it allows us to interpret such equations in terms of a randomly moving agent.
Consequently, the investigation of transport equations and processes bears not only
fruits in the physical sciences, but in any discipline where a certain “random motion
paradigm” may be applied. Loosely spoken this paradigm states that:

Stuff changes randomly.

It can be used regardless of how chance enters the description. It may enter by
inherently stochastic dynamics, by not knowing the exact dynamics – like in statistical
mechanics – or even by not caring about the exact dynamics. Thus, the same tools
used to describe a sodium chloride solution are used nowadays to model travelling
people [11, 12], spreading epidemics [13, 14], the motion of animals [15–34], and the
evolution of financial stocks [35–39]. All these topics caught the interest of physicists
that are familiar with the necessary mathematical tools. When describing natural
phenomena, the random motion paradigm applies to the motion of particles in all
sorts of environments, for example in solid matter, see [40] and references therein,
porous media [41–43], or in soft matter, like in soils [44], in polymer matrices, [45, 46],
visco-elastic or other complex media [3, 47–51], or in general disordered media [40, 52–
56]. In particular the motion of large molecules like proteins in biological cells is a
recent field of study, [49, 57–73]. In polymer science one may describe the motion of
polymers in polymer melts [74–77], the translocation of polymers through small pores
[78, 79], or the coiling of polymers [80–82]. The most classical example of a random
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walk in polymer science is of course the end-to-end-distance of a polymer chain. Also
there is tracer diffusion in turbulence [83–86], active particles [87], or the motion of
electrical charges or excitons [52, 88–90]. In physical chemistry, the diffusion process
governs the speed of a chemical reaction of dilute agents. Therefore, understanding
the agents’ motion is essential, [6, 91–93]. More abstractly, the (unknown) micro-state
of a complex system changes over time and can be described in terms of a random
walk in state space. This interpretation is applied among other situations in glasses
and large polymers, [94–104].
In all those fields, a random description successfully describes the phenomenon at

hand. Whenever this is the case, the same family of mathematical tools is applied.
One may argue whether those tools are particularly versatile, their field of application
most certainly is. Notwithstanding that these tools can be applied almost blindly
with great success, care has to be taken when doing so. Whenever it is not clear to
the modeller, where and how chance enters his description, he may propose a model
that fits his data but still gives wrong predictions. Even more severe, the underlying
(non-)physical conception may be wrong. Such misconceptions can propagate and lead
to confusion, when not unveiled by other experiments. The diffusion of large molecules
in biological cells or other complex environments is an area of contemporary research,
where there is a lot of discussion about the correct laws governing the motion. This
will be the main motivation for this thesis. But before turning to this topic, we discuss
some of the experimental techniques and accessible observables that are currently in
use.

1.3. A theorist’s overview over experimental
techniques – commonly used quantities

In the first experiments on Brownian motion, it was tried to measure the velocity of
the diffusing particles. This was not a very fruitful approach as a Brownian particle
usually does not have a well defined velocity. The work of Einstein and Smoluchowski
directed the attention to the displacement, rather than the velocity, of the particle.4

This quantity was exactly what Perrin measured.5 He took stroboscopic pictures of a
well prepared ensemble of small rubber balls. It was then possible to obtain histograms
of the displacements and to compute their variance, the mean squared displacement
(msd). According to Einstein, and also Fick’s theory, when X(t) denotes the position
of a particle at time t and ∆X(t; τ) := X(t+ τ) −X(t) the displacement, then the
mean squared displacement is given by

∆X2(t; t+ τ)

= 2dK2,1τ.

This linear relation between msd and time arises wherever the diffusion equation ap-
pears. Since it was the first relation to be investigated, processes that exhibit such

4 According to [1].
5 Again according to [1], Perrin did not do it with his first intention.
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behaviour are called normal diffusive. The square root of the msd defines a typical
transport length for a lag time τ .

Although the msd still is in the focus of investigation, experimental techniques
have improved drastically. This is due to advanced labelling techniques using green
fluorescent proteins or quantum dots, more powerful microscopes as well as cameras
and computer based image processing. Nowadays, the spatial resolution is in the
nanometre to sub-micrometre range. We will shortly present three techniques here.
Of course there are much more, but the three will be used to introduce three of the
main objects discussed in this thesis.

Fluorescence recovery after photo-bleaching: First of all, there are the fluorescence
recovery after photo-bleaching (frap) experiments, [62]. An ensemble of tracer particles
is marked with fluorescents. A short and strong laser beam deactivates all markers
in a certain area and one then observes fluorescent particles diffusing back into the
bleached region. In this experiment, the overall fluorescence intensity is recorded. The
so obtained recovery curve is fitted to a theoretical prediction and the msd may be
extracted from the data.

Fluorescence correlation spectroscopy: In these fluorescence correlation spectroscopy
(fcs) experiments the whole fluorescence intensity is recorded, [105]. By exploiting the
fact that the local intensity is proportional to the concentration of fluorescent, one can
connect the fluctuation of intensity to the fluctuation of tracer concentration. This
allows to measure not only the msd but also spatial and temporal correlations, hence,
to probe the propagator.

Single particle tracking: In single particle tracking experiments (spt), individual
particles are marked, their trajectories are recorded with a high resolution, which
allows to reconstruct individual paths, [69, 106]. Obviously this method produces the
most information, namely the trajectory {X(t)}t∈[0,T ] in the measurement interval
[0, T ], but it is also the most complex in preparation. With the rise of single particle
tracking it became possible and necessary to not only think about ensemble properties,
but also about time averaged quantities obtained from a single trajectory. Hence, it
is nowadays possible to address problems like ergodicity, i.e. the equivalence between
time and ensemble averaging procedures, in complex environments.

Let us quickly discuss, what the propagator is. Modern diffusion models are usually
formulated either in terms of a stochastic process, i.e. by making assumptions on the
properties of the trajectories, or alternatively in terms of a partial or integro-differential
equation that describes the evolution of the concentration. These equations are gen-
eralizations of Fick’s second law. One can find the Greens’ function G(x; t0 + τ |x0; t0)
of such an equation, which then describes the evolution of concentration initially dis-
tributed in one position, namely in x0. In the stochastic picture this means that we fix
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the initial point of the trajectory to X(t0) = x0, and consequently the Greens’ func-
tion or propagator can be interpreted as the conditional probability of displacement.
Another name for this quantity is also transition probability, fundamental solution or
heat kernel. Integrals of the form

Ω

dx


Ω

dx0 I(x) I(x0)G(x; t0 + τ |x0; t0)

bear temporal correlation functions of the position. Those are measured in fcs, where
I(x) is a laser intensity profile. The propagator often is the starting point of a the-
ory. The other approach – to directly describe the trajectories’ properties – is either
performed by writing a stochastic differential equation, a Langevin equation, or by
directly enumerating all important properties. A Langevin equations is, roughly spo-
ken, an equation of motion with a random force, the so called noise term. When the
properties of the noise are known, the msd, correlation functions or the propagator
can be derived. Both approaches, starting with an equation for the propagator or with
an equation for the trajectories are equivalent only under certain conditions.
Over time, the experimental techniques became more and more involved and enabled

access to more intricate observables, from the msd, via correlation functions to the
whole trajectory. Still, the msd and its relatives remain the most important observ-
ables. Another member of this family is the time averaged mean squared displacement
(tamsd):

∆X2(τ)T :=
1

T − τ

T−τ
0

dt∆X2(t; t+ τ) .

In contrast to the before discussed ensemble averaged mean squared displacement
(eamsd). In time averages, one averages over subsequent time intervals of one tra-
jectory, instead of averaging over an ensemble of different tracer’s trajectories. In the
same way as the eamsd fluctuates around its unknown true value for finite ensem-
bles, the tamsd exhibits fluctuations for finite measurement times. The single particle
tracking method puts the experimenter in the position to verify the ergodic hypothesis,
which states the equivalence of both methods.
Over time, systems with a much richer behaviour than just a linear time dependence

of the msd were discussed. Those are usually coined anomalous diffusion. In the next
section we will discuss the traits of anomalous diffusion.

1.4. Features of anomalous diffusion

1.4.1. Non-linearity of the msd

A linear behaviour of the msd appears often but it is not universal. It is sufficient to
take inertia effects of the diffusing particles into account, in order to generate other
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than linear behaviour. One then observes that the diffusivity K2,1 introduced above
is not constant, but rather depends on the measurement and averaging details, on the
time t when the observation is started, or on the lag time τ , for which the msd is
evaluated. One of the first to address this problem, was Richardson in 1926, [84], who
observed that the measured diffusivities of substances in atmospheric flows differ by
nine orders of magnitude. To overcome this problem, he proposed an equation with a
length-scale dependent diffusivity, i.e.

dρ

dt
= K2/3,1

d

dx
|x|

4
3
dρ

dx

here presented in one dimension. The constant K2/3,1 does not have the dimensions
of a diffusivity, but rather m2/3/sec. Therefore, it is hence an anomalous diffusivity.
The msd in Richardson’s model is given by

∆X2(0; τ)

= cK3

2/3,1τ
3,

with some numerical constant c. It is obvious that a diffusion constant defined by
⟨∆X2(0; τ)⟩/(2dτ) is not a constant.
An alternative approach by Batchelor for the same problem involved an a-priori

time dependent diffusivity. He proposed:

dρ

dt
= K2,3t

2 d
2ρ

dx2
,

with the anomalous diffusivity K2,3 of dimension [K2,3] = m2/sec3, which bears the
same scaling of the msd:

∆X2(0; τ)

= 2K2,3τ

3.

When the msd does not scale linearly, like it does here, one speaks about anomalous
diffusion. In many physical fields, most prominently turbulence and transport in
disordered systems, a non-linear time dependence of the msd can be observed. Usually
the result is fitted to a power law

∆X2(0; τ)

= 2dK2,γτ

γ

for some γ ̸= 1. The anomalous diffusivity K2,γ has to have the physical dimension
m2/secγ. If γ is smaller than unity, i.e. if the spread is slower than in the normal case,
one speaks of sub-diffusion. If it is larger the motion is called super-diffusive. The
special case γ = 2, when length scale and time scale grow proportionally is termed
ballistic diffusion. Other relations, for example a logarithmic time dependence, are
also possible. Furthermore, there may be different time regimes, in which different
scaling relations hold, which are connected by crossover sections. Usually, simple
mathematical models are applied to only a few, or just one of those scaling regimes.
Diffusion in atmospheric flows [83–86] is usually superdiffusive. Apart from that,

anomalous diffusion also occurs in other fields. In polymer science, a long polymer
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chain can be interpreted as a random walk or diffusion process. When the number of
monomers is taken as time variable, the end-to-end-distance of the chain scales nor-
mally as long as the chain is allowed to overlap with itself. If the repulsive interaction
between the monomers is taken into account, the mean squared end-to-end-distance
scales super-diffusively, [53, 80]. However, when considering the actual motion of a
monomer part of a long chain, the process is subdiffusive, [80, 81]. The rest of the
chain drags the monomer back to its previous location, inducing negative correlations
in the motion. The same holds for the translocation of a polymer chain through a
small pore, [78, 79]. In this situation, the position variable is given by the number of
monomers that already passed the pore. It exhibits subdiffusion by the same reason
as before. Similar is the process of zipping or unzipping of two DNA strands, [82].

Diffusion in disordered media can be either normal or anomalous, [40, 53], depend-
ing on the strength of disorder. Examples for such systems are charge carrier transport
in disordered semiconductors [90], the diffusion of water molecules in a polymer ma-
trix [45, 46], or the motion in porous media. Transport in such systems is usually
subdiffusive, when the disorder is strong enough. The problem of diffusion in porous
media can be mapped to the electrical conduction of an insulator-conductor mixture,
[45, 52, 89]. Other subdiffusive physical systems are related to transport in visco-elastic
environments, [3, 47–51].

The dynamics of of glasses, polymer conformations, or any other complex system
can often be understood in terms of a random walk in state or configuration space,
[94–96, 98–101]. In such situations, a classification in terms of the msd makes little
sense, for the variable can not be interpreted as a position. Although one may apply
the same array of stochastic methods, a classification of the motion in terms of the
msd makes little sense. Here one is interested in relaxation behaviour, f.e. how long
the system is able to remain its macroscopic state.

Superdiffusive motion appears less often in pure physics, since it requires additional
energy coming from an internal or external reservoir. Hence, it is often called active
motion. Some particles are able to catalyse a chemical reaction and use it for propul-
sion, [87, 107]. Superdiffusion is ubiquitous in the motion of living beings. Under
the assumption that they move randomly, one finds superdiffusive laws in the motion
of bacteria, [17, 21, 26–28, 34, 44], larger animals [23, 25, 30, 31, 33, 108–110], or
humans [11–13], for further review see [18, 29]. Emphasis lies especially on the topics
of epidemic spreading [14, 111] and random search theory [15, 16, 24, 30, 112, 113].

Anomalous diffusion also occurs in finance, [35–39], where one tries to model stock
prices or option prices with stochastic processes.

Apparently, anomalous diffusion has a wide range of applications. But there are
also other features besides the non-linear growth of the msd.

1.4.2. Weak ergodicity breaking

The examination of the msd provides a first and crude division in normal, slow and
fast processes. Furthermore it allows us to define and quantify a transport coefficient,
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namely some anomalous diffusivity

Kγ,γ′ :=
⟨|∆X(t; t+ τ)|γ⟩

2dτ γ′ ,

with anomalous physical dimension mγ/secγ
′
. The measurement procedure provides

the details of this definition, for instance which kind of average has to be chosen. Yet,
this transport coefficient may not be robust with respect to the chosen measurement
technique, for instance it can change with t. Then it is not well defined.
One particular problem concerns ergodicity. The ergodic hypothesis is one of the

foundations of statistical mechanics and states the equivalence of time and ensemble
averages. Boltzmann and Maxwell were the first to use it. They argued that the evo-
lution of a system in phase space carries it close to every region accessible on a certain
energy level. By this conception, one can argue that an infinitely long phase space
trajectory samples an energy surface thoroughly, so that an average over the time
evolution can be replaced by an average over all states in the energy surface. In the
early 1930’s Birkhoff and von Neumann were able to prove the hypothesis rigorously
for non-autonomous dynamical systems and for non-autonomous Hamiltonian systems
respectively, [114, 115]. Those results gave birth to mathematical ergodic theory. The
topic of ergodicity was reapplied to statistical mechanics in the book of Khinchin,
[116]. The various ergodic theorems state the equivalence of time and ensemble aver-
ages in various probabilistic senses. Time averages are still random variables from a
mathematical point of view. When the measurement interval becomes infinite, they
can converge to the ensemble average value for every trajectory, on average or such
that their deviations vanish. The usually mentioned precondition for ergodicity is that
the whole state space is accessible. If this is not the case, the system is trapped in
the accessible domain and a time average will converge to an ensemble average that
is conditional to the starting domain. Such a situation is called ergodicity breaking.
Normal diffusive processes show perfect ergodic behaviour and in usual diffusion

models the state space is not separated in multiple domains. Thus, it was rather
surprising to see that despite of this connectedness, some processes of anomalous dif-
fusion show a non-ergodic behaviour. In particular, there can be a disparity of the time
and ensemble averages, [117–119], the distribution of the system does not approach the
Boltzmann-Gibbs-distribution, [93, 120], and furthermore the time averaged transport
coefficients exhibit universal fluctuations, [117, 121, 122]. A time averaged quantity is
said to have universal fluctuations when it behaves randomly and this random nature
remains relevant even in the limit of infinite measurement times. The contemporary
collective term for these different phenomena is weak ergodicity breaking. In one par-
ticular model, the continuous time random walk, weak ergodicity breaking causes a
linear scaling between tamsd and time, although the eamsd for this model scales sub-
diffusively. Therefore, more care has to be taken, when interpreting data of anomalous
diffusion processes.
Weak ergodicity breaking was investigated in many theoretical models, [123–131]. It

can also be observed in experiments, for instance in blinking nano-crystals [102, 132],
or in the motion of large molecules inside biological cells [66, 67, 70, 72].
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1.5. The problem of modelling intracellular transport –
How can one distinguish between different models
of anomalous diffusion?

Another example for anomalous diffusion is the motion of large molecules in biological
cells, for instance on the cytosol or in the cell membrane. These molecules may be
lipids, [66], sugars, [73], complex proteins like ion channels, DNA strands or receptors,
[63, 67, 72], or other [49, 51, 58–60, 70, 71].
Their motion is usually subdiffusive, although some particles may also move super-

diffusively, [59]. The superdiffusion is usually ascribed to active transport by so-called
molecular motors. Those are molecules that are able to bind some cargo and drag it
along protein fibres inside the cell, [133, 134]. The transport on this actin network
consumes chemical energy in the form of adenosine triphosphate.
Subdiffusion on the other hand may be much more challenging to explain. The

reason is that there are many factors influencing the process.
First of all, the cytosol as well as the cell membrane, are not “empty”, i.e. there

are many other molecules, enzymes, organelles, fibres, etc. present in the cell. This
situation is usually coined molecular crowding, [65]. It manifests in the fact that the
larger a particle, the smaller is its mobility, [73]. Large proteins can not move freely,
because other things are in the way.
The environment, as seen for such a particle, is highly disordered and may not be

static. Polymer solutions with such high densities are also investigated with molecular
dynamics simulations and have the properties of glasses, [75–77]. The cytosol also has
non-trivial fluid properties, it may be visco-elastic, [49].
In the case of proteins, it may be necessary to change the conformation in order to

proceed. This change of conformation can be thermally activated or by reaching some
kind of reaction site. The internal state of the protein and its dynamics is, however,
not visible in a particle tracking experiment. The observer can not see any motion.
In summary, the motion is affected by several factors:

• Active transport by molecular motors,

• obstruction by other parts of the cell,

• visco-elastic interaction with the environment, and

• invisible internal dynamics of the tracer particle (trapping).

Each of those mechanisms alone can be described very well by certain models. Sub-
diffusion caused by obstructions can be mimicked by the diffusion on a percolation
cluster, visco-elastic effects can be modelled by generalized Langevin-equations and
trapping effects by means of continuous time random walks. Unfortunately, when re-
alistic situations are considered, there are unfortunately more mechanisms than just
one at work simultaneously. The challenge is to identify them.
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This identification is the main concern of this thesis. The zoo of anomalous diffu-
sion models needs to be classified. The physical mechanism that is expressed in the
mathematical model has to be understood so it can be matched to the experimen-
tal situation. By understanding this, one can conceive statistical tests more involved
than an investigation of the msd that are able to tell different models, i.e. mechanisms
apart. In the final step, a prediction of more complicated properties like ergodicity is
possible based on the knowledge of the physics at work in this system. This can be
considered as a very rough outline of the thesis.
Since not all models of anomalous diffusion exhibit weak ergodicity breaking, one

can use its presence to make a first distinction. First passage times, i.e. the time
a tracer particle needs to reach a certain target, may differ from model to model.
Hence, they are a powerful tool distinguish them, [135]. Alternatively, the growth of
the explored region can be examined, [136]. Furthermore, it was proposed to analyse
the p-variation of single particle trajectories, [137]. The p-variation test discriminates
between fractional Brownian motion and continuous time random walks, two particular
models. All such tests allow for at least a binary decision between anomalous diffusion
models. As already discussed in the example above, it does not have to be just one
physical mechanism that needs to be identified. In particular, realistic situations may
bear ergodic and non-ergodic components simultaneously, see for example [72]. There,
the addition of certain drugs to the cell restored the ergodic behaviour of the tracer
particles. Hence there is also a need to separate the ergodic from the non-ergodic part.
A method to do so will be proposed in this thesis.

1.6. Aim, outline and ansatz of this thesis

The aim of this thesis is threefold. First, we need to find the physical mechanisms that
lead to anomalous diffusion. As elaborated before, the most interesting situations are
those, where multiple mechanisms are at work simultaneously, in particular ergodic
and non-ergodic parts. Then, it is necessary to find an empirically robust method
that is able to identify and separate both parts. Finally, the ergodic properties of such
mixed processes can be analysed, and the separation is verified.
This programme will be tackled in the framework of a diffusion process in a disor-

dered medium, [40, 53, 138, 139]. Although not the most general model, it is a rather
realistic and rich description. Such models are generalizations of random walks on
lattices and have a long tradition for instance in solid state physics, see [40]. In the
mathematical community they are known as “random-resistor-networks”, [140], due to
the equivalence to charge transport problems. In chapter 2, we introduce these models
and tackle point one: the classification of disorder. We will consider a generalization
of the diffusion equation on the lattice Ω,

ρ̇(x; t) =

y∈Ω

[λ(x;y) ρ(y; t)− λ(y;x) ρ(x; t)] ,

with a given random set of transition rates {λ} between the sites of a regular lattice
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Ω. When the transition rates are cleverly chosen, one is able to model internal states’
dynamics with sojourn or residence times per lattice site. Obstruction can be modelled
with transitions that are forbidden and active transport with connections that gap a
long distance.
The fixed transition rates describe a quenched (i.e. stationary) random environ-

ment. When performing an average over the random environment, that means when
considering the annealed model, the anomalous diffusion becomes visible. Therefore,
first the quenched model is discussed in section 2.3.1, then the annealed model in sec-
tion 2.3.2. In the general case, averaging over the environment or over certain parts of
the state space introduces memory effects into the annealed model that – when they
are severe enough – contribute to the anomalous behaviour. In that way, visco-elastic
effects can be modelled. With a suitable transformation, the annealed model can be
mapped to a continuous one, albeit this is not necessary for our reasoning.
The quenched system can be understood in terms of a graph or network, [141–

143], of possible transitions. We show how some results of the spectral theory of
graphs correspond to the system’s properties in thermodynamic equilibrium and help
to understand the physical mechanism causing anomalous diffusion. By virtue of our
abstract ansatz, the derived results are valid for any network system that can be
described with a random master equation like the one above. We make use of the
graph’s Laplacian matrix, hence every other application involving this object benefits
from the discussion in this thesis. However, the merit of diffusion processes is a clear
physical interpretation of the state space. Other applications may lack this possibility.
In our case, we obtain a classification of two different kinds of random environments,
both causing anomalous diffusion, but each corresponding to another physical reason
behind the anomaly.
The main object of a theory formulated in terms of a master equation is the concen-

tration profile ρ or equivalently the propagator. The single particle tracking method,
on the other hand, operates with trajectories, i.e. stochastic processes. In 2.4, the
description in terms of master equations will be mapped to one in terms of stochas-
tic processes. The main tool here is the theory of generators of stochastic processes,
in particular Markov-processes, [144, 145]. The physical mechanisms we will identify
earlier in the chapter, translate to properties of the stochastic processes. The transi-
tion from quenched to annealed disorder in stochastic processes can only be sketched
heuristically, due to the mathematical complexity of obtaining proofs. This is espe-
cially the case in the presence of long-time memory. As final result of chapter 2, we
obtain a decomposition ansatz for stochastic processes that serves as a starting point
for the remaining investigations. That way we are firstly able to relate the network
model with possibly infinite memory to a stochastic process, and secondly we are able
to theoretically identify two different components of this stochastic process.
Several stochastic processes and lattice models that are used in the rest of the thesis

will also be introduced along the lines of chapter 2. The case of normal diffusion is
treated in the beginning of the chapter, and along its discussion, all variables and
terminology are introduced.
In chapter 3, we will demonstrate how the general ansatz on diffusion processes
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developed in the first chapter, can be separated by investigation of the so-called fun-
damental properties. At last in chapter 4, we will discuss ergodic properties in our
set-up. The thesis is summarized and concluded in the last chapter, 5.
Furthermore, the thesis is also equipped with a table of abbreviations and a table of

symbols in the very beginning. The guidelines for abbreviations and symbols are also
mentioned there. Some parts that would distract too much from the main discussion
have been moved to the appendix. The main text refers to those sections.

12



2. Classification of disorder

2.1. Introduction

When making an attempt to distinguish different mechanisms that lead to anomalous
diffusion, we first of all need to understand them. We need to know the mechanisms
and after that we can think about how to tell them apart. This is the aim of this
chapter. We will first discuss models of diffusion in disordered systems and then
turn to models in terms of stochastic processes. By using properties related to ther-
modynamic equilibrium, we can distinguish two mechanisms, termed energetic and
structural disorder.
In the beginning of this chapter, we will introduce all necessary notation and quanti-

ties using the example of normal diffusion. Then we turn to lattice models of diffusion
in a disordered medium, and see how those quantities need to be generalized. A
transition from quenched (in the sense of static or fixed) to annealed (in the sense of
averaged) disorder allows us to determine the behaviour of the msd. More specifically,
it allows us to see two ways the msd grows not linearly in time, hence it behaves
anomalously. These two ways are then used to define the terms: Structural and en-
ergetic disorder. After that, we will show how the lattice models can be described
in terms of stochastic processes, and how the terms structural and energetic disorder
translate to that language.

2.2. Normal diffusion

The term “anomalous diffusion” implies that there is a term called normal diffusion.
Normal diffusion will be presented in this section, i.e. popular models thereof and some
of their properties. Alongside the presentation, some notation and basic concepts are
introduced and demonstrated.
We focus mainly on two types of models: Those that describe the evolution of the

concentration profile and those that specify the properties of single trajectories. The
former is usually formulated as a partial differential equation or a set of rate equations,
depending on whether discrete or continuous space is considered. The latter may be
given by a stochastic differential equation together with reasonable assumptions on
the noise, via a random walk scheme, or by directly enumerating all properties of
the stochastic process. Either way, the trajectories of the tracer particle are the
main object of the model, whereas in concentration models the density of the tracer
particles is modelled. These descriptions are equivalent for Markovian models, but not
for models with memory. The concentration description is in general not complete.
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The usefulness of either one is dictated by its analytical accessibility and by the details
of the experiments.

In this section, we will present both approaches in normal diffusion. We first consider
a lattice model and afterwards the stochastic process defined in continuous space. In
the same line, we introduce all later used notation

2.2.1. The binomial random walk

Consider a d-dimensional simple cubic lattice Ω with lattice constant a. The function
ρ(x; t) of a spacial and a temporal argument describes the mass, number or concen-
tration of particles in site x at time t. Alternatively it describes the probability for
one particle to be in site x at time t. Mass, particle number and concentration differ
only in a constant factor, as long as each particle does not interact with the others.
The same holds for the probability. This assumption is usually correct for low con-
centrations. In the rest of this text we will refer to the concentration ρ(x; t), which is
normalized to unity, i.e.

x∈Ω

ρ(x; t) = 1. (2.1)

We assume that at a certain epoch 0 all mass is concentrated in a single site, denoted
by 0, i.e. ρ0(x) := ρ(x, 0) = δx,0.

The discrete diffusion equation

Fick’s laws and some operators from graph theory: Pick two neighbouring sites
x and y on the site and denote with j(y;x; t) the current flowing from site x to y at
epoch t. The continuity equation, or the mass preservation equation, states that the
rate of change in concentration in site x is given by the current balance:

ρ̇(x; t) =
1

a


z:|z−x|=a

j(x; z; t) =: −∇†j(x; t) . (2.2)

The dot denotes the partial derivative with respect to time. The symbol := denotes a
definition, with the defined object on the same site as the colon. The operator ∇† is
the adjoint incidence operator of the lattice. It sums all currents flowing into the same
node and acts as a lattice version of the divergence operator. Following Fick, we may
assume that the current j(y;x; t) is proportional to the difference in concentration:

j(y;x; t) = −K2,1

a
[ρ(x; t)− ρ(y; t)] =: K2,1∇ρ(y;x; t) . (2.3)

Here, K2,1 is the diffusivity with dimensions [K] = m2/sec and the incidence operator
∇ calculates the difference of a scalar quantity along one bond of the lattice. Putting
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both equations together, we obtain the master equation, Fick’s second law on the
lattice:

ρ̇(x; t) =
K2,1

a2


|y−x|=a

[ρ(y; t)− ρ(x; t)] = −K2,1∇†∇ρ(x; t) =: K2,1△ρ(x; t) . (2.4)

△ = −∇†∇ is the so-called lattice Laplacian.1 The usage of operators from graph
theory and our suggestive notation allows us to symbolically restore the continuous
equations.2 More information about the incidence operators and the lattice Laplacian
can be found in literature on graph theory, for instance in [141–143]. The connections
to graph theory are a little deeper as we will point out in the next section. The lattice
Laplacian is not explicitly time dependent and involves no memory terms. Therefore,
Eq.(2.4) is local in time, i.e. the rate ρ̇ depends only on the actual concentration
profile and is independent of its prior values.

Stationary state: We note that Eq.(2.4) admits a stationary concentration profile,
which is constant:

ρst(x) = const. (2.5)

Up to now, the domain Ω was not discussed. It was simply stated that it is a subset of
aZd. If the domain is finite, then the initial condition may not be sufficient to define
the problem and additional boundary conditions are needed. Those also have to be
incorporated into the Laplacian △. Our treatment here implies that the domain is
infinite (the case of so-called free diffusion) and we do not care about the boundary
conditions. We only impose the normalization constraint.3 The stationary state is
only normalizable, if the domain is finite. Nevertheless, any constant function will
fulfil △f = 0.

Transition rates and sojourn times: Let us derive some quantities that will be
needed and discussed later on. The transition rate

λ(y;x) :=
K2,1

a2
(2.6)

1 This operator has non-positive eigenvalues. Hence, it differs in sign from the definition of the
graph Laplacian in the mathematical literature!

2 Loosely spoken, the incidence operator is a “graph version” of the gradient, its adjoint represents
the divergence. Both operators are defined for arbitrary graph topologies. Admittedly, a very
suggestive notation is used here, but indeed the quantity ∇ρ represents a current. However, only
the Laplacian is uniquely defined, since the sign of the current between two sites may be chosen
arbitrarily. In the product of the incidence operator and its adjoint those signs cancel ensuring
uniqueness of the Laplacian.

3 Mathematically, we are defining Eq.(2.4) on a certain subset of the Banach space L1(Ω). The first
condition is that all possible values of the concentration are non-negative, i.e. ρ(x; t) ≥ 0. The
second condition is normalization, Eq.(2.1), and the last conditions are the ones on the boundary.
The common choices are periodic boundary conditions, preserving translation invariance, and
reflecting boundary conditions, where the diffusion flux at the boundary vanishes.
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is the number of particles per unit time that move from site x to another site y.
When all possible escape directions are taken into account, one can compute the total
number of particles leaving from site x and consequently – by taking the reciprocal –
the mean sojourn time of one particle in that site:

τ(x) :=

 
y:|y−x|=a

λ(y;x)

−1

=
a2

2dK
. (2.7)

Both quantities are homogeneous (they do not depend on the initial site x). Further-
more the transition rate λ(y;x) is isotropic (it does not depend on the target site y)
and symmetric (with respect to commutation x ↔ y). That means that in stationary
state, i.e. when the concentration is a constant, the number of particles going from x
to y is the same as the number of particles moving in reverse direction. This defines
the equilibrium transition rate:

w(x,y) := λ(x;y) ρst(y) =
K2,1

a2
(2.8)

The mean squared displacement: The standard observable in diffusion is the mean
squared displacement (msd), the variance of the particles position. It can easily be
shown that the msd grows linearly in time (in the case of free diffusion). This is done
by inspecting its time derivative and reordering the summation

d

dt


X2(t)


=

d

dt


x∈aZd

x2ρ(x; t) =


x∈aZd

x2ρ̇(x, t)

=
K2,1

a2

d
j=1


x∈aZd

x2 [ρ(x+ aej; t) + ρ(x− aej; t)− 2ρ(x; t)]

=
K2,1

a2

d
j=1


x∈aZd

ρ(x, t)

(x− aej)

2 + (x+ aej)
2 − 2x2


=
K2,1

a2

d
j=1

2a2


x∈aZd

ρ(x, t) = 2dK2,1.

ej is the unit vector in j-th direction. In the last line we have used the normalization
of the concentration. The derivation is the same for any initial condition. This is due
to the time and spacial translation invariance of the master equation and leads to the
same law for


∆X2(t, t+ τ)


. We obtain the main feature of normal diffusion: The

linear time-dependence of the msd
∆X2(t, t+ τ)


= 2dK2,1τ. (2.9)
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Solution and propagator: With the special initial condition ρ0(x) = δx,x0 , the solu-
tion to Eq.(2.4) is the Greens’ function or fundamental solution of the equation. We
hereby call it the propagator, G(x; t|x0; 0). In appendix A.1, we show that it is given
by:

G(x; t|x0; 0) = e−
t
τ

d
j=1

I[ej ·(x−x0)]/a


t

dτ


, (2.10)

where In(x) denotes a modified Bessel function of the first kind. It is more instructive,
however, to discuss it in relation to the random walk, which will be done in the next
subsection.

The binomial random walk process

Interpretation as a Markov process and first properties: Eq.(2.4) can also be
understood as the forward equation of a Markov process, [144]. Then consequently
K2,1△ is the generator of the process. The formal solution to (2.4) involves the time
evolution operator

ρ(x; t) = U(t) ρ0(x) := eK2,1t△ρ0(x) .

The kernel of the time evolution operator is the propagator, which can now be iden-
tified as the transition probability of the Markov process. We may now interpret the
concentration profile ρ(x; t) as the probability density function (pdf) of the position
X(t) of one tracer that moves on the lattice. This process is called the binomial
random walk. Useful properties, like stationarity and independence of the increments
are a consequence of the Markov property and the time independence of the genera-
tor. However, the Markovianity is not a consequence of (2.4) but rather an additional
assumption. Such an interpretation of a rate equation becomes more questionable,
when memory effects are involved or the generator is time-dependent, [146].

Much information on the trajectories can already be extracted from △. This is
because the current of probability (and thus the transition rates) corresponds to jumps
of the random walker. The above defined mean sojourn time, see Eq.(2.7), is the
average time the walker remains at the same position (hence the name). We also see
that the transition rates, defined in Eq.(2.6), can be related to the probability that X
jumps along one link of the lattice. This is done by simple normalization

p(y;x) :=
λ(y;x)

z:|z−x|=a

λ(y;x)
=

1

2d
. (2.11)

These transition probabilities are – like the transition rates – homogeneous and isotropic.
The jump directions are uniformly distributed among all possible directions.
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Subordination: The separation in jumps and waiting times allows for a simple nu-
merical scheme to generate trajectories of the process, but it is also a little bit more
subtle. The reason is that every continuous-time Markov-process X(t) can be repre-
sented as a composition Y (U(t)) of a discrete time Markov process (a Markov chain),
{Y (u)}u∈N and a Poisson-process, {U(t)}t∈R0,+ . U connects the physical time with the
internal time, the number of jumps, and will be called operational time of the process.
The process Y (u) is called uniformized Markov-chain (sometimes embedded Markov
chain), see [145], and its transition matrix is given by [eKτ△ − 1] in our case. The
Poisson-process U(t) controls the time of the jumps, and has the intensity τ−1, with
τ being the mean sojourn time of Eq.(2.7).
The time between the jumps is exponentially distributed with an average being τ

and the probability that U(t) assumes the value u is given by:

P{U(t) = u} = e−
t
τ


t
τ

u
u!

.

On the other hand, when the tracer starts from x0, the probability to be in x after u
steps is given by:

P{Y (u) = x|Y (0) = x0} =
1

(2d)u


u=


j

2auj+xj−x0,j

a

u!
d

j=1

uj!
auj+xj−x0,j

a


!

.

Here one splits the total number of jumps u into the number of steps uj made in
positive or negative ej direction. Each direction is chosen with the same probability
1/(2d). This leads to a sum over multinomial coefficients. Consequently, we may
express the propagator in terms of a subordination formula, via:

G(x; t|x0; 0) =
∞
u=0

P{Y (u) = x|Y (0) = x0}P{U(t) = u} . (2.12)

The equivalence of (2.10) and Eq.(2.12) is shown in appendix A.1.
The representation X(t) = Y (U(t)) is the first example of subordination, the com-

position of two stochastic processes. The uniformized chain in our example contains
all spatial properties. Such an interpretation of two composed stochastic processes is
only possible, when the operational time does not decrease. Only in that case causality
is not violated.
The derived propagator (2.10) is still pretty cumbersome. One reason is that we

formulated the problem on a lattice. When taking the continuum limit a → 0, the
expressions simplify a lot. In particular, the typical scaling between displacement
and time becomes much more apparent. A stochastic justification for this approach
is the Moivre-Laplace limit theorem. The latter states that the multinomial variable
Y (u) may be approximated by a Gaussian variable for a large number of jumps.
This approximation gets better the more summands are taken into account, that
means it gets better for larger times. Another approach would be a coarse graining,
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renormalization procedure that rescales the characteristic length scale. This procedure
can be applied on the propagator directly, or on the diffusion equation, i.e. on the
lattice Laplacian. It is also possible to work in Fourier space and to consider only the
limit of small wave vectors in the propagator as well as in the diffusion equation. The
resulting continuous space process is the Brownian motion that will be described in
the next section.

2.2.2. Brownian motion

The continuous diffusion equation

When the continuum limit a → 0 is taken in the master equation (2.4), the lattice
Laplacian becomes the usual Laplacian differential operator. We obtain the common
diffusion equation in continuum:

ρ̇(x; t) = K2,1

d
j=1

∂2

∂x2j
ρ(x; t) = K2,1∆ρ(x; t) . (2.13)

Furthermore, the incidence operator can be identified with the gradient and its adjoint
with the negative divergence. We recover the usual formulation of Fick’s laws and the
conservation of mass. Again we need to specify boundary conditions. We choose free
boundary conditions in infinite space. As in the discrete case (2.13) is local in time.
The stationary state is a constant concentration profile. Integration by parts gives a
linear time dependence of the msd for free diffusion:

∆X2(t, t+ τ)

= 2dKτ. (2.14)

The propagator is easily obtained, it is a Gaussian

G(x; τ |0; 0) = 1

(4πK2,1τ)
d
2

exp


− x2

4K2,1τ


. (2.15)

We can see that the spacial argument x only appears in terms of a scaling variable
|x| /


K2,1τ . Hence, spacial displacement and elapsed time are not independent, but

have to obey the scaling relation given in (2.14).

The Brownian motion process

Parallel to the treatment above, we can interpret the diffusion equation in terms of a
Markov process. This process is called Brownian motion. It can be uniquely defined
as the Gaussian process with independent increments that are distributed according
to Eq.(2.15) and that has almost surely continuous trajectories. Again, one could
represent Brownian motion as a composition Y (U(t)) of a Poisson process U and the
sum of u i.i.d. Gaussian random variables, Y (u). This representation is, however,
not very common as the definition of Brownian motion bears enough nice properties
itself. Furthermore, since both are infinitely divisible, the Poisson process’ intensity
and the Gaussian random variables’ variance are arbitrary. It is only necessary to fix
their ratio K2,1.
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2.2.3. Summary

This section was devoted to describe normal diffusion. We presented a lattice model
and a continuous space model and discussed properties of the stochastic processes
and of the equations that govern their propagators. Both exhibit a linear behaviour
of the msd, see Eq.s (2.9) and (2.14). In the rest of this thesis we will talk about
normal diffusion, whenever such a linear law holds. This linear relation may only hold
asymptotically for large times, but even then we will still refer to normal diffusion.
Other authors will only call a Brownian motion normally diffusive and also require
other properties like Gaussianity, stationarity and independence increments, or scaling
of higher moments than the second, see [40]. We will not do this! We call a process
normal in a certain regime of times, when the msd is asymptotically linear in that
regime. Nevertheless, let us recapitulate some of the properties of those epitomes of
normal diffusion.

First of all, we mention the homogeneity and the isotropicity of Eq.s (2.4) and
(2.13). Normal diffusion is motion in a very symmetric and regular medium. In the
lattice model, the transition rates λ(y;x) do neither depend on the position x, nor
on the link (y;x). Similarly, the sojourn times τ(x) do not depend on the lattice
site. Furthermore, the topology of the lattice is very regular; every site has the same
number of next neighbours and every link spans the same distance (namely a). In
summary, normal diffusion takes place in a medium completely lacking any disorder.
The corresponding stochastic processes have stationary and independent increments.
They are Markovian and lack any memory. The governing equations are local in time
and lack a dependence on the history of ρ.

In both cases, lattice and continuum, we can represent the stochastic process as
subordinated to a Poisson process. Furthermore we can see that the pdf is (at least
asymptotically) of a special scaling form, i.e. the space dependence in Eq.(2.15) ap-
pears only in the form |x| /


K2,1τ .

We only considered diffusion in infinite space, rather than diffusion in the presence
of boundaries. Here, the concentration profile will spread indefinitely and it will thin
out. When the system is finite on the other hand, the concentration profile will
ultimately converge to the uniform distribution, which constitutes the equilibrium
distribution. The Gaussian (or binomial) profile of the concentration is a consequence
of the (lattice) Laplacian and thus it is a consequence of the identification of possible
micro- or meso-states and the transitions between them.

In our treatment, we completely neglected the velocity of the particle. The position
of the tracer particle constitutes its whole state space. This is only possible, when the
inertia of the tracer can be neglected. For example, when the medium is very viscous,
or when the tracer particle is much heavier than the particles of the medium, so that
collisions between them effectively do not change the tracers velocity. If one leaves
this so called over-damped regime, the velocity variables must also be considered in
the state space. In the continuous case, the time dependence of the msd is still linear,
because the velocity decorrelates but, for short times, the tracer will move ballistically,
and ⟨X2(t)⟩ ∼ t2. The corresponding process is not a Brownian motion any more but
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the integral of an Ornstein-Uhlenbeck process. The majority of the models treated in
this thesis will however neglect inertia and velocity.
In the sequel, all mentioned properties, homogeneity, isotropy, scaling form, ap-

pearance of the Poisson process, and so on, will be subject to generalization. We
will see that a linear law like (2.14) can not be erected, when disorder of a certain
strength is introduced to transition rates or when different scaling forms are used for
the stochastic processes. All this is going to be elucidated in the following sections.

2.3. Disorder in master equations

A new master equation: As pointed out in the last section, Brownian motion takes
place in a very regular and ordered medium. In the following section, we want to
investigate disordered systems. We will introduce the disorder in the rates of the
master equation. In a later section, we will show how this reflects in a description via
stochastic processes.
We start with a generalized version of (2.4) that describes the evolution of the

concentration profile:

ρ̇(x; t) = △λρ(x; t) :=

y∈Ω

[λ(x;y) ρ(y; t)− λ(y;x) ρ(x; t)] . (2.16)

Before, the transition rates λ(y;x) have been very regular. They were symmetric,
homogeneous and isotropic. All those assumptions are now dropped. We only assume
that they are not negative. Since all diagonal terms in above equation cancel, the
diagonal entries λ(x;x) are irrelevant and can be set to zero.
The new master equation describes diffusion in a disordered medium, [139]. The

product λ(y;x) ρ(x) is proportional to the number of particles moving from x to y
in unit time, and is the main modelling object of the theory. (2.16) can be motivated
in the following ways: Coming from irreversible thermodynamics, one may combine
the continuity equation, with a linear response ansatz, similar to Fick’s treatment.
Following Onsager, one would assume the diffusion flux j as linear in corresponding
thermodynamic force, which can be identified as the gradient of the chemical potential:

ρ̇ = −∇†j = − 1

T
∇†L∇µ.

Here, L is the Onsager coefficient, T the temperature assumed to be constant and µ
the chemical potential, which is itself a function of the concentration. When L is not
constant, and the chemical potential is not a trivial function of ρ, a linearisation of the
equation bears (2.16). Another approach is to interpret (2.16) as the discretization
of a Fokker-Planck-equation with a random potential. The disorder is modelled with
the set of possibly random rates {λ(y;x)}x,y∈Ω, which will be called the environment
henceforth. Our knowledge of the environment or lack thereof is modelled with the
probability distribution of the environment.
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Master equations like (2.16) have been used intensively to study phenomena related
to diffusion, see for instance [40, 53] and references therein. The disordered Laplacian
△λ, in the various forms discussed below, also appears when considering networks
of masses connected with ideal springs, [147, 148], and resistor networks, [89]. All
those phenomena are thus formally related up to a certain point. Eq.(2.16) is also
thoroughly discussed in mathematical literature, [56, 149–151], usually in connection
to random walks. This relation will be exploited in the next section.

Applicability of the model: Of course, Eq.(2.16) is not the most general formulation.
With our ansatz, we express the assumption that the process with quenched disorder is
a time-homogeneous Markov process. We identify the state space of the tracer particle
with its position in Euclidean space and thus we treat the so-called over-damped case.
This identification is not necessary. Other mathematical features like non-linearity,
time dependence of the rates or even memory effects could be included. Non-linear
terms are necessary for proper description of chemical reactions. Time dependent rates
are necessary, when the system is subject to external driving. One could argue that the
motion in the complete state (or phase) space truly is governed by a time-homogeneous
equation like the one above, but often the whole state space is either not observable
or not known. For diffusions, there could be additional properties, like the velocity of
the tracer, some other internal states of the tracer, or positions of other particles that
are needed to completely characterize the system state. Memory effects will emerge
in Eq.(2.16) when the state space is projected to a set of “relevant” variables, i.e.
position variables, [152]. The master equation above is thus not applicable in those
cases, explicitly not in the under-damped limit. We are “only” free to choose a proper
ensemble of environments {λ(y;x)}.

Programme for the rest of the section: Let us take a little time to sketch the next
steps. The transition rates λ define the problem. For one fixed environment Eq.(2.16)
describes a model with quenched disorder, since the transition rates are independent
of time, i.e. the disorder is static. We are interested in the long time behaviour of the
msd, which is not easily accessible in quenched disorder. Some properties of the system
can be made out in quenched disorder, and we will use them to find an appropriate
average over the disorder. In this averaged or annealed model the behaviour of the
msd is easier to obtain. The physical meaning of the average depends on the problem.
It may correspond to taking different samples of the medium or to different regions
of the same infinite medium. One of the main ideas here is that a tracer particle
diffusing in a disordered medium explores its surrounding. On larger length and time
scales the tracer feels not the details of the medium but rather a local average. In
this conception, the long-time, large-scale behaviour corresponds to an average over
the largest region of the medium. In that way, the long-time regime corresponds to
an homogeneous average over the disorder. The system “homogenizes” on such large
scales.

In what way the average has to be taken depends on the definition of the quantities of
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interest. For vividness consider the diffusion of some small particles through a porous
medium like a soaked sponge. We fix the concentration of the diffusing particles on
both sides of the sponge and wait until a stationary diffusion flux from one side to
the other establishes. The ratio of that flux to the difference in concentration is the
diffusivity.4 When this ratio is known, we know that the diffusion is normal and is
characterized by the just measured diffusivity. Now, the sponge can be replaced with a
homogeneous liquid, which has the same diffusivity. With respect to this measurement
protocol, the disordered medium (the sponge) and the homogeneous one are identical.
A sketch of that procedure can be found in Fig. 2.1 on page 31. In the same sense we
would like to replace Eq.(2.16) with (2.4) with an appropriate effective diffusivity.
Whenever the long-time behaviour is normal diffusion, we will obtain a finite value

of that effective diffusivity. Although the system is disordered, the disorder is “weak”
and does not lead to an anomalous scaling of the msd. However, when effective
diffusivity becomes zero of infinite, the diffusion can no longer be described with a
normal law, but only with an anomalous one. In this case the disorder is considered
to be “strong”. Successful homogenization is thus a sufficient condition for normal
diffusion. Understanding, how homogenization fails, enables us to understand the
emergence of anomalous diffusion.
In the next subsection, we will discuss some properties of the quenched disorder

model, Eq.(2.16). These properties will then be used to formulate an appropriate
annealed model and an effective diffusivity. After obtaining this effective diffusivity,
we will discuss whenever this diffusivity becomes non-finite, and are thus put in the
position to identify two major mechanism that lead to anomalous diffusion.

2.3.1. Quenched disorder

At first, we want to discuss the quenched case. This means that we fix a set of
transition rates for discussion. We start with clarifying the assumptions that give
well-defined transition rates.

Graph representation, Stationary state and equilibrium properties

The transition graph: A first and trivial observation is that every λ(y;x) must be
non-negative:

λ(y;x) ≥ 0. (2.17)

Otherwise the interpretation as a rate of particles moving from one site to another is
not possible. It is on the other hand very well possible that a certain rate vanishes.
In that case, the corresponding transition is forbidden. In normal diffusion, this is the
case whenever the distance of the sites is larger than the lattice constant. The set Ω of
all lattice sites, together with the set T (Ω) of all possible transitions can be interpreted

4 This definition of the diffusivity is analogous to the definition of the electrical conductance or
resistance.
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as a graph. This graph may be represented via its adjacency matrix A(y;x), which
evaluates to unity if λ(y;x) > 0 and zero otherwise:

A(y;x) := 1(0,∞)(λ(y;x)) =


0, λ(y;x) = 0

1, λ(y;x) > 0
. (2.18)

1I(x) is an indicator function returning unity if x ∈ I and zero otherwise. The so-
defined graph of transitions is subject to several assumptions. Firstly, the graph is
assumed to be fully connected. That means, every state y can be reached from every
other state x with a certain succession of transitions.5 A graph that is not fully
connected either has absorbing sub-graphs, from where the tracer can not return,
or it splits up into several non-communicating sub-graphs. Either way, we could
consider the dynamics on the sub-graph and the treatment (up to some transient
behaviour) would not change. Our second assumption is that the graph is undirected,
i.e., whenever λ(y;x) > 0 then λ(x;y) > 0. For every transition, the reverse transition
is allowed. Some of our results can be generalized to directed graphs in the quenched
case.

The thermodynamic equilibrium state: Following Schnakenberg in [104], the graph
representation alone6 is sufficient to proof the existence and stability of a proper
stationary state, ρst(x), for the master equation (2.16). The stationary state can
explicitly be calculated via Kirchhoff’s theorem, [153].7 Schnakenberg reports that
much more information can be obtained from the graph representation, but we will
only need the proof of the existence and stability of the stationary state. The full
argument is given in the appendix in section A.2.
The stationary state is defined by the equation:

0 = △λρst. (2.19)

Let Tl,x be one of the directed spanning trees of the transition graph,8 and ξ = (z;y) ∈ Tl,x
a directed link from that tree, then the stationary state solution reads

ρst(x) =


l


ξ∈Tl,x

λ(ξ)
x∈Ω


l


ξ∈Tl,x

λ(ξ)
. (2.20)

5 Mathematically spoken, we require that for all x,y ∈ Ω there exists a n ∈ N such thatAn(y;x) > 0.
6 To be more precise, the appearance of the Laplacian.
7 Kirchhoff’s original theorem was concerned with computing the electrical current for a given
voltage profile in a resistor network. He constructed the solution consisting of rational functions
of the resistances by considering spanning trees of the corresponding graph. Schnakenberg used
the same technique to compute the stationary state of Eq.(2.16). In graph theory, the number of
spanning trees in a graph is computed in that way and one refers to “(Kirchhoff’s) matrix tree
theorem”, [141–143, 145].

8 A spanning tree Tl is built by removing links from a graph until no cycles are left. In the directed
spanning tree Tl,x every link is assigned to a direction and it points towards the node x.
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Eq.(2.20) summarizes Kirchhoff’s theorem, [153]: the stationary state solution is a
normalized sum of products of transition rates that are chosen according to the directed
spanning trees of the graph. As Schnakenberg noted, the usefulness of this solution
depends on the topology of the graph, and thus on how easy one can determine all
spanning trees.
It is apparent that the stationary state is properly normalized for finite graphs.

Furthermore, it was shown in [104] that it is an attractor, i.e. ρ(x; t) → ρst(x), as
t→ ∞. When the transition graph consists only of one communicating component and
every transition is reversible – as were our assumptions – all local currents along the
bonds vanish in the stationary state. This is the so called detailed balance condition,
which allows us to identify the stationary state as an equilibrium state, i.e. ρst = ρeq,
with:

0 = jeq(y,x) = λ(y;x) ρeq(x)− λ(x;y) ρeq(y) . (2.21)

Under these conditions the equilibrium state nowhere vanishes and we may apply the
logarithm to identify the equilibrium state with some Boltzmann-distribution:

ρeq(x) =: N−1e−βF(x). (2.22)

β = 1/(kBT ) is the inverse temperature and F is some free energy. When the sys-
tem has detailed balance, the Boltzmann factors are unique, although not necessarily
normalizable. Therefore the main object of our treatment is the Boltzmann-factor.
The requirement of detailed balance means that our system has a notion of ther-

modynamic equilibrium. In a certain sense, we are working close to equilibrium, we
can still “see” it, albeit the system may never reach it. When Ω is infinitely large it
may happen that the equilibrium state ρeq is not normalizable and the constant N ,
appearing in Eq.(2.22), becomes zero.9 Still, when the disordered Laplacian acts on
the function of Boltzmann factors, the result is zero. We can thus say (already by
looking at Eq.(2.19)) that ρeq is an eigenstate of △λ with eigenvalue zero, although
this eigenstate may not be a member of the set of normalizable distributions. If the
transition graph is not fully connected, but splits up into several non-communicating
sub-graphs, let’s say Ω = Ω1 ∪ Ω2, then eigenvalue zero is degenerated. The reason
is that both ρeq,i(x) := N−1

i e−βF(x)
1Ωi

(x), for i = 1, 2 are orthogonal eigenstates to
the eigenvalue zero. Each region has its own independent equilibrium state. Our first
assumption on the transition graph assures its uniqueness.
For the following discussion, we require the detailed balance condition and it is

crucial. It is our main restriction on the master equation and rules out some interesting
cases. The random-force model, [53], can only be treated by the following methods
when it has a scalar potential. The same is true for a non-over-damped particle subject
to a deterministic force and thermal kicks. When the deterministic force is not the
gradient of a potential, it is not possible to satisfy Eq.(2.21), without having ρeq(x).
The concentration in equilibrium must vanish on all closed elementary circles of the

9 When this is the case, we set N = 1 and refuse to care about the prefactor.
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graph, when detailed balance is supposed to hold. As mentioned above, it also has
to vanish outside of an absorbing region. Thus, it is convenient to restrict ourself
to undirected transition graphs. Our second assumption assures that the equilibrium
concentration is nowhere zero.

Equilibrium transition rates: From now on, we follow the arguments of Camboni
and Sokolov [45]. Eq.(2.21) defines a quantity symmetric on the bonds, viz. the rate
of particles going from x to y in equilibrium.. We call this quantity the equilibrium
transition rate:

w(x,y) := λ(y;x) e−βF(x). (2.23)

This decomposition was already used in [154] in the context of effective medium ap-
proximations.

The original transition rates λ(y;x) have been decomposed into three parts. Firstly,
there is the topology of the transition graph, represented by the adjacency matrix
A(y,x). Then there are the symmetric equilibrium rates w(y,x) that describe the
dynamics in thermodynamic equilibrium, and finally there is the equilibrium concen-
tration given by the Boltzmann factors. The decomposition reads:

λ(y;x) = A(y,x)w(y,x) eβF(x). (2.24)

In the next section, the original master equation is rewritten in terms of the new
quantities.

Master equation for activities

Using Eq.(2.24) of the last section, we have

ρ̇(x; t) =

y∈Ω

A(y,x)w(y,x)

eβF(y)ρ(y; t)− eβF(x)ρ(x; t)


.

We observe that the quantity appearing in the braces is proportional to the activity.
Hence, the last equation can be formulated as an equation governing the dynamics of
the activities

e−βF(x)η̇(x; t) =

y∈Ω

A(y,x)w(y,x) [η(y; t)− η(x; t)] , (2.25)

where

η(x; t) :=
ρ(x; t)

ρeq(x)
= NeβF(x)ρ(x; t) . (2.26)
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Decomposition of the disordered Laplacian: Now it turns out that the action of
the original operator of transition rates can be split up. The first contribution is the
action of the Boltzmann-factors, given by an operator B that is diagonal in the usual
base of the nodes {x}:

Bf(x) := e−βF(x)f(x) .

The other one is the action of the equilibrium rates, given by an operator W that is
diagonal in the base of all links of the graph:

Wg(y;x) := w(y,x) g(y;x) .

The adjacency matrix is used to define the transition graph’s incidence operator that
transforms concentrations into currents:10

∇Af(y;x) = sign(y;x)A(y;x) [f(y)− f(x)] (2.27)

The incidence operator and its adjoint define a symmetric Laplacian:

△A,wf(x) := −∇†
AW∇Af(x) =


y∈Ω

A(y,x)w(x,y) [f(y)− f(x)] .

Now, we can rewrite (2.25) as

Bη̇ =: △A,wη. (2.28)

The symmetric operator △A,w is a perturbation of the regular Laplacian of the graph,

given by −∇†
A∇A. The operator B can be seen as a local change of the time scale.

This decomposition of the disordered Laplacian can be found in [45], where a simple
cubic topology was considered. But it also appeared earlier, e.g. in [154]. In the last
text, however, η was not identified as the activity.

The original equation (2.16) reads in the new notation

ρ̇(x; t) = △A,wB−1ρ(x; t) =

y∈Ω

A(x,y)w(x,y)


ρ(y; t)

e−βF(y)
− ρ(x; t)

e−βF(x)


. (2.29)

It is simply governed by the transposed operator. We can also identify:

△λ = △A,wB−1. (2.30)

10 The definition of the incidence operator involves assigning a positive direction to each link (y;x),
here expressed with the sign operator. Hence the incidence operator is not uniquely defined. The
Laplacian △ = −∇†∇ is though, because the sign appears only squared and cancels.
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Connection to Fick’s laws: Eq.(2.28) can be understood as a generalization of Fick’s
laws on a graph. One starts with the continuity equation on the graph: ρ̇ = −∇†

Aj, but
instead of assuming that the diffusion flux is given by the gradient of concentration,
we take it as the gradient of the chemical potential j(y;x) = βL(y;x)∇Aµ with
a bond dependent Onsager coefficient, L. This is the usual Onsager linear response
theory with the correct thermodynamic force for diffusion: the gradient of the chemical
potential. The chemical potential is the logarithm of the fugacities, which can be
identified with the activities. Hence we have ρ̇ = −∇†

AL∇A ln η. The activities can
be identified as η = B−1ρ, and near equilibrium they fluctuate around unity. This
allows for linearising the logarithm term; we obtain ρ̇ = ∇†

AL∇(ρ/ρeq). In conclusion,
we can interpret equation (2.16) and its relatives as a generalization of Fick’s laws
to situations near equilibrium with disordered equilibrium state, disordered Onsager
coefficients (which can be identified with bond diffusivities) and complex topology.

The new master equation Eq.(2.25) is formally equivalent to the evolution equation
of potential in an electrical network, and also to an elastic network, see [53, p.167 et
seq.] and the appendix A.3. This analogy is exploited later on, when the effective
medium diffusivity is calculated.

Further properties of the quenched model: When the probability law of the en-
vironment is known and suitably well behaved, it is possible to make probabilistic
statements about the diffusion process in quenched disorder. The usual way is to
consider a Dirichlet form defined by the Laplacian △λ. Then, some estimates with
respect to the Dirichlet form translate to estimates of the propagator. Those in turn
are used to proof statements about for instance the spectral dimension. But they may
also be used to show convergence of the cleverly rescaled propagator to some other
stochastic processes propagator. This way, one is able to show that the rescaled so-
lution of Eq.(2.16) behaves like a Gaussian and thus the diffusion process is normal.
Such scaling limits can be understood in various probabilistic ways: for almost every
environment, in probability, or in distribution. However, rigorous proofs are difficult,
and we will not dive deeper into this topic here. We rather investigate the annealed
case and refer to [140] for an overview. The diffusion is normal, for d-dimensional
simple cubic lattices above the percolation threshold when the rates λ are bounded
away from zero. When there is a significant number of rates that are very low, the
diffusion may be subdiffusive, see [140, ch. 8.1.].

Summary: In this section we have generalized the discrete diffusion equation by
introducing asymmetrical disorder in the transition rates. We constructed a network
of possible transitions and split up the rates into three parts:

1. A topological part described by the adjacency matrix A(y;x) of the transition
graph,

2. the equilibrium concentration described by the Boltzmann factors e−βF ,
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3. and the symmetric equilibrium rates w(y,x) that describe the dynamics in equi-
librium.

In order to do this, we assumed the following three conditions on the transition graph
to hold:

1. It is fully connected, i.e. ∀x,y ∈ Ω ∃n ∈ N : (An)(y,x) > 0,

2. it is undirected, i.e. . A(y,x) = A(x,y),

3. and most importantly detailed balance, Eq.(2.21), holds.

The existence of an attracting stationary state is ensured by Kirchhoff’s theorem.
It uses the topology of the graph to construct the solution. The symmetrization of
the rates was possible by exploiting the detailed balance condition that requires all
microscopical currents to vanish in equilibrium. By virtue of detailed balance, the sta-
tionary state is an equilibrium solution. We needed to require that the transition graph
is undirected to ensure that the equilibrium concentration does not vanish anywhere.
Furthermore we assumed that the graph is fully connected, so that the equilibrium
state is a unique eigenvector of the disordered Laplacian with eigenvalue zero. Finally
we used the decomposition, to split the disordered Laplacian into a diagonal operator
and a symmetric one. This lead to a restatement of the master equation in terms of
activities, Eq.(2.25).
In the following section, we investigate under which conditions the disordered system

may be replaced with an ordered one.

2.3.2. Annealed disorder

All considerations in the last section were based on the detailed knowledge of the
set {λ(y;x)} of transition rates. From this knowledge we were able to determine
the equilibrium properties of the sample. Although those do determine the diffusive
behaviour, it may be difficult to infer the exponent of anomalous diffusion directly.
This would be much easier, when the detailed and complicated environment could be
replaced with an homogeneous annealed one. One could justify this approach in the
following way: When a tracer particle explores the lattice Ω, it also explores the set
{λ(y;x)}. On a certain coarse grained scale, the tracer only feels a certain spacial av-
erage of aforementioned rates. Hence, we can expect that on the largest possible scale
all transition rates can be replaced with one effective rate λ∗ := K∗/a2. This renor-
malization procedure also implies a replacement of the transition graph’s adjacency
matrix A(y,x) with an effective one A∗(y,x) that hopefully has more regular proper-
ties than the old one. In fact, the procedure involves a replacement of the disordered
Laplacian △λ with an appropriate effective one K∗△∗. Whenever this is possible, we
speak about homogenization of the system. In that particular situation the dynamics
of the disordered system at the largest scale are dominated by a homogeneous system.
Consequently when it turns out that K∗△∗ is the lattice Laplacian from Eq.(2.4), the
system’s dynamics are normal diffusion, except for a certain transient regime.
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When will the dynamics be anomalous? Given that the system homogenizes, then
the dynamics can not be normal when either the homogeneous operator △∗ is not
the lattice Laplacian, or if it is, when the corresponding diffusivity K∗ is not finite.
Consider the latter case, the diffusivity K∗ can vanish, indicating a diffusion slower
than normal diffusion: subdiffusion. On the other hand, whenK∗ diverges, the process
is faster than normal diffusion and it is superdiffusive.
Our intention can compared to electric conduction. Consider a block of some mate-

rial between two well conducting plates at different electric potential. The gradient of
potential will induce transport of electric charge from one plate to the other, an elec-
tric current flowing in the material. From a macroscopic point of view, the strength of
the electric current and the difference in potential can be measured and both of them
define the electrical resistance. The latter is a macroscopic and thus averaged quan-
tity. Although at a microscopical level, the charge transport is described by Eq.(A.7)
from the appendix, from a macroscopic point of view, we can not distinguish between
inhomogeneous bond conductances and a homogeneous effective one. The macro-
scopic measurement defining the resistance is blind for microscopical fluctuations in
the conductance, if they are small ! When the material in question is an insulator or a
super-conductor, R will attain non-finite values, i.e. infinity for an insulator and zero
for a super-conductor. The charge transport inside the medium then is anomalous.
However, as long as transport is normal, we can replace the disordered material with a
standard industry resistor of the same resistance and achieve the same results within
the scope of the measurement procedure.
This picture can be transferred back to the diffusion problem, see Fig. 2.1. We

want to investigate the diffusion of some solved particles through a complex disor-
dered medium, for instance a sponge or some biological living cell. Place the medium
between two membranes. On each site of the membrane, there is a solution with
different concentration of solved particles. This induces a drop of chemical activity
along the medium, which in turn results in solved particles flowing from one reservoir
to the other. This diffusive current will eventually reach a stationary state and can
be measured. The ration between the stationary current strength and the activity
difference in the limit of infinitely far seperated membranes exactly defines an average
diffusivity K∗. In [45], the authors argue that this quasi-stationary limit defines the
exact diffusivity for free diffusion. The problem is analogue to the electrical one, when
K∗ is finite. The sponge can safely be replaced with a homogeneous solution of the
same diffusivity, but only as long it is finite!
Would we be able to find sufficient conditions for the system to homogenize to

a normal diffusive one, we would at the same time know under which conditions
anomalous diffusion is possible. Or rephrased: When Eq.(2.16) or Eq.(2.25) can not
be replaced by Eq.(2.4), then the diffusion process is asymptotically anomalous. By
identifying the different sufficient conditions for successful homogenization, we can
classify different mechanisms that lead to anomalous diffusion. This is the primary
object of the whole chapter.
Mathematically, we have to deal with some kind of coarse graining map acting on

the operator △λ, and we have to investigate its limit. This is a very difficult task
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Figure 2.1.: Replacement of a disordered medium with an ordered one
A part of the disordered medium is put between two ideal membranes. On each site
of the membrane the chemical activity of tracer molecules is fixed and after some time
a stationary diffusion flux establishes. The ratio between stationary current J and
the difference in activity ηl − ηr is the effective diffusivity. When this is known the
disordered medium can be replaced with a homogeneous one with the same diffusivity.
The homogeneous model will bear the same results with respect to this measurement as
the disordered one by construction and can be considered as the annealed description.
The same holds for a disordered lattice model. Inhomogeneities in topology, symmetric
rates and equilibrium distance will eventually homogenize, and result in an effectively
homogeneous description.

to do rigorously and goes beyond the scope of this thesis. We will treat the problem
here only in a more appropriate heuristic manner. Still, there are rigorous results, see
e.g. [56, 149]. The limit problem for the operator is in a certain sense equivalent to a
scaling limit problem for the stochastic process. Thus the limit theorems for random
walks are also related to the homogenization of a disordered medium, [150, 155]

In the following we present some of the possible ways to obtain this effective diffu-
sivity.

Effective medium approximation

When each link of the environment is independent of the other links, an effective
medium average can be applied. This self-consistent technique was first used by
Bruggemann to compute the dielectric constant of material mixtures, [156]. Later,
it was also applied in the context of percolation conduction and diffusion problems,
[41, 52, 89, 154, 157]. We will use the equivalence to the electrical network and relate
the effective medium conductance with an effective medium diffusivity. Although it
works better, when the network has independent and symmetric link properties, it
was also generalized to incorporate link correlations, and asymmetry [157]. However,
since we already split up △λ into the symmetric part △A,w and the equilibrium state
operator B, we may disregard the latter for once.

The effective medium approximation replaces the operator △A,w with a reference
operator △∗ and an effective diffusivity in such a way that the reference resolvent
is equal to the disorder averaged (annealed) one, E[(s − △A,w)

−1]. In that way the
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propagator of the annealed model and of the reference model coincide and consequently
their macroscopic diffusivities. The details of the derivation are given in the appendix
A.4. In the simplest case, a simple cubic lattice with i.i.d. equilibrium rates on each
bond, the effective medium approximation replaces each bond with the same effective
bond, such that the macroscopic diffusivity remains unchanged. For topologies more
difficult than the simple cubic one, we have to be more careful.
The transition graph of the reference model is chosen nice enough to be tractable.

We assume that the reference operator has the following form:

△∗f(x) :=

y∈Ω

A∗(x,y)
f(y)− f(x)

D∗(x,y)
. (2.31)

Hence, beside the effective diffusivity, there are two more quantities to be determined:
The topology of the reference transition graph given is by the adjacency matrix A∗,
and the distance dependence is D∗(x,y). Both quantities are subject to certain re-
strictions. The reference transition graph can not erase links that are possibly present
in the original system. Hence A∗(x,y) must be unity whenever A(x,y) could be unity.
A reasonable choice would be to construct a reference model with a regular transition
graph that has a maximum connection distance r, i.e. take A∗(x,y) = 1(0,r](|x− y|).
Depending on the possible topology of the original transition graph, this r can be
finite, as well as infinite. In the latter case, we say the graph has long-range connec-
tions. The distance factor D∗ on the other hand needs to match the stochastic distance
dependence of the equilibrium rates w on large scales. That means, when f(x,y)(A,w)
denotes the joint pdf of A(x,y) and w(x,y), and when it has the following scaling
form

f(x,y)(A,w) dAdw =(1− p(x,y)) δ(A) δ(w) dAdw

+ p(x,y) δ(A− 1) f̄(wD(x,y))D(x,y) dAdw,

then D∗ is identified on large scales as D∗ = D/p. Here p(x,y) denotes the probability
that x and y are connected and f̄ is a scaling function. For simplicity, we may assume
that the reference model is translationally invariant, so that D∗ is only a function of
the displacement ξ = y − x, and isotropic, so that D∗ is a function of |ξ| only.
Under these assumptions, the effective medium diffusivity is well defined and the

asymptotic msd in the effective medium is given by:
X2(t)


= C△∗E[AwD∗]EM t. (2.32)

E[AwD∗]EM denotes the effective medium average of the bond diffusivity. It is defined
by an implicit equation and should (with a proper choice of D∗) not depend on the
link (x,y). C△∗ is a connection factor that is defined by

C△∗ =


ξ∈T(Ω)

A∗(x,x+ ξ)
ξ2

D∗(x,x+ ξ)
=


ξ∈T(Ω)

1(0,r](|ξ|)
ξ2

D∗(|ξ|)
(2.33)
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for translationally invariant, isotropic systems.
In that way, we may put:

E[△A,w]EM = E[AwD∗]EM △∗. (2.34)

The connection factor arises when the msd is computed in the same way as for the
binomial random walk. This equation summarizes the discussion on effective medium
approximation.

Coarse graining and projection of state space

The effective medium average performs best when applied to an environment consisting
of i.i.d. symmetric transition rates. We have to expect comparably poor results,
when the transition rates are either correlated or asymmetric. If the equilibrium state
is disordered, that means B is not the identity operator, the transition rates λ are
asymmetric and correlated to each other via the Boltzmann factors. In this case one
has to resort to other methods to explore the properties of the annealed model.
One method could be coarse graining. By switching to a mesoscopic scale, small

scale – and thus short time – features are averaged and one expects a certain degree of
homogenization in suitable ensembles of environments. In terms of the operator B this
would mean that – at a certain scale – we may safely replace B by a multiplication,
i.e. B = E


e−βF


1. This requires that the fluctuations in the equilibrium state are

somehow bounded and there exists an average Boltzmann factor. This would also
mean that on mesoscopic scales and upwards the activities and concentrations only
differ by a constant factor and hence are independent from each other.

Coarse graining in the transition graph: In fact the authors of [45] argue that this
can be done. They consider the same model Eq.(2.16) as we do, with the restriction
to only allow next neighbour transitions. From the observation that in the stationary
state (in which the diffusivity is defined) the activity at x is a weighted mean of its
neighbouring activities

η(x) =

y∈Ω

A(x,y)w(x,y)
z∈Ω

A(x, z)w(x, z)
η(y)

they conclude that the activity profile must homogenize at some mesoscopic scale. A
spatial average over such mesoscopic regions is applied and results in ρ = E


e−βF


η.

The same argument applies to our case: The activity is a weighted average over
all next neighbours. This average, however, does not translate directly into a spatial
average! Nodes that are next neighbours may be very far apart or very near, depending
on the topology of the transition graph, and how the nodes are embedded in the
Euclidean space. The set of nodes, over which the average is carried out, is a closed
ball with respect to the chemical distance metric, which is the distance in the transition
graph. The diameter of such a ball in Euclidean space may not grow linearly with the
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chemical distance and their scaling relation essentially determines one of the fractal
dimensions of the transition graph. In the presence of long-range connections it will
grow faster, when there are many connections missing with respect to a simple cubic
lattice, it may grow slower. The interpretation of coarse graining and a transition to
a mesoscopic scale is only possible, when this scale can be chosen small with respect
to the total diameter of the lattice but still averages over a sufficient number of nodes.
This is possible, when there is a maximum connection distance r, i.e. in the absence of
long-range connections. Otherwise, the activity will not homogenize on any mesoscopic
scale, but on the whole lattice.
If such a homogenization is possible, the average of the activities translates into

an average over the Boltzmann factors. This spacial average over the Boltzmann
factors on several nodes will by virtue of the strong law of large numbers converge
to the expectation of the Boltzmann factor, provided enough nodes participate in the
averaging procedure. In that case we have:

B = E

e−βF


1 (2.35)

on the mesoscopic scale. The expectation of the Boltzmann factors does not need to
be finite. In fact, its divergence leads to a departure from normal diffusion. Expressed
in a non-rigorous way, this would lead to ρ̇ = 0, indicating very slow dynamics.

Application of more general projections: The coarse graining procedure we just
described, was applied in the transition graph, we tried to take an average over next
neighbours in that topology. In the presence of long-range connections, the interpre-
tation as an average over mesoscopic regions in Euclidean space fails. Such an average
still can be applied. It belongs to a larger part of operations, namely projections, that
also includes the elimination of irrelevant internal states. The original treatment of
such projections is due to Zwanzig, [152], who demonstrated that disregarding parts
of the full dynamics may lead to memory effects. A repetition of his treatment in
Laplace domain is given in appendix A.5.
The procedure remains the same, regardless of the nature of the projection, be

it a true coarse graining procedure or an elimination of irrelevant variables. The
coarse grained dynamics are described by a generalized master equation, consisting of
a Laplacian with a memory kernel and a new source term:

ρ̇(x; t) =

t
0

dt′ M△λ
(t− t′) ρ(x; t′) + I△λ

[ρ0; t] . (2.36)

The interpretation is clear: the diffusing particles’ small scale dynamics (inside the
coarse grained region) are not visible any more but still relevant. As a result, the time
needed for a transition is not an exponential random variable any more. Such non-
exponential transitions lead to a non-trivial memory kernel giving dynamics, which
are non-local in time. Hence, the operator M△λ

does not only act on the spacial
coordinate but also involves memory effects. The source term IDisLaplacian appearing in
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the equation is a part of the initial concentration that was not able to make a transition
visible on larger scales. It can be eliminated when an appropriate mesoscopic initial
condition is chosen.

Under certain conditions, the memory effects of M△λ
can be neglected. This is the

case, when the particle can escape the coarse grained region in a finite time. Then
E

e−βF


is finite and the application of Eq.(2.35) is justified on large time scales.

Whenever this is not the case, the reduction to a time local equation is not possible
on any time scale and we say the system has a long-range memory.

The exact form of the memory kernel depends of course on the details of the pro-
jection that is used. Interestingly, it is not important which is the nature of the
projection. It may be a coarse graining transformation, like Machta’s renormalization
group, [55, 158], it may be an average over irrelevant sub-states, like considered in
[40], or a real projection in Euclidean space, like the random walk on the comb, [159].

Correlations and memory: In principle we have to expect correlations and non-
stationary behaviour when a coarse graining procedure is applied. However, the
topology of the transition graph and the details of the coarse graining transforma-
tion decide whether those correlations are of temporal or spatial nature. Temporal
correlations occur when the tracer particles get lost inside a mesoscopic box and are
related to non-exponentially distributed transition rates.

The archetype for temporal correlations is the random walk on a comb, [159]. Here,
a random walker is placed on a two dimensional lattice, but it is only allowed to make
a step in x-direction, when it is on the x-axis. When we project the motion onto the
x-axis, the random walker is trapped on the teeth of the comb. When those teeth have
a finite length, there is a mean time that the walker spends on the teeth between a
transition on the spine. On time scales much larger than this mean time, the diffusion
on the spine will appear normal. This is not the case when the teeth have infinite
length, because the return time to the spine then has an infinite mean. Under these
conditions, the random walk on a comb has long-range memory, which reflects in long
waiting times between transitions along the x-axis.

The correlations in this example are, however, only of temporal nature, since when
the walker returned to the spine it will jump with equal probability to the right or to
the left. The reason is that all teeth of the comb are connected in the same manner
to each other. When this is not the case, i.e. when not all mesoscopic regions are
connected similarly, we additionally have to expect spatial correlations. An example
for such behaviour would be a particle with an additional velocity variable, for instance
the Lévy-Walk, [85]. When an average over the velocity variable is applied, the particle
will still show a certain persistence. I.e. it keeps its direction of motion for a certain
period of time (that is the mean time to change its velocity). If that mean time is
infinite, the particle “gets stuck” in that particular velocity state and moves for a
long time in the same direction. This kind of long-range memory induces a persistent
motion, i.e. positive correlations in successive displacements.

In any case, a long-time deviation from normal diffusive behaviour can only be
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expected, when the mean sojourn time in some mesoscopic region diverges. But the
sojourn times are proportional to the Boltzmann factors, as Eq.(2.56) will later on
show. Using again the argument of the strong law of large numbers, the mean sojourn
time is finite, when


e−βF


is finite. In that sense, the discussion of the last section

boils down to Eq.(2.35).

An annealed description with normal behaviour

Combining both methods of the last sections results in a difficult superposition of
multiple effects. In the absence of long-range memory our non-rigorous derivation
bears the following annealed formula:

E[B] η̇ = E[△A,w]EM η.

We identify the operator on the left-hand side with the identity times the average
Boltzmann factor and the operator on the right hand side with the effective medium
approximation. When going back to a description by concentrations, we obtain:

ρ̇ =
E[AwD∗]EM
E[e−βF ]

△∗ρ. (2.37)

The effective coefficient of normal diffusion is now given by

Keff =
1

2d

C△∗E[AwD∗]EM
E[e−βF ]

. (2.38)

It summarizes all aspects of the original model (2.16): The disorder in the equilibrium
state with the average Boltzmann factor, the disorder in the equilibrium transition
rates with the effective medium diffusivity, and the properties of the reference system
with the connection factor of the reference Laplacian, C△. This effective diffusivity
has to be compared with the one of [45]. They used a simple cubic lattice with next
neighbour transitions, where D is equal to a2 if two nodes are neighbours and zero
otherwise. This gives C△∗ = 2d and Keff = a2E[Aw]EM /E


e−βF


. The effective

diffusivity is subject to discussion in the next section. We discuss in particular the
cases when it is not finite.

2.3.3. Characterization of structural and energetic disorder

Eq.(2.38) allows us to classify the disorder we encounter in the master equation (2.16).
In the last section we have seen that the original Master equation may be replaced
with an annealed equation (2.37). The annealed dynamics is normal, when the effective
coefficient of normal diffusion, which is given by Eq.(2.38), is finite. That means,

0 < 2dKeff =
C△∗E[AwD∗]EM

E[e−βF ]
<∞ (2.39)
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is a sufficient condition for normal diffusion of the annealed model. A non-finite value
of Keff can only occur when either the enumerator or the mean in the denominator is
not finite. Therefore, Keff becomes non-finite either through properties derived from
B or from △A,w. Most of the discussion of [45] applies here as well. By allowing
arbitrary topology in the transition graph we extend their results. When Keff becomes
zero, we have to deal with subdiffusion, when it diverges, the system is superdiffusive.
We start by discussing the denominator.

Energetic disorder: The divergence of the average Boltzmann factor is connected to
infinite mean sojourn times, as was pointed out before. As long as the free energy is
not almost everywhere infinite, it can not be zero. We reproduce an argument of [45].
Consider the site energies’ pdf p(F ) and the median Fm of their distribution.11 Then
we have:

E

e−βF


=

Fm
−∞

dF p(F ) e−βF +

∞
Fm

dF p(F ) e−βF

>e−βFm

Fm
−∞

dF p(F ) + 0 =
1

2
e−βFm > 0.

The average Boltzmann factor may, however, diverge. This is connected to a strong
disorder in the equilibrium state. Whenever this is the case, Keff will vanish and the
motion will be subdiffusive. Since the disorder is found in the equilibrium state and
thus in the energy landscape, we will refer to energetic disorder. As already discussed
in section 2.3.2, energetic disorder is connected to non-stationarity and memory effects.

Structural disorder

Let us consider the mean in the enumerator. It consists of two connected factors,
the connection factor C and the effective medium bond diffusivity E[AwD∗]EM. Their
product may vanish or diverge.
The connection factor is given by

C△∗ =


ξ∈T(Ω)

1(0,r](|ξ|)
|ξ|2

D∗(|ξ|)
.

C can only be zero, when the reference operator △∗ is proportional to unity opera-
tor. The reference operator has to be zero then (otherwise, probability would not be
conserved), and there would be no motion at all. The set of all possible transitions,
or translations respectively, T (Ω) can be identified with Zd itself. Consequently, when
there are no long-range connections, i.e. r < ∞, the series and hence the connection

11 The median free energy is the one chosen such, that it is with probability one half larger than any
other.

37



factor remains finite. When there are long-range connections, C only remains finite,
when D∗(|ξ|) grows faster than |ξ|3. Otherwise the diffusing agents will perform long-
range jumps with a high enough rate to amplify the diffusive transport. This will
result in superdiffusion.

The effective medium bond diffusivity E[AwD∗]EM can be infinite or zero when an
inappropriate reference graph is chosen. When the “right” reference system is chosen,
it is smaller than infinity. It can still be zero, when the original transition graph
lacks a sufficient amount of links that the reference graph is supposed to have. This
is the case at the percolation threshold or on any fractal set. These effects can be
mimicked when there is strong disorder in the equilibrium rates. Then there are links
in the original network that exist but are rarely traversed. Both cases correspond to
local anisotropy. The transition probabilities are not isotropic, the diffusing agents are
forced to make detours, they need a large number of jumps in order to cross a small
physical (Euclidean) distance.

It is not possible that the connection factor diverges and at the same time the effec-
tive medium bond diffusivity vanishes. This would mean that we have a percolation
situation on a complete graph. The percolation concentration of a fully connected
graph on the other hand is zero. Therefore, non-finiteness in the connection factor
and in the effective medium bond diffusivity can not cancel each other.

Both properties describe the structure of the medium that is the connectivity and
transition between different sites. It is important to note that in our approach three
kinds of information are merged. The Boolean information A on whether two sites are
connected at all, the distance |ξ| between the sites and the rate w that describes the
strength of the current. All three result in a motion obeying detailed balance. Hence
it is anomalous diffusion, but still happens in thermodynamic equilibrium. Since it is
motion In thermodynamic equilibrium it has to be stationary. Long-range connections,
as well as local anisotropy result in stationary motion. We call stationary anomalous
diffusion as structural disorder.

With the introduction of structural and energetic disorder for lattice models, we
achieved one of the main goals of this chapter. In the next subsection, some lattice
models featuring energetic and/or structural disorder are introduced. After that, we
will generalize the notion to stochastic processes.

2.3.4. Examples

Let us shortly discuss some prominent models and classify the featured disorder.

Random trap model: We start with the random trap model. Consider a simple cubic
lattice in d-dimensions with only nearest neighbour connections. On each site of the
lattice a random energy trap is placed, i.e. there is a negative potential UT (x), but the
potential vanishes between the sites. A sketch of the energy landscape can be found in
Fig. 2.2a. As a consequence the motion is isotropic, each possible transition has the
same overall probability. The sojourn times, however, differ from site to site. For any
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given environment {UT (x)}, the system may be described by the master equation:

ρ̇(x, t) = w0


y:|y−x|=a


ρ(y) eβUT(y) − ρ(x) eβUT(x)


. (2.40)

The transition rates have been modelled with Arrhenius’ law and w0 is a constant rate
that determines the speed of a single transition. The mean sojourn time per site is
given by

τ(x) :=
1

2dw0

e−βUT(x) (2.41)

and can be compared with Eq.(2.7). Hence, the deeper the trap, the longer the sojourn
time.
The dynamics is governed by the environment of energy traps {UT (x)}. A common

choice here is taking the traps to be i.i.d. exponentially distributed with mean −ET .
By a simple change of variables, this leads to a Pareto law for the mean waiting times

pτ(x)(τ) :=
2dw0

βET

(2dw0τ)
−1− 1

βET 1[1,∞)(2dw0τ) . (2.42)

The average Boltzmann factor is proportional to the average sojourn time, i.e. to
the mean of the above distribution. However, the mean of this Pareto distribution
diverges, when βET ≥ 1. Therefore, when the traps are on average deeper than the
thermal energy β−1, we have a case of energetic disorder induced anomalous diffusion.
In fact, one can show that for the annealed model (i.e. when the average over the trap
depths is taken), the msd scales as ⟨X2(t)⟩ ∝ tα. The exponent α depends on the
dimension of the lattice and the mean trap depth, see [53, 158]:

α =


2

2− d+ dmax(1, βET )
, d < 2

1

max(1, βET )
, d > 2

(2.43)

and the motion may be subdiffusive. The crossover is due to the fact that in lower
dimensions the random walk is recurrent, so each trap is visited several times, whereas
in higher dimensions the walk is transient and each trap is only visited once. When
the walker revisits a certain site, the new waiting time is drawn according to the same
distribution, this leads to correlations in the waiting time sequence and the critical case
d = 2 bears additional logarithmic corrections, as


X2(t)


∝ tα ln1−α t. Interestingly,

the anomalous behaviour vanishes, when the initial distribution is the equilibrium one,
see [54]. This stresses the fact that energetic disorder is a non-equilibrium feature.
This so called quenched trap model has been applied in charge transport in disor-

dered semiconductors, glassy systems and polymer dynamics, see [74, 90, 96–98, 160].
It is often employed to provide a phenomenological description of processes with a
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wide range of relaxation times. There also have been analytical and numerical stud-
ies that investigate the non-stationary, i.e. ageing, features of the model, [124, 130,
131, 151, 161–167]. Since the inhomogeneous sojourn times are a feature defined on
the nodes, thus independent on the topology, there are also some studies with other
topologies, for instance on fractals [131]. In numerical simulations, the trap model can
be generated by a simple random walk with exponentially distributed waiting times.
The mean sojourn time on each site has to be chosen according to Eq.(2.41).

Let us turn to a model of structural disorder type.

(a) Trap Model (b) Barrier Model

(c) Random potential model

Figure 2.2.: Sketches of the energy landscapes
(2.2a): A sketch of the dynamics in the quenched trap model. A particle sitting in
a trap of depth −UT (x) waits an exponentially distributed time with mean τ(x) and
then makes a transition with equal probability in any direction. (2.2b): A sketch of
the dynamics in the random barrier model. The particle sits in site x and jumps with
probability p(y;x) to a neighbour site. Its sojourn time is determined by the detailed
balance condition. (2.2c): A sketch of the dynamics in the random potential model.
The particle at site x not only has to escape the trap of depth −UB(x) but at the
same time it has to surmount the barrier of height UB(x,y). The total energy needed
for a transition is the difference (remember that the trap depth is negative) of both.
The barriers lead to an anisotropy in the transition probabilities, whereas the traps
lead to an inhomogeneous equilibrium state.
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Random barrier model: The set-up of the random barrier model is exactly the same
as in the random trap model. In contrast to before, each site has zero potential but
random, positive energy barriers UB(y,x) are placed on each link. A sketch of this
model can be found in Fig. 2.2b. The transition rates are again given by Arrhenius’
law and are symmetric:

λ(y;x) = w(y,x) = w0e
−βUB(y,x). (2.44)

This equation can be compared to (2.8). The probabilities to jump to a neighbour
site are anisotropic and given by the normalized transition rates:

p(y;x) :=
e−βUB(y,x)

z:|z−x|=a

e−βUB(z,x)
. (2.45)

The governing master equation reads:

ρ̇(x, t) = w0


|y−x|=a

e−βUB(y,x) [ρ(y)− ρ(x)] (2.46)

and the model may also show subdiffusion when the effective medium average of
e−βUB(y,x) vanishes. When the barriers UB are distributed identically and indepen-
dently this is only possible in one dimension. On the line the tracer particle will be
trapped between two “high” barriers that can not be surpassed in small time. Then
the msd in the annealed model can be shown to be


X2(t)


∝ t2ν , see [53]. The

exponent ν is one half in dimensions higher than one and

ν =
1

1 + max(1, βEB)
(2.47)

in one dimension. EB is the average barrier height. In this work, we choose the
distribution of the barrier heights always as exponential. Again, we see that for barriers
that are high compared to thermal energy, i.e. when βEB > 1, the annealed motion
is anomalous. Since the disorder is to be found in the symmetric transition rates, and
the equilibrium state is the uniform one, the anomaly is due to structural disorder. In
higher dimensions the tracer particle is able to find a way around those high barriers,
and the diffusion will be restored to normal.
In contrast to the trap model, the probability to jump to some neighbour is anisotropic.

The equilibrium distribution is however perfectly homogeneous. Hence the anomalous
diffusion of the barrier model happens in thermodynamic equilibrium.
The random barrier model is a standard model for conduction in disordered media,

[40, 53]. In the mathematical community the model is treated as the “random conduc-
tance model” and there is a huge body of work, see [140]. Several rigorous results, also
for more complex than the here considered simple cubic topology have been derived,
[56].
In numerical simulations, the barrier model is treated like a biased random walk,

where the local bias is given by Eq.(2.45). The sojourn time per site is exponentially
distributed and its mean is the norming factor in Eq.(2.45) times w−1

0 .
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Random Potential model: The features of the random barrier and the random
trap model can be combined to construct a model featuring energetic and structural
disorder at the same time. A sketch of the energy landscape can be found in Fig. 2.2c.
For a fixed environment of traps and barriers, the motion is described by the following
master equation:

ρ̇(x, t) = w0


y:|y−x|=a

e−βUB(y,x)

ρ(y) eβUT(y) − ρ(x) eβUT(x)


. (2.48)

In this work we assume the traps and barriers to be i.i.d. exponentially distributed
with mean −ET for the traps and EB for the barriers. The transition probabilities
only depend on the energy barriers

p(y;x) :=
e−βUB(y,x)

|z−x|=a

e−βUB(z,x)
, (2.49)

and the mean waiting times are governed by the energy traps

τ(x) = w−1
0

e−βUT(x)
|z−x|=a

e−βUB(z,x)
. (2.50)

Averaging over the random landscapes bears subdiffusive motion whenever either the
mean trap depth or the mean barrier height (in one dimension) are larger than the
thermal energy. The msd scales as

X2(t)

∝ t2να (2.51)

with the same exponents as above.
In simulations the random potential model is treated like the barrier model. Only

the sojourn time has to be adjusted by a factor e−βUT(x) on each site.

2.3.5. Summary

In this section we have discussed master equation models for anomalous diffusion.
The master equation describes the temporal evolution of the concentration profile. It
constitutes a model of quenched disorder. The disorder is expressed by the random
set of transition rates, which define the particle currents between the states. We re-
stricted ourselves to transition rates that obey a detailed balance equation, so that
there is a meaningful (although possibly not normalizable) equilibrium distribution.
The disorder in the transition rates was then identified as an inhomogeneity in the
equilibrium distribution, an anisotropy in the equilibrium transition rates (or transi-
tion probabilities) and a complex topology in the graph of possible transitions. By
considering the activities rather than the concentration, we have been able to split the

42



action of the master equation operator into the action of the equilibrium distribution
and the action of the equilibrium rates.
When going to an annealed description, both decouple and can be averaged inde-

pendently. The equilibrium rates and the topological part can be replaced with a
homogeneous and isotropic reference model by means of an effective medium approxi-
mation. The equilibrium distribution becomes uniform in a coarse grained description.
In the annealed description the diffusion is normal, when the effective normal diffu-
sivity given by

2dKeff =
C△∗E[AwD∗]EM

⟨e−βF ⟩

is neither zero nor infinity. Here C△∗ is the connection factor, describing the topology
of the reference system. It may diverge in the presence of long-range connections.
E[AwD∗]EM is the effective medium bond diffusivity. It may vanish in percolation-like
situations. Finally,


e−βF


is the expected Boltzmann factor, which diverges when the

mean sojourn time on a lattice site does. This was the main formula of the section.
When Keff is not finite, we were able to define two mechanisms of anomalous dif-

fusion: Energetic disorder, when the denominator diverges, and structural disorder,
when the enumerator becomes zero or infinite. Due to energetic disorder there can
only be subdiffusion in our lattice models, whereas structural disorder can induce sub-
as well as superdiffusion. Both may be working at the same time. It is apparent
that energetic disorder corresponds to anomalous diffusion far from equilibrium and
structural disorder leads to anomalous behaviour in equilibrium. These two terms are
the basis of the thesis’ discussion. With the random potential model and its relatives
we presented epitomes for energetic and structural disorder, as well as for a mixed
situation.
In the next section, we will expand the notion of structural and energetic disorder

to stochastic processes.

2.4. Subordinated stochastic processes

In this section, we will expand the notion of structural and energetic disorder to
stochastic processes. First it will be demonstrated how the master equation Eq.(2.16)
(or equivalently Eq.(2.25)) corresponds to a proper stochastic process. This gives rise
to a stochastic description for the quenched disorder model. Secondly the transition to
annealed disorder is performed. When this is done, we are able to extend the definition
of structural and energetic disorder to stochastic processes. In the rest of the section,
some processes that will appear later in the thesis will be presented and classified.

2.4.1. Quenched disorder

When asking for the corresponding stochastic process of some master equation, one
asks about the properties of the single particles’ trajectories that form the concen-
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tration profile. From a mathematical point of view, stochastic processes can be char-
acterized by their finite-dimensional distributions, i.e. the joint pdf of the random
vector (X(t1) ,X(t2) , . . . ,X(tn)) for any n, and certain smoothness properties.12 For
instance, the Wiener process is the unique Gaussian process with independent and
stationary increments, whose correlation function is the minimum of its arguments,
and that has almost surely continuous trajectories. Although such a characterization
can be useful in an analytical situation, it is cumbersome when it comes to simula-
tions or data analysis. High dimensional distributions are difficult to access, let alone
continuity properties.
Random walks or jump processes may be much more fit for such purposes. Here

the process is characterized by a sequence of jumps from one state to another and a
sequence of waiting times in between the jumps. Those two sequences do not need
need to be independent of each other and may lack nice properties like stationarity.
But it turns out that such a representation is quite possible in our case. We consider
equation (2.29), here repeated for convenience

ρ̇(x; t) = △λρ(x; t) =

y∈Ω

A(y,x)w(y,x)


ρ(y; t)

e−βF(y)
− ρ(x; t)

e−βF(x)


.

As always the initial condition is fixed to ρ(x; 0) =: ρ0(x). The formal solution to the
equation is given by the time evolution operator and involves the exponential of the
operator △λ:

ρ(x; t) = Uλ(0; t) ρ0(x) := et△λρ0(x) . (2.52)

Since △λ does not depend explicitly on time,

Uλ(t; t+ τ)Uλ(0; t) = e(t+τ−t)△λet△λ = e(t+τ)△λ = Uλ(0; t+ τ)

holds and the family of time evolution operators forms a semi-group.13

When properly normalized, we may interpret the concentration profile as the pdf of a
tracer particles position. We denote this stochastic process with Xλ(t). Consequently,
the kernel of the time evolution operator is the propagator and the transition matrix
of that process, i.e.

⟨y| et△λ |x⟩ = Gλ(y; t|x; 0) = P{Xλ(t) = y|Xλ(0) = x} . (2.53)

By virtue of the semi-group property, the transition probability obeys the Chapman-
Kolmogorov equation, hence Xλ(t) is (for fixed environment λ) a Markov process.

12 This means that the processes are constructed according to Kolmogorov’s extension theorem,
from the finite-dimensional distributions. In that set-up it is not possible to make statements
that involve the evaluation of X(t) at infinitely many epochs. Thus we can not make statements
about continuity, differentiability or similar properties. Other constructions are possible.

13 It does not form a group, since Uλ is not necessarily invertible. The time evolution of the process
can not be reverted beyond the preparation epoch.
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In the theory of Markov processes, △λ is called the generator of the process [144,
145]. By our assumptions its largest eigenvalue is zero and corresponds to the station-
ary state (the thermodynamic equilibrium). All other eigenvalues are negative and
correspond to modes in the pdf that decay over time. The spectral structure of △λ is
responsible for conservation of probability and for Uλ’s stochasticity. The semi-group
properties express explicitly the Markov property of the process Xλ(t). However, the
continuous time Markov process Xλ(t) still depends explicitly on the environment λ
and thus on the Boltzmann factors as well as the equilibrium rates. We thus deal with
a random walk in the quenched environment.

Some features may still be obtained at this point. Since Xλ is a Markov process, it
can be decomposed into a uniformized Markov chain and a Poisson process of suitable
intensity, see for instance [145, ch. 5]. The Poisson process then serves as an internal
time clock determining the epochs of jumps, when tries to change its state. The
transitions are given by the uniformized Markov chain. Although this representation
is always possible when the mean interval time of the Poisson process is smaller or
equal than the smallest sojourn time τ(x) found on the lattice, the representation is
not optimal. A lot of the trials will not change the state of X, because the sojourn
times are disordered and the smallest of them dominates the Poisson process. We will
choose a somewhat different approach here, and interpret Xλ as a jumping process. A
decomposition Xλ(t) =: Y λ(Uλ(t)) like for the binomial random walk is still possible.

We define a continuous time Markov process {Y λ(u)}u∈R0,+ that jumps from site x
to site y with probability:

pλ(y;x) :=
λ(y;x)

z∈Ω
λ(z;x)

=
A(y,x)w(y,x)

z∈Ω
A(z,x)w(z,x)

. (2.54)

This equation generalizes Eq.(2.11) and shows that Y λ is fully determined by the
equilibrium rates w and the topology of the transition graph. Between the jumps,
the process Y λ(u) has to wait an exponentially distributed waiting time of mean
[


z∈ΩA(z,x)w(z,x)]
−1. The Markov-generator for Y λ(u) thus is △A,w. The total

time up to epoch u that Y λ(u) spends in a certain site x is the occupation or local
time of Y λ:

lY λ
(x;u) :=

u
0

du′ δx,Y λ(u′). (2.55)

Since the random walker Y λ(u) must be anywhere on the lattice, we have the identity:

u =

z∈Ω

lY λ
(z;u) .

The difference between Xλ and Y λ is only temporal. When Y λ(u) reaches x and
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resides there for some time, Xλ(t) spends the e
−βF(x)-fold time on that site, namely:

τλ(x) =


z∈Ω

λ(z;x)

−1

=
e−βF(x)

z∈Ω
A(z;x)w(z,x)

. (2.56)

Again, this formula generalizes Eq.(2.7) for normal diffusion. At this point the Boltz-
mann factors enter. We see that the local time of Xλ(t) advances slower, when the
random walker arrives at a site with a high mean sojourn time. The local times of Xλ

and Y λ only differ by a constant factor, e−βF(x). When some operational time epoch
u is fixed, we know that the physical time t already advanced to

x∈Ω

e−βF(x)lY λ
(x;u) .

The inverse of this process relates the operational time with the physical time14

Uλ(t) := inf


u ≥ 0

t <
x∈Ω

e−βF(x)lY λ
(x;u)


. (2.57)

A transformation of this sort is called change of local time in the mathematical litera-
ture, see for instance [150]. The local Boltzmann factors e−βF(x) are the speed measure
that communicates the transformation. Since our formulation is on a lattice, the ex-
pressions expressions for the local time are pretty accessible, more care has to taken
in the continuous case.15 Nevertheless, equivalent formulations are possible. The local
time thus becomes a powerful tool when proving limit theorems, [149, 150, 155].
Note that Uλ depends on the details of the realization Y λ. Still, all the spacial

dynamics of Xλ is given by Y λ, whereas the temporal features are given by Uλ, which
only implicitly depends on Y λ. Let us now discuss the transition to the annealed
model. This will be done in two steps, considering first the structural, then the
energetic disorder part.

2.4.2. Annealed disorder

Structural disorder: Let us consider a master equation involving only structural
disorder, hence the process Y λ(t). Denote the pdf of that process with ρY λ

. Since its
generator is given by △A,w, the evolution equation for the pdf takes the form:

ρ̇Y λ
(x; t) = △A,wρY λ

(x; t) .

14 The alternative definition

Uλ(t) := sup


u ≥ 0

t > 
x∈Ω

e−βF(x)lY λ
(x;u)


differs from the original one only in its continuity properties. The original process, defined by
Eq.(2.57) is continuous to the left with right limits (làdcàg). The other process is continuous to
the right with left limits (càdlàg). For our discussion, this usually makes no difference.

15 Then, the local time needs to be defined in terms of a measure.
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When the effective medium approximation can be applied, we may replace △A,w

with the reference operator K∗△∗. The such defined annealed process Y (t) is station-
ary and Markovian. In the presence of long-range connections, and when the distance
factor D∗ of the reference model grows like |x− y|1+µ with some µ ∈ (0, 2), the refer-
ence Laplacian behaves at large scales like a fractional Laplacian. The corresponding
process is a lattice version of a stable motion with index µ (which will be introduced
later in the section). This is also possible when the original model had no disorder at
all (i.e. when one starts with the reference system). Such motion is superdiffusive and
has structural “disorder” with respect to normal diffusion. This is due to the presence
of long-range connections in the transition graph.
On the other hand, we also discussed that the effective medium approximation may

break down if the effective bond diffusivity vanishes or the original topology of the
transition graph is complicated. The dynamics of the annealed process is in general
not Markovian any more. Furthermore, it makes no sense to postulate a governing
equation for the pdf, since the full hierarchy of finite dimensional distributions is
needed to characterize the process. As we have seen the main feature of structural
disorder is not the Markovianity of the process, but rather an homogeneous equilibrium
state. Such an equilibrium state is invariant under spacial translations. Therefore
any initial condition Y (0) = x0 is sampled from equilibrium. In the same way, the
dynamics needs to be invariant under temporal translations. In equilibrium, the exact
time of preparation is irrelevant, only the elapsed time since preparation is relevant.
Therefore, the increment process, ∆Y (t; t+ τ) := Y (t+ τ)−Y (t) is stationary. This
means, it does not depend on t. The moments of Y may exhibit a power law behaviour

⟨|∆Y (t, t+ τ)|⟩ ∼ τ ν (2.58)

but this is not crucial.
The stationarity of Y ’s increments is the main assumption on the structural disorder

part. That means, we will talk about structural disorder in stochastic processes,
whenever we find a process with stationary increments. This assumption may even
hold for non-Markovian models, i.e. those that can not be represented by a proper
linear master equation. One of those models, the fractional Brownian motion, will be
presented later in this section.
In that sense our motivation coming from the quenched disorder master equation

is somewhat stronger than the last discussion. However, with that approach we were
able to see that this structural part is an interplay of the topology of the transition
graph and the equilibrium rates. The process Y is an anomalous diffusion process in
thermodynamic equilibrium, since the latter is uniform. The anomaly is caused by
disorder (or memory effects) of the environment that does not change the equilibrium
distribution. This is in contrast to the energetic disorder part, as we will show now.

Energetic disorder: We started the discussion of structural disorder disregarding
the non-uniform equilibrium state. Let us again add it and discuss the changes. As
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already mentioned before, the difference between Y λ and Xλ is the local time. The
disorder in the Boltzmann factors enters as a speed measure in the operational time
Uλ.
Uλ(t) is a process that can easily be understood. Without the additional factor,

Uλ(t) would just be a linear function of t. Since Y λ(u) has to be somewhere in Ω,
each moment spent in some place adds to Uλ. With the introduction of the Boltzmann
factors, the shape of Uλ(t) will change to a piecewise linear one. The slope is given
by e−βF and changes whenever Y λ makes a jump. The times between the jumps are
exponentially distributed. In physical time they have spatially inhomogeneous means.
From here on it is easy to understand, what happens in the annealing procedure. All

sites become equivalent, thus U(t) and Y (u) decouple. When Y (u) is transient, each
site is only visited once on average and U(t) will become a simple renewal process.
Depending on the statistics of the sojourn times τ(x) (i.e. if ⟨τ(x)⟩ exists), the
limit will be a Poisson process or a renewal process with heavy tailed waiting time
distribution. When Y (u) is recurrent, the correlations introduced by revisiting a
site have to be taken into account. This changes the statistics of the waiting time
distribution, [158, 168].
After averaging over the energetic disorder, we obtain some non-decreasing process

U(t). One usually assumes that U shows on average a power law behaviour in time

⟨U(t)⟩ ∼ tα, (2.59)

but in principle the only restriction on U(t) is that it must be non-decreasing, otherwise
causality is lost.
We will henceforth speak about U(t) as the energetic disorder part of the overall

process. Again, the formulation in stochastic processes is much more general, than the
formulation in master equations. The latter allows us to understand that energetic
disorder is connected to disorder in the equilibrium state and thus corresponds to
anomalous diffusion far from equilibrium. When preparing the process in equilibrium
and analysing the msd, it will show a linear scaling, as was shown in [54]. Energetic
disorder also does not require a simple power law scaling of U . For instance in [169]
a logarithmic time dependence arose from interaction of different tracers. One can
even take U as a deterministic function of time, as was done in [170] or in Batchelor’s
process [83, 171]. It is very important to notice that except in the Poissonian case
or when U is a deterministic linear function of time, U(t) does not have stationary
increments. And it is this non-stationarity that signalizes energetic disorder.

Mixed disorder: We summarize the discussions of the last paragraphs and gather
all our assumptions on stochastic processes. We do not specify any more whether the
state space is continuous or the motion is on a lattice, but we will interpret the state
as a point in Euclidean space (and not in phase space). It is assumed that the tracer
position process admits the following representation

X(t) = Y (U(t)) . (2.60)
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Which is a composition of two stochastic processes, often referred to as a subordinated
process, [144]. Here Y (u) is process with stationary increments and U(t) is a non-
decreasing process. U(t) will be called the operational time in the rest of the text.
Y (u) represents the structural disorder of the process, whereas U(t) stands for the

energetic disorder. The power law assumptions (2.58) and (2.59) are taken just only
for convenience. Other relations may be used as well. U may show more complicated
growth or Y may show several crossovers. The main requirements on both are that
Y ’s increments are stationary and U does not decrease! Those features may not be as
apparent coming from the master equation (2.16) as they are expressed in the language
of stochastic processes.
Structural disorder is absent when Y is a Brownian motion. Energetic disorder

is absent when U has stationary increments, i.e. when it is a Poisson process or a
deterministic linear function of time.
Let us now introduce some popular stochastic processes and classify them.

2.4.3. Examples

Continuous time random walks: There are many possible variants of continuous
time random walks (ctrw). The main idea is that a random walker experiences a
sequence of random displacements and has to wait a random time in between its
jumps. There are ctrw models with correlations between displacement and waiting
times [85], and with correlations between the phases [172, 173]. In the most simple
versions, the displacements and waiting times at each phase are independent on each
other and on all other phases. The displacements are Gaussian random variables and
the waiting times taken from a Pareto distribution (and this is exactly how to create
sample trajectories numerically). After additional coarse graining, the process can be
represented as the composition of a Wiener process and a renewal process

X(t) =


2K2,αB(U(t)) (2.61)

where K2,α is a diffusivity with dimensions [K2,α] = m2/secα, and U(t) is the non-
stationary renewal process that counts the number of jumps. This means that the
inter-renewal times are Pareto distributed with parameter α > 0. When α < 1, then
⟨U(t)⟩ ∼ tα. In the marginal case α = 1 it holds that ⟨U(t)⟩ ∼ t/ log t, otherwise
⟨U(t)⟩ ∼ t. Hence, ctrw is a model for subdiffusion, when α ≤ 1, i.e. when the
waiting time distribution lacks a finite mean. The diffusion in ctrw is impaired by
the presence of long periods without any motion, the random walker is transiently
trapped. Furthermore, since the Wiener process is stationary, the anomaly is due to
pure energetic disorder. This is not surprising, since the ctrw is a mean field model
for the random trap model from section 2.3.4. When an average over the random
environment of the traps is applied, for instance by some renormalization procedure
[158], the limit process will be the ctrw for dimensions higher than two. For lower
dimensions the recurrence of the random walk will destroy the simple renewal picture.
The limit process will be a different one. In one dimension, U will be a Kesten-
Spitzer-process, [168]. The ctrw was originally introduced in the context of charge
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carrier diffusion in disordered semiconductors [90]. Due to its analytical accessibility
it was a constant object of study and generalization [38, 92, 174–178] until today.
In experimental context, relatives of the ctrw are used to model diffusion processes,
which exhibit transient trapping, [66, 70, 72].

Batchelor’s process: When one properly rescales the centre of mass of a cloud of
continuous time random walkers, then one obtains the Batchelor’s process, often also
called scaled Brownian motion. This is also a process of energetic disorder and may
be represented as

X(t) :=


2αK2,αB(tα) (2.62)

with again α > 0. The operational time is for this particular process given by a
deterministic function. The power law can be replaced with another non-decreasing
function, like in [170]. As it has been mentioned and described in [179], Batchelor’s
process is a mean field model for ctrw. It was first proposed by G.K. Batchelor as a
model for turbulent diffusion, [83]. In the original formulation, the model was stated
as a diffusion equation with a time dependent diffusion coefficient

ρ̇(x; t) = αK2,αt
α−1△ρ(x; t) , (2.63)

in opposition to Richardson’s diffusion equation with a space-dependent diffusivity.
Despite its prevalence when modelling frap recovery curves [62, 73, 180, 181] it remains
a phenomenological model. However, Postnikov reported a physical situation, namely
diffusion in layers, where Batchelor’s process arises as a physical model, [171].

Stable motions: The stable motion is a generalization of Brownian motion, in which
the independent Gaussian increments are replaced with independent µ-stable ones,
µ ∈ (0, 2), [182, 183]. This results in a process whose increments’ moments scale
as ⟨|∆Y (t; t+ τ)|γ⟩ ∼ τ γ/µ but diverge whenever γ ≥ µ. The divergence of the
distribution’s moments, in particular the divergence of the mean squared displacement
poses a problem for data analysis. To extract the scaling one has to resort to other
measures like the quantile [|∆Y (t, t+ τ)|γ]p, the value, which is smaller than a certain
fraction p of all realizations of the random variable |∆Y (t; t+ τ)|γ. It is the inverse of
the survival function, which is the complement of the cumulative distribution function
For the increment process, it is defined implicitly by the equation

p = S|∆Y τ |γ

[|∆Y (t, t+ τ)|γ]p


:= P


|∆Y (t, t+ τ)|γ > [|∆Y (t, t+ τ)|γ]p


. (2.64)

This quantity always exists, and for a stable motion it is proportional to τ γ/µ. Nev-
ertheless, since stable motions have independent and stationary increments, this is
superdiffusion caused by pure structural disorder. This is also apparent from the fact
that the generator of this process is the fractional Laplacian, a special kind of non-local
operator, [183].
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Stable motions are often called Lévy flights have been a very popular model for
animal and human motion, [11, 19, 22, 30, 31], where power laws in the pdfs of
the displacements were found. Over the years, some of those findings had to be
corrected though, [20]. They also attracted much attention in the context of random
searches, [16, 24, 30, 112, 113]. In physics, the model was used to phenomenologically
describe tracer diffusion in turbulent flows, [84, 86], but has been criticized for its
lack of the second moment. The divergence of the second moment corresponds to an
infinite velocity, which in turn translates into infinite kinetic energy. To overcome
this problem, the long range displacements in Lévy flights have been compensated
with long travel times, so that a finite velocity is restored. This modification of Lévy-
flights was termed “Lévy walks” and was first introduced by Shlesinger and Klafter
in [85] and is subject to investigation up to now, [184]. Regardless of the difficulties
for the physicist, the fractional Laplacian is exactly the continuous limit of the long
range reference operator considered in section 2.3.2. Thus stable motions arise when
considering lattice models with long-range connections.

Stable motions are easily generated numerically by means of a random walk. Each
step the position is incremented by a symmetric µ-stable random variable with a
certain scale factor and time is incremented by an exponential random variable of a
certain mean. The ratio between the scale factor and the mean of the exponential
random variable defines the anomalous diffusivity.

Fractional Brownian motion: Fractional Brownian motion (fBm) is a model of
anomalous diffusion caused by long-range correlations. It is defined as the Weyl frac-
tional derivative of a Wiener process

Y (t) :=


2K2,2ν

Γ

ν + 1

2


 t
−∞

dB(t′) (t− t′)
ν+ 1

2
−1 −

0
−∞

dB(t′) (0− t′)
ν+ 1

2
−1

 (2.65)

but it is rather characterized as a Gaussian process with the covariance function

⟨Y (t1)Y (t2)⟩ = K2,2ν


t2ν1 + t2ν2 − |t1 − t2|2ν


. (2.66)

ν is the so called self-similarity or Hurst index and ranges from zero to unity, [185].
In fact fBm is the only Gaussian self similar process. For ν < 1/2 the motion is
subdiffusive and anti-correlated, for ν > 1/2 it is superdiffusive due to strong positive
correlations. When the Hurst index is exactly one half, the motion reduces to Brownian
motion.

For Hurst indices smaller than one half, it is used as a model for diffusion in a visco-
elastic medium in particular large molecules in living cells, [51, 60, 71], or polymer
translocation through a small pore, [78, 79]. Since it has stationary increments, fBm
is also a process of structural disorder.

In order to numerically generate trajectories of fBm, we used a technique described
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by Saxton, [180]. The following Weierstrass-Mandelbrot function

W (t) :=
∞

n=−∞

cos(Cn)− cos

Cn + zn 2πt

T


znν

(2.67)

approximates a one dimensional fractional Brownian motion on the interval [0, T ].
Here {Cn}n∈Z is a sequence of [0, 2π)-uniformly distributed random variables, and z
is an irrational number. The approximation gets better as z approaches one. In our
simulations, we use z =

√
π. The series is evaluated from n = −10 to 50.

Subordinated fractional Brownian motion: A process of mixed origins can easily be
constructed by composition of fBm with the renewal process of ctrw. The so obtained
subordinated fractional Brownian motion (sfBm) features anomalous diffusion with
stationary and non-stationary parts:

XsfBm := Y fBm(U(t)) (2.68)

Although there is no derivation from first principles, this toy model is often used when
trying to understand diffusion of proteins in biological cells, [66, 70, 72]. Related
processes are also used in finance models [36].
For simulation of the process it is sufficient to create trajectories of a fBm as de-

scribed above, and stop them by means of a time increment as it is done in a ctrw.
That means, in each step of the random walk, the position is updated according to
a fBm process and time is updated by a Pareto-distributed random variable, like in
ctrw.

2.5. Summary

In chapter 2 of the thesis, we tried to classify two physical mechanisms that are re-
sponsible for anomalous diffusion: structural and energetic disorder. After introducing
the necessary notation in normal diffusion, we started with a model of diffusion in dis-
ordered media: a master equation with random rates:

ρ̇(x; t) :=

y∈Ω

[λ(x;y) ρ(y; t)− λ(y;x) ρ(x; t)] .

By considering the graph of all possible transitions, using Kirchhoff’s theorem and
requiring a detailed balance condition, we were able to split up the random rates
λ(y;x) into three parts

λ(y;x) = A(x,y)w(x,y) e−βF(x).

The topology of the transition graph that is described by its adjacency matrix A
describes the possible jumps the tracer particle is allowed to make. The symmetric
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equilibrium rate w(x,y) denotes the rate of particles moving from one site to another
in thermodynamic equilibrium. Finally, the Boltzmann factor e−βF(x) is proportional
to the number of particles in x at thermodynamic equilibrium. This decomposition
allowed us to rewrite the master equation in terms of the thermodynamic activities:

e−βF(x)η̇(x; t) :=

y∈Ω

A(x,y)w(x,y) [η(y; t)− η(x; t)] .

After deriving the last equation, we set out to find an appropriate annealed model,
i.e. the proper way to average over the random realizations of λ. We argued that the
symmetric operator, the right-hand side of the last equation, can be treated with the
effective medium approximation and the equilibrium state appearing on the left-hand
side will homogenize, when a suitable coarse graining transformation is applied. In
the annealed description, the concentration profile thus is determined by:

E

e−βF


ρ̇(x; t) =


y∈Ω

E[AwD∗]EM
1(0,r](|x− y|)
D∗(|x− y|)

[ρ(y; t)− ρ(x; t)] .

Within the effective medium approach, the transition graph has been replaced with
a regular reference graph, with maximum connection distance r. r is determined
by the farthest possible transition of the original ensemble of transition graphs, i.e.
by A. Large jumps are penalized with a distance factor D∗ that makes them less
probable, and is determined by the statistical distance dependence of the equilibrium
rates w. The correct choice of r and D∗ makes the effective medium bond diffusivity
E[AwD∗]EM well defined. The average Boltzmann factor E


e−βF


is well defined, when

the system successfully homogenizes.
Under these conditions, we derived the effective coefficient of normal diffusion:

Keff =
C△∗E[AwD∗]EM

2dE[e−βF ]
.

When it is infinite, the process is superdiffusive, when it vanishes the process is sub-
diffusive. Two physical mechanisms can be identified in that way: The denominator
can not vanish. It can only diverge, when the equilibrium state is strongly disordered.
This leads to subdiffusion and is called energetic disorder. Energetic disorder is re-
lated to diffusion far from equilibrium. When the enumerator is non-finite, on the
other hand, we speak about structural disorder. The enumerator can vanish, when
the effective medium bond diffusivity vanishes, which is possible in percolation-like
situations (i.e. on percolation clusters or on tree-like structures with strong disorder
in the equilibrium rates). When the enumerator diverges, the connection factor C△∗ is
responsible. This is possible in the presence of long-range connections in the reference
graph. The non-finiteness of the enumerator is connected to anomalous properties of
the dynamics in thermodynamic equilibrium, hence coined structural disorder.
The formula for the effective coefficient of normal diffusion put us in the position to

define two classes of anomalous diffusion mechanisms. Energetic disorder, correspond-
ing to strong disorder in the equilibrium state, and structural disorder, corresponding
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to disorder or anomalous properties in the equilibrium rates. Since the usual descrip-
tion of anomalous diffusion models is stochastic processes, we needed to expand the
two concepts to the language of stochastic processes.
This was done by interpreting the operator in master equation with random rates

as the generator of a Markov process. We discussed that the annealing procedure
possibly destroys the Markovianity of the process, but other features remain. First,
the structural disorder motion, happening in equilibrium, becomes a process with
stationarity increments. The energetic disorder part can be seen as a change of local
time and becomes a subordinator. A stochastic process of mixed, structural and
energetic, disorder therefore has the following subordinated form:

X(t) = Y (U(t)) .

Where Y represents the structural disorder component and is a process with stationary
increments. U is called the operational time. It represents the energetic disorder and
is a non-decreasing process.
In that way we defined the terms energetic and structural disorder. Let us now turn

to a method that is able to separate both ingredients Y and U from each other.
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3. Fundamental moment and
exponent

3.1. Introduction

The terms energetic and structural disorder have been introduced in the last chapter.
It was shown, how the anomalous behaviour could emerge in equilibrium or non-
equilibrium or possibly in a mix of both situations. We were able to separate the
stationary and non-stationary part with the help of a subordination ansatz

X(t) = Y (U(t)) . (3.1)

Where the operational time U(t) is a non-decreasing process and Y (u) is a process with
stationary increments. U represents the energetic, non-equilibrium disorder, whereas
Y (u) represents the structural disorder part giving anomalous diffusion in equilibrium.
The distinction of structural and energetic disorder is a great tool to understand

different mechanisms that cause anomalous diffusion. Nevertheless, if we are not able
to identify the mechanism in a realistic situation, the distinction remains worthless.
Therefore we need a test that helps us to separate Y and U . This is also the question,
whether an experiment needs to be described with an equilibrium or non-equilibrium
model. There are already methods to distinguish between different models. For in-
stance, there is the p-variation test that discriminates between ctrw and fBm, [137].
Furthermore an inspection of the coverage of a process distinguishes fBm from diffu-
sion on a fractal, [136]. The investigation of the process’ ergodic properties can also
help to identify non-stationary models. This will be discussed in greater detail in the
next chapter, i.e. chapter 4. Here we propose a method that is not only able to dis-
tinguish between energetic and structural disorder, but also to break up the anomaly
into its structural and energetic part.
The rest of the chapter is structured as follows. First, we introduce our basic

assumptions on the energetic and structural disorder parts. Then we present the fun-
damental properties and show how they separate the energetic and structural disorder.
After that, we discuss these methods in several examples and close the chapter with
a summary.

3.2. A scaling assumption

For the rest of this chapter, we refine our assumptions on the structural disorder part.
Despite having stationary increments, we assume that Y exhibits a certain scaling
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behaviour. In terms of the survival function, our assumption reads:

S|∆Y ω |(ξ) := P{|∆Y (u;u+ ω)| ≥ ξ} = f


F (ξ)

ω


. (3.2)

Here f(x) gives the scaling form of the pdf and F (ξ) is a strictly monotonously growing
function that connects the operational time increment ω with the displacement ξ. The
absence of the operational time epoch u on the right hand side of the last equation
expresses the stationarity of the increments. f(x) is a non-increasing function with
f(0) = 1 and f(x→ ∞) = 0. Since the survival function is the complement of
the cumulative distribution function, we can express (3.2) in terms of the pdf of the
increments:

ρ|∆Y ω |(ξ) = − d

dξ
S|∆Y ω |(ξ) = − 1

ω
F ′(ξ) f ′


F (ξ)

ω


. (3.3)

The function F may show different power law regimes and can be as complicated
as necessary, we only need to require that it is invertible. It is, however, pretty
abstract. We focus on the most important candidate, which is a simple power function,
F (ξ) = ξ

1
ν . With this choice, the scaling assumption reads

ρ|∆Y ω |(ξ) = −1

ν

ξ
1
ν
−1

ω
f ′


ξ

1
ν

ω


. (3.4)

From Eq.(3.4) (or alternatively Eq.(3.2)) we readily obtain the moments of ∆Y :1

⟨|∆Y (u;u+ ω)|γ⟩ = Aγνω
γν , (3.5)

or alternatively

⟨F γ(|∆Y (u;u+ ω)|)⟩ = Aγω
γ. (3.6)

The constant Aγ depends on the scaling function f(x) and is not necessarily finite.
Although U(t) could be any non-decreasing function, we assume that it behaves like

a power law on average:

⟨U(t)⟩ = tα. (3.7)

The assumptions (3.7) and (3.4) enable us to quantify the energetic disorder with α
and the structural disorder with ν. More difficult set-ups are certainly possible, we
focus on this case, because it is the most lucid.

1 The constant is given by

Aγ = −
∞
0

dζ f ′(ζ) ζγ .
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3.3. Definition of the fundamental properties and first
properties

We know that X(t) is the composition of two random processes. Imagine, we would
know U(t) and X(t) over the course of time. Then we could reconstruct Y . Math-
ematically, this can be expressed by using conditional random variables; we have
Y (u) = X(U(t)) |U(t) = u. Unfortunately, such a decomposition is only theoretically
possible. In practice, we have access to moments. Nevertheless, using the conditional
average, we can compute the moments of X’s displacement:2


|∆X(t; t′)|γ


=

E

|∆X(t; t′)|γ |U(t)


=

E

|∆Y (∆U(t; t′))|γ |∆U(t; t′)


=Aγν ⟨∆Uγν(t; t′)⟩ .

By choosing the correct γ this expression becomes linear in ∆U and therefore additive!
We may fix this special index, and call it the fundamental exponent of the process.

The corresponding moment is the fundamental moment. The pair is defined in the
following way:

The fundamental moment is the one moment of displacement that is
additive in time, i.e. it fullfills:

⟨|∆X(t1; t3)|γF ⟩ = ⟨|∆X(t1; t2)|γF ⟩+ ⟨|∆X(t2; t3)|γF ⟩ , (3.8)

for t1 ≤ t2 ≤ t3. The corresponding index γF is called the fundamental
exponent.

When an ensemble of trajectories of X is given, obtained from measurements or
simulations, Eq.(3.8) is easily numerically inverted for γF . Moments are easy and
quick to calculate. The drawback of our method is that an ensemble is needed and
results are expected to get better the larger it is. Hence, it has to be modified in
the single trajectory scenario. In Fig. 3.1 you can find a small sketch illustrating the
additivity property of the fundamental moment.

The fundamental exponent reveals structural disorder: This is easy to see by
using Eq.(3.5) and the definition (3.8). Evaluating the γ-th power of displacement we
have:

0 = ⟨|∆X(t1; t3)|γ⟩ − ⟨|∆X(t1; t2)|γ⟩ − ⟨|∆X(t2; t3)|γ⟩
=Aγν {⟨∆Uγν(t1; t3)⟩ − ⟨∆Uγν(t1; t2)⟩ − ⟨∆Uγν(t2; t3)⟩}

2 Taking the conditional average is possible, when U(t) is stochastically independent of Y or when
it is a change of local time. In the latter case, Y and U(t) are defined on the same probability
space and thus Y is measurable with respect to U .
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Figure 3.1.: The additivity of the fundamental moment
Computing the fundamental moment of some consecutive intervals and adding the
results gives the same value as computing the fundamental moment of the composite
interval.

When choosing γ = γF = 1
ν
, we have by additivity of the expectation:

0 = ⟨|∆X(t1; t3)|γF ⟩ − ⟨|∆X(t1; t2)|γF ⟩ − ⟨|∆X(t2; t3)|γF ⟩
=A1 ⟨U(t3)− U(t1)− U(t2) + U(t1)− U(t3) + U(t2)⟩ = A1 ⟨0⟩ .

We recover the definition. Hence, if one is able to find the fundamental index, one also
has knowledge about the scaling exponent ν. In that way one reveals the structural
disorder part of the process.

The fundamental moment reveals energetic disorder: When the fundamental ex-
ponent is already known, all moments of the subordinator are directly accessible. This
is seen, by taking the same conditional average as before:

⟨|X(t)|mγF ⟩ = Am ⟨Um(t)⟩ . (3.9)

This is of course only true, when the corresponding moment of X exists, i.e. when
Am is finite. In particular the scaling exponent α of energetic disorder part can be
inferred from the slope of the fundamental moment in a log-log-plot.

Diverging fundamental moment: When X does not possess all moments, the fun-
damental moment may also diverge. Still, an additivity property may hold and the
scaling behaviour can be extracted by using more robust measures than moments.
The fundamental exponent can be identified by looking for additivity in the quantiles:

[|∆X(t1; t3)|γF ]p = [|∆X(t1; t2)|γF ]p + [|∆X(t2; t3)|γF ]p . (3.10)
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To see this, consider the definition of the p-quantile and apply the same conditional
average as before:

p =P

|∆X(t; t′)|γF ≥


|∆X(t; t′)|γF


p


=

P

|∆X(t; t′)| ≥


|∆X(t; t′)|γ

 1
γF
p

∆U(t; t′)
=

S|∆Y ∆U(t;t′)|


|∆X(t; t′)|γF

 1
γF
p


=


f


[|∆X(t; t′)|γF ]p

∆U(t; t′)


.

Although this definition is implicit, one still can observe that [|∆X(t1; t2)|γF ]p scales
linearly with the operational time and will thus be additive in time.

Different scaling regions: The unique scaling behaviour of Y is a requirement that
is not always met. In some important situations, for instance in the Rouse model, there
will be a crossover in the scaling behaviour. Such situations can not be captured with
a single exponent ν, but they can be treated with the more general ansatz via F (ξ),
see Eq.(3.2) and Eq.(3.3). Using equation (3.6), we can compute expectation values of
all powers of F (|∆X|). In particular the expectation of F (|∆X|) scales linear in the
operational time and hence is additive. We can thus define a fundamental expectation
as the one expectation of the displacements that fulfils:

⟨F (|∆X(t1; t3)|)⟩ = ⟨F (|∆X(t1; t2)|)⟩+ ⟨F (|∆X(t2; t3)|)⟩ (3.11)

The fundamental expectation contains all information of the stationary part of the
process and thus all information on the structural disorder. Its powers reveal the time
dependence of the operational time, hence they reveal all energetic disorder:

⟨Fm(|X(t)|)⟩ = Am ⟨Um(t)⟩ . (3.12)

Knowing F allows us to infer α from the slope of ⟨F (|X(t) |)⟩. Of course finding a
function is much more complicated than finding a simple exponent. Especially the
inversion of Eq.(3.11) is difficult. This shows the strength of the specialized ansatz

F (ξ) = ξ
1
ξ .

Connection to other dimensions: Defining scaling exponents has a long history,
especially in diffusion on fractals, [186]. Coming from that area, one will notice the
similarity between the fundamental exponent and the walk dimension. The walk
dimension relates the displacement ξ that a random walker experiences with the length
of the time interval τ , during which the displacement occurs. The walk dimension dw
is defined by ξdw ∼ τ . For a normal diffusive process, this index is of course one, for
a random walker on a fractal it may take different values. The fundamental moment
also measures the scaling between displacement and time, so one is tempted to replace
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the cumbersome definition involving some additivity properties with this easy scaling
relation. This is, however, only partly true, because the fundamental moment describes
the scaling between displacement ξ and operational time ω. The latter may scale with
the physical time τ according to a completely different law, say ω ∼ τα. In the regime
where those simple power law relations hold, we have

τ ∼ ξdw ∼ ω
dw
γF ∼ τ

dwα
γF ,

and thus the equality

γF = αdw. (3.13)

In the absence of energetic disorder, we will have ω ∼ τ and thus the fundamental
exponent coincides with the walk dimension. Their values depart however when ener-
getic disorder is introduced, as α is no longer unity. We want to stress here that the
fundamental exponent is not some modified walk dimension, since it is not defined as
a scaling exponent, but as the unique index, at which the moments of displacement
become an additive function in time.

Fundamental properties of normal diffusion: In the absence of energetic disorder
the operational time scales linear with the physical time. And without structural
disorder, ν = 1

2
. Therefore, we have a fundamental exponent of two, and an exponent

α equal to one. Of course the effects of energetic and structural disorder can cancel
each other, when 1 = 2α

γF
, but we will not consider this case here.

We compared the prediction γF = 2 with simulations of Brownian motion and the
binomial random walk. For each process we generated an ensemble of 2048 trajectories
in the time interval [0, 2048] with unit time steps. The fundamental exponent was
determined by inverting the equation

∆M(γ; t) := ⟨|∆X(0; t)|γ⟩ −
∆X


0; t

2

γ− ∆X

t
2
; t
γ = 0

for γ = γ(t). This can be done by varying γ until ∆M(γ; t) changes its sign. The
zero is obtained by linear interpolation and bisection. γF is the average of all γ(t)
that have been found. Often, ∆M(γ; t) does not change its sign in a reasonable range
for γ. (This can happen with up to 70% of the time points.) When there is a change
of sign, the graph of ∆M(γ; t) often intersects with the abscissa under a fairly high
angle.
The scaling exponent α was determined by applying usual linear regression to the

double logarithmic plot ln t versus ln⟨|X(t) |2⟩.
Box plots for the fundamental exponent γF are shown in Fig. 3.2a. Box plots for

the exponent α can be found in Fig. 3.2b. The fundamental exponent is clearly two,
although the fluctuations around this average value (here measured with the inter-
quartile distance) depend on the model and increase with its complexity. The same
holds for the exponent α which is scattered around unity, with differing but small
fluctuations.
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Figure 3.2.: Fundamental properties of normal diffusion
The fundamental exponent is two for models of normal diffusion. Deviations from the
prediction depend on the model. The same holds for the fluctuations of the exponent
α, which is unity in normal diffusion. The left box plot (red) shows the simulation
results for Brownian motion, the right one (green) for the binomial random walk. For
each model we evaluated 64 simulations with 2048 time steps and the same number of
trajectories. The box denotes the interval that contains 50% of all data points (first
and third quartile). The bar in the box is the median, larger than half of the data
points. The full range of data is marked with the “whiskers” of the box. The red line
is the theoretical prediction.
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Figure 3.3.: Fundamental moment for the random trap model and ctrw
Every point is calculated from 2048 trajectories of length 106τ . Error bars are given
for three points and are smaller than the symbols. Both models are of pure energetic
disorder type, and their fundamental exponent is γF = 2.

3.4. In pure energetic disorder

We discuss models with energetic disorder, those that have been introduced in chapter
2. For those processes the fundamental moment is the msd and the anomaly is de-
scribed by the exponent α, which is the scaling between physical and operational time.
The latter, U(t), is the source of the anomaly, its most striking feature is the lack of
stationary increments. Energetic disorder is thus closely connected with ageing, the
explicit dependence on the preparation epoch. In contrast to processes of structural
disorder, models with energetic disorder change over time. One of the most prominent
consequences of this behaviour, the lack of ergodicity, is discussed in chapter 4.

Uncorrelated increments: In the absence of structural disorder the fundamental
exponent is two. Thus the msd is additive in time and this immediately implies that
such processes have uncorrelated increments, since

0 =

∆X2(t1; t3)


−

∆X2(t1; t2)


−

∆X2(t2; t3)


=2 ⟨∆X(t1; t2) ·∆X(t2; t3)⟩ .

Obviously the opposite also holds. Anomalous diffusion processes with uncorrelated
increments are processes of pure energetic disorder. Hence the msd is always the
fundamental moment in pure energetic disorder. To see this we simulated ctrw and
the random trap model for various choices of the Pareto-parameter and mean trap
depth, respectively. The result is shown in Fig. 3.3 (Fig. 3.3a for the trap model, Fig.
3.3b for ctrw). The measured fundamental exponent is always two.

Models with multiple scaling regimes: The msd being fundamental is true even for
non-trivial scaling behaviour of the operational time. Consider two special processes
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of energetic disorder. The first one being a deterministically time-changed Brownian
motion:

X(1)(t) =


2K2,1B

t(1 + t

τ0
)

,

and the second one, X(2)(t) :=


2K2,1B(Ũ(t)) being a ctrw with a cut-off waiting
time distribution

ψ(t) ∼ e
− t

τ2
1 + t

τ1

1+α ,

with an appropriate normalization. Ũ is the renewal process defined by ψ(t). When
α ∈ [0, 1), and 0 ≪ τ1 ≪ τ2, the expectation of Ũ shows a crossover from sub-linear
to a linear time-dependence. The fundamental moment, which is the second one,
will exhibit this crossover behaviour as well. The same holds for X(1)(t), having a
crossover from a linear to ballistic regime, when t≫ τ0. Still, as can be demonstrated
in X(2)(t), the msd is the fundamental one, because

|∆X(2)(t; t′′) |2

=2dK2,1


∆Ũ(t; t′′)


=2dK2,1


∆Ũ(t; t′) + ∆Ũ(t′; t′′)


=

|∆X(2)(t; t′) |2


+

|∆X(2)(t′; t′′) |2


.

Let us now turn to models of structural disorder.

3.5. In pure structural disorder

The capital difference between models of energetic and structural disorder is the sta-
tionarity of the increments, which is invariance under temporal translation. Conse-
quently ⟨|∆X(0; τ) |γ⟩ and ⟨|∆X(τ ; 2τ) |γ⟩ will bear the same value for a process of
solely structural disorder. Hence the fundamental moment is the one, which is linear
in the time lag τ . Let us discuss some of the models from the last chapter.

Fractional Brownian motion: The Hurst exponent ν of the fractional Brownian
motion defines its scaling by ⟨|Y (t) |γ⟩ ∼ tγν . The fundamental exponent is thus given
by

γF = 1
ν
. (3.14)

This is nicely shown in Fig. 3.4a, where the measured fundamental exponent is plotted
against the Hurst exponent.

63



0

0.2

0.4

0.6

0.8

1

0 0.2 0.4 0.6 0.8 1

In
v.

 F
un

d.
 E

xp
.γ

F-1

Hurst Index ν

(a) FBm

0

0.5

1

1.5

2

2.5

0 0.5 1 1.5 2

Fu
nd

. E
xp

.γ
F

Stable Index µ

(b) Stable motion

Figure 3.4.: Fundamental moment for fBm and stable motions
Crosses are simulation results, the dotted line is the theoretical prediction. Every
point is calculated from 1000 trajectories with 1000 time steps. (3.4a): result for fBm.
(3.4b): result for stable motion. The predictions from Eq.(3.14) and Eq.(3.15) are
given by red lines. Simulations follow the prediction, when the parameters do not
assume extreme values.

Stable motion: The stable motion is an example for a process where the fundamental
moment diverges. Since the γ-th moment scales as tγ/µ, the fundamental exponent is
equal to the Lévy index µ, i.e.

γF = µ. (3.15)

Again we compared the prediction with simulations. Here, however, we had to resort
to the alternate definition via the quantile, Eq.(3.10). Inverting the equation, we pro-
duced the results of Fig. 3.4b. It works well as long as µ does not adopt extremely
low values. For computing the quantile it is necessary to sort the list of displacements,
which is a time-consuming process when compared to computing the moments. There-
fore one should resort to determine the fundamental scaling with help of the moments,
when one is sure that they do not diverge.

Barrier model: At last, the random barrier model is also a process of structural
disorder. The scaling exponent ν is given by Eq.(2.47) and its reciprocal gives the
fundamental exponent, which can be expressed in terms of the mean barrier height as

γF = 1 +max(1, βEB) . (3.16)

This prediction also matches the simulations nicely as depicted in Fig. 3.5a. Since the
results of the barrier model will be compared to those of the random potential model,
Fig. 3.5a will be found in the next section.
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3.6. In mixed disorder

The power of the fundamental properties lies in the fact that they are able to separate
the energetic and structural disorder. We will demonstrate this in the random potential
model, as was already done in [187] by the author. The msd of this model behaves
possibly sub-diffusively as

X2(t)

∼ t2να,

where ν is calculated from the mean barrier height by Eq.(2.47) and α is given by
Eq.(2.43).

The structural disorder parameter given by ν gives rise to the fundamental exponent
as

γF =
1

ν
= 1 +max(1, βEB) (3.17)

which is the same value as in the barrier model. We simulated the random potential
model for different values of the mean barrier height EB and mean trap depth ET and
compared the data to this prediction. The result is plotted in Fig. 3.5b. Each of the
dotted lines corresponds to simulation runs with a fixed value of the mean trap depth.
Apparently the latter has no influence on the value of the fundamental exponent, as
all dotted lines scatter around the prediction of the barrier model. They do increase
the fluctuations though. This demonstrates how the fundamental exponent is able to
identify the structural disorder.

Now, we can compare the fundamental moment of the mixed model to the funda-
mental moment of the trap model. The time dependence of the fundamental moment
gives the energetic disorder, as it scales with tα. This is seen in Fig. 3.5c, where we
plotted the fundamental moments of the random barrier, trap and potential model
against time in a double logarithmic manner. All models have a mean barrier height
of 3.0β−1 and mean trap depth of 3.0β−1. Clearly the fundamental moment of the
random trap and the random potential model have the same slope, since they share
the same degree of energetic disorder. Here we can identify α as 0.5. In contrast, the
fundamental moment of the random barrier model has a unit slope in the log-log-plot,
showing its linear time dependence and the lack of energetic disorder.

3.7. Summary

In this chapter, we proposed a method to separate the energetic and structural disorder
parts of a process. We started with the subordination ansatz X(t) = Y (U(t)), and
the additional but not crucial assumption that the moments of the operational time
U(t) as well as the moments of the increments ∆Y behave as power laws. The scaling
exponent of the operational time α, describes the energetic disorder, the exponent ν
of the stationary part describes the structural disorder.
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Figure 3.5.: Fundamental exponent of the random barrier and potential model
(3.5a): Fundamental exponent for the random barrier model. (3.5b): Fundamental
exponent for the random potential model. Every point was calculated from 2048
trajectories with 106 time steps. Every dotted line corresponds to one fixed value
of the mean trap depth ranging from zero to 3.0β−1. The latter apparently does
not influence the fundamental exponent, but just the fluctuations of the result. Both
predictions are the same, given by Eq.(3.16) and (3.17), respectively, since both models
share the same structural disorder properties.
(3.5c): Here we show the fundamental moment of a random trap, barrier and potential
model plotted versus time in a double logarithmic fashion. The parameters are EB =
3.0β−1 and ET = 3.0β−1. The fundamental moment is only influenced by the energetic
disorder, and consequently the trap model and the random potential model have the
same slope. The dotted lines are power laws inserted for convenience.
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It was demonstrated that there is a moment of X’s displacement, which is additive
in time, i.e. which fulfils:

⟨|∆X(t1; t3)|γF ⟩ = ⟨|∆X(t1; t2)|γF ⟩+ ⟨|∆X(t2; t3)|γF ⟩ ,

for any three epochs t1 ≤ t2 ≤ t3. This moment was called the fundamental moment
and its corresponding exponent γF was called the fundamental exponent. In the case,
when the structural disorder part obeys a scaling law with exponent ν, the fundamental
exponent is given by:

γF =
1

ν
.

The fundamental moment on the other hand is proportional to the moments of the
operational time and thus its time dependence unveils the value of α. In this way the
knowledge of the fundamental properties enables one to know α and ν and hence to
separate structural from energetic disorder.
The method can be applied to the quantiles of ∆X when the fundamental moment

itself is infinite. In that case, the equation

[|∆X(t1; t3)|γF ]p = [|∆X(t1; t2)|γF ]p + [|∆X(t2; t3)|γF ]p

defines the fundamental exponent and the time dependence of the quantiles reveals
the operational time. The method also needs to be modified when the increments ∆Y
don’t show a simple and unique power law scaling. Then a non-trivial scaling function
F needs to be found, such that the fundamental expectation

⟨F (|∆X(t1; t3)|)⟩ = ⟨F (|∆X(t1; t2)|)⟩+ ⟨F (|∆X(t2; t3)|)⟩

is additive. F describes the non-trivial scaling between operational time and the
stationary increments of the structural disorder part.
Since the fundamental exponent is defined with the additivity of a moment and

not by a scaling relation alone it needs to be distinguished from the random walk
dimension. The fundamental exponent is the scaling exponent between displacement
of the process and the operational time, not the physical time. Both dimensions are
related via

γF = αdw.

The absence of structural disorder is indicated by ν = 1/2 , i.e. γF = 2. Absence
of energetic disorder on the other hand implies a linear growth of the fundamental
moment or expectation, hence α = 1. Consequently, models with pure energetic
disorder are those with uncorrelated increments, regardless of whether the energetic
disorder is trivial (i.e. there exists a unique α) or not. Pure structural disorder
processes, on the other hand, are those with stationary increments and a fundamental
exponent different from two.
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We demonstrated the theoretical considerations numerically in ctrw and the random
trap model for pure energetic disorder, in fBm, stable motion and the random barrier
model for pure structural disorder, and in the random potential model for a model of
mixed disorder.
We thus illustrated that the fundamental properties are indeed able to serve their

purpose: the separation of structural and energetic disorder. As long as there are
unique scaling laws, it is a very powerful method. It becomes unhandy, when the
process in question does not possess all moments and one needs to resort to quantiles.
Structural disorder with different scaling regimes also poses a problem as the funda-
mental exponent is not uniquely defined. Furthermore, the method relies on ensemble
properties and is thus only applicable, when a sufficiently large ensemble of trajecto-
ries is accessible. When this is the case, however, it is, as we showed, perfectly fit to
reveal the structural and energetic components of the process, and hence to shed light
on the question whether the diffusion happens in thermodynamic equilibrium or not.
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4. Statistical Aspects of Ergodicity

4.1. Introduction

As has been done before, we will introduce the problem and the notation in terms of
normal diffusion. We abbreviate the increment process with ∆Xτ (t) := ∆X(t; t+ τ) :=
X(t+ τ)−X(t). In this section, Y (t) :=


2K2,1B(t) denotes a standard Brownian

motion. Definitions are given in terms of general stochastic processes X(t).
Ergodic theory is concerned with time averages of certain observables, that means,

with functions of the system’s state. Here we are only interested in observables of the
process’ increments, i.e. some function O(∆Xτ (t)), usually a power of its absolute
value. Given a measurement in the interval [0, T ], the time average of O is given by:

O(∆Xτ )T :=
1

T − τ

T−τ
0

dt O(∆Xτ (t)) (4.1)

For fixed lag time τ , the average is performed over the time t, so that it needs to be
dropped as argument in the final expression. O(∆Xτ )T is a functional of a stochastic
process and consequently a random variable. However, under certain conditions the
time average assumes a deterministic limit, when the measurement interval becomes
infinite, i.e. when T → ∞. In this limit, we drop the subscript T and write:

O(∆Xτ ) := lim
T→∞

1

T − τ

T−τ
0

dt O(∆Xτ (t)) .

The famous ergodic hypothesis states that the time average produces the value at
thermodynamic equilibrium:

O(∆Xτ ) = ⟨O(∆Xτ )⟩eq . (4.2)

The average on the right hand side is performed with respect to the distribution of
∆Xτ at thermodynamic equilibrium. Since the time average is a random variable, the
limit has to be understood in a certain probabilistic sense, which will be made clear
later.
In mathematics, ergodic theory started with the works of Birkhoff [114] and von

Neumann [115] in 1931. Birkhoff proved for autonomous dynamical systems that the
average time the system spent in some region of its state space is a non-vanishing
constant for almost any trajectory. This constant turns out to be the stationary
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measure of that region. This is essentially a limit theorem on the local times of the
system. Von Neumann proved that the time averaging operator (here defined by
Eq.(4.1)) of an autonomous Hamiltonian system converges weakly to a limit. This
ensures that for almost any initial condition the time averages take a certain value,
which can be identified as its equilibrium value.

Both formulations provide results that do not depend on the exact realization of
the process, i.e. that hold for almost all trajectories or initial conditions (which fixes
the probabilistic sense). The proofs use the formal time evolution operators of the
dynamical system and require the “metrical transitivity” of state space. This means
that the only invariant sets under the time evolution operation are the empty set and
the whole state space. Hence, the system will explore its full state over the course of
time and is not confined to some sub-domain. When this is not the case, the time
averages will still assume a deterministic value, but this value depends on the region
in state space that the system was initialized in.

Another very important but sometimes forgotten prerequisite is the stationarity of
the system. In fact, the original ergodic theorems were given for time-independent sys-
tems. The notation of an equilibrium average makes little sense when ⟨O(∆Xτ (t))⟩eq
does not assume a value independent of t, hence is not equilibrated.

Today, ergodic theorems are provided for a variety of stationary stochastic processes
– in particular for Markovian processes – and they are a basic part of the theory of
stochastic processes as well as of measure theory, [144, 145, 188]. Apart from met-
rical transitivity there are other indicators for ergodicity. For instance a stationary
Gaussian process is ergodic, when its power spectrum (the Fourier transform of its
autocorrelation function) does not contain any delta functions, see f.e. a note in [182,
pp.581]. Ergodic properties of Markovian processes can be attributed to spectral prop-
erties of their generators. A spectral decomposition of the generator reveals that the
time evolution operator and the time averaging operator both converge to projectors
that map any initial distribution to the stationary state. Although such a spectral
analysis would be in the spirit of chapter 2, it needs to be performed for the genera-
tor of the increment process (since we are interested in the ergodic properties of the
increments). The latter is either trivial, i.e. zero, or too complicated to be treated in
a general set-up. Hence, we refrain from such an investigation. Rather we will focus
on the expected value of the time averages and on their fluctuations in sections 4.1.1
and 4.1.2 respectively. This is also done in recent physical literature on the subject.
Another characterisation can be done in terms of correlation functions and is due to
Khinchin and Birkhoff, [116]. He gave a very clear condition for ergodicity, which
is related to the time averages’ fluctuations and will be presented in 4.1.3. In this
section, these concepts will be introduced for Brownian motion. In the remainder of
the chapter, they will be discussed in anomalous diffusion processes.

70



4.1.1. Agreement of Averages

The main observable in diffusion is the displacement ∆Xτ (t) and its powers. For
Brownian motion, the eamsd is given by

|∆Y τ (t) |2

= 2dK2,1τ.

In particular, since Brownian motion has stationary increments, this value is inde-
pendent of t and it is only determined by the lag time. We can therefore identify
the eamsd with the equilibrium average form Eq.(4.2). Let us compute the expected
tamsd, this is a double – time and ensemble – average:


|∆Y τ |2T


=

⟨|∆Y τ |2⟩
T − τ

T−τ
0

dt = 2dK2,1τ. (4.3)

It bears the same value. Therefore, Brownian motion is ergodic in mean.
In the following chapter, we will present processes that violate this relation. We

will also discuss when this is the case. Regardless of the coincidence of both values,
one can ask about the magnitude of fluctuations around that expectation value.

4.1.2. Ensemble heterogeneity

Apart from just the expectation, one can try to quantify the fluctuations of time
averages. This can be done by investigating the normalized variance of a time averaged
observable:

JO(T ) :=
Var

O(∆Xτ )T



O(∆Xτ )T

2 . (4.4)

This quantity measures how heterogeneous an ensemble of trajectories is with respect
to the functional O; we call it the ensemble heterogeneity parameter. When it decays
to zero for T → ∞, all trajectories of infinite length appear similar with respect to O.
For processes with stationary increments the denominator is a constant with respect
to T , and the decay of JO is only possible when the variance of the time average
in the enumerator vanishes. In such a case, a diffusivity defined in terms of the
tamsd will deviate from the ensemble averaged value with relative fluctuations given
by the ensemble heterogeneity. For anomalous diffusion processes with weak ergodicity
breaking such a diffusivity may remain a random variable and JO will approach a
finite positive value in the limit T → ∞. This is the reason why JO is often called
“weak ergodicity breaking parameter” in the literature. However, as we proceed to
show, a non-vanishing JO is not necessary for weak ergodicity breaking. Therefore, we
proposed the alternative name.
For the msd of Brownian motion, one can compute the ensemble heterogeneity

exactly. We will first present the result and calculate the expression later with the use
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of correlation functions. Since there are currently no other time scales than the lag
time τ and the measurement time T , the heterogeneity parameter must be a function
of a dimensionless combination of both, for instance τ/(T − τ). The result is given by

J
(Bm)

∆Y 2
τ
(T ) =


2− 4

3


τ

T − τ

−1

+
1

3


τ

T − τ

−2

, τ > T − τ

4

3

τ

T − τ
− 1

3


τ

T − τ

2

, τ ≤ T − τ

, (4.5)

and vanishes as T → ∞.
This means two things. First, since Brownian motion has stationary increments, the

variance of the tamsd itself vanishes. This means that the absolute fluctuations decay,
not just the relative ones. And secondly, a diffusivity defined by K := ∆Y τ /(2dτ) is
a well-defined deterministic quantity.
In the rest of the chapter, we will encounter processes, which possess a heterogeneous

ensemble. In such cases the time averages bear fluctuations that are always of the same
order of magnitude as their expectations. A time averaged diffusivity will then not be
well-defined.
We see that not only ⟨|∆Y (τ)T − ⟨∆Y (τ)⟩|⟩ decays to zero as T → ∞, but also

⟨|∆Y (τ)T −⟨∆Y (τ)⟩|2⟩. Thus the ergodic relationship does not only hold on average,
but also in variance. Such a limit up to the p-th moment is called “limit in Lp”. It
fixes the probabilistic sense, in which we have to understand equation (4.2). Such
a concept of ergodicity holding in Lp is sometimes called “weak ergodicity” in the
mathematical literature. When the ergodicity equation (4.2) holds in L2, one often
speaks about “ergodicity in mean square”. We will do the same here.
The variance of the time averages can also be expressed in terms of correlation

functions. This leads to another condition for ergodicity in mean square, Birkhoff-
Khinchin theorem.

4.1.3. Irreversibility and Birkhoff-Khinchin Theorem

The correlation function of an observable O is given by

CO(t, t
′) := Cov[O(∆Xτ (t)) , O(∆Xτ (t

′))] . (4.6)

The correlation function is obviously symmetric with respect to interchange of argu-
ments, and for a process with stationary increments it is a function solely of |t− t′|.
Using this expression, we can express the variance of O’s time average as

Var

O(∆Xτ )T


:=

1

(T − τ)2

T−τ
0

dt

T−τ
0

dt′CO(t, t
′) .

The symmetry of the integrand can be used to half the integration domain from a
square to a triangle where t < t′. This gives a factor two and the remaining integration
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domain is equivalently parametrized by tm = min(t, t′) and τd := |t− t′|. We obtain

Var

O(∆Xτ )T


:=

2

(T − τ)2

T−τ
0

dτd

T−τ−τd
0

dtmCO(tm, tm + τd) . (4.7)

From here it is easy to see that, when the correlation function decays fast enough to
zero, the integral will vanish. Consequently the variance of O’s time average vanishes
as well. To see this, we consider a process with stationary increments. We use the
symmetry of the integrand and apply the variable transformations x := tm/ (T − τ)
and y := τd/ (T − τ) to bring the variance to following form

Var

O(∆Xτ )T


= 2

1
0

dy

1−y
0

dxCO((T − τ) y) .

The inner integration is trivially performed. When attempting to take the limit
T → ∞, we pull it into the integral. As long as the correlation function is bounded,
the dominated convergence lemma applies and the limit reads:

lim
T→∞

Var

O(∆Xτ )T


= 2

1
0

dy (1− y) lim
T→∞

CO((T − τ) y) (4.8)

and vanishes, if the limit function in the integrand is zero.
This condition, namely:

lim
τd→∞

CO(τd) = 0 (4.9)

is called irreducibility of the observable. The reasoning here is known as Birkhoff-
Khinchin theorem, [116]. Summarizing, this theorem states that irreducibility is suf-
ficient for ergodicity in mean square. This theorem has been discussed for anomalous
diffusion e.g. in [128, 189].
For Brownian motion the correlation function in question is the one of ∆Y 2

τ . Since
the increment process is Gaussian, we can apply Wick’s theorem. It states that for any
Gaussian vector Z := (Z1, Z2, Z3, Z4, . . .) with zero mean all higher order correlations
can be expressed in terms of the two point correlations.

⟨ZaZbZcZd⟩ = ⟨ZaZb⟩ ⟨ZcZd⟩+ ⟨ZaZc⟩ ⟨ZbZd⟩+ ⟨ZaZd⟩ ⟨ZbZc⟩ , (4.10)

where a, b, c, d can be any numbers from {1, 2, 3, 4, . . .}. When this relation is applied
to some Gaussian process t →→ ∆Xτ (t), we obtain:

C∆X2
τ
(t, t′) = 2 (Cov[∆Xτ (t) ,∆Xτ (t

′)])
2
= 2C2

∆Xτ
(t, t′) , (4.11)

which is a relation between the correlation function of the increments and the one of
the squared increments.
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In the case of Brownian motion, this function is given by:

C∆Y τ (t, t
′) := 2dK2,1 [τ − |t− t′|]1[0,τ)(|t− t′|) . (4.12)

The indicator function ensures that it vanishes whenever |t− t′| > τ . Hence the msd
of Brownian motion is irreducible.
Going the way back, by plugging Eq.(4.12) into Eq.(4.11), plugging the result into

Eq.(4.7) and performing the integral gives:

Var

|∆Y τ |2T


=4


2dK2,1

T − τ

2
T−τ
0

dτd

T−τ−τd
0

dtm [τ − τd]
2
1[0,τ)(τd)

=


2dK2,1

T − τ

2
4 (τ ∧ T − τ) τ 2 (T − τ)− (τ ∧ T − τ)4

+(τ ∧ T − τ)2

2τ 2 − Tτ


+

4

3
(τ ∧ T − τ)3 (T + τ)


.

Here we abbreviated t∧t′ := min(t, t′). Dividing this expression by (4.3) gives Eq.(4.5)

4.1.4. Weak ergodicity breaking

The topic of “weakly breaking ergodicity” was already raised. The phenomenon is
understood as a non-coincidence of time and ensemble averages (hence a breaking of
weak ergodicity in the L1-sense), in situations with a connected state space. By just
inspecting metrical transitivity, one would expect an ergodic behaviour and is surprised
when it is not present. This phenomenon appears in non-stationary processes, when
the requirements of classical ergodic theory are not met. It is usually quantified
by the disparity of time and ensemble averages, i.e. a violation of (4.2), and in
terms of the ensemble heterogeneity. The latter is also called the weak ergodicity
breaking parameter and a non-vanishing limit value is interpreted as a criterion for
weak ergodicity breaking. We will show in the rest of the chapter, however, that both
features are not equivalent, hence we proposed a different name.
Such an analysis has already been performed for several models [102, 118, 122, 125,

130, 131, 190–192], in particular ctrw [117, 120, 121] and fBm [126, 193]. We will try to
lead the same discussion for anomalous diffusion models of mixed origins, although this
is not always possible in its whole generality. Other quantities have also been proposed
for ergodicity breaking parameters, for instance limit values of response functions [123],
generalizations of correlation functions [194] or some special values of characteristic
functions of the process (the dynamical functional) [129]. Weak ergodicity breaking
can also be observed experimentally, for instance in fluorescent nano-crystals [132] and
in diffusion in biological cells [67, 70, 72].
In the rest of the chapter, we will discuss the presented concepts first in structural,

then in energetic and finally in mixed disorder. We will close with a summary. In the
rest of the chapter Y will again denote a process of pure structural disorder.
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4.2. In pure structural disorder

4.2.1. General considerations

The main assumption of pure structural disorder processes is the stationarity of their
increments, i.e. ∆Y τ (t) = ∆Y τ . This ensures that the ensemble averages of any power
of the displacement are stationary and can be interpreted as equilibrium averages. Let
us investigate the consequences for time averages.

Agreement of the averages: The stationarity of the displacements leads to an er-
godic behaviour in mean value.


O(∆Y τ )T


=

⟨O(∆Y τ )⟩
T − τ

T−τ
0

dt = ⟨O(∆Y τ )⟩ . (4.13)

This holds in particular for any power of the displacement |∆Y τ |γ.

Asymptotic properties of the ensemble heterogeneity: Since the expectations of
the time averages do not depend on the time t, the ensemble heterogeneity param-
eter and the variance of the corresponding time average are proportional. Another
consequence of stationarity is that the correlation function of any observable does
only depend on the time difference τd := |t− t′|. Thus, when computing the variance
of some time average using Eq.(4.7), the integral can directly be simplified by using
symmetry and a variable transformation to tm := min(t, t′) and τd := |t− t′|.
Let us evaluate the expression for the ensemble heterogeneity asymptotically. To

do so, we assume that the correlation function CO(τd) is continuous and bounded,
especially for small arguments. This implies that the variance of O is finite. The
second assumption is that the correlation function behaves asymptotically like

CO(τd) = C
(∞)
O + O


τ−ϵ
d


, (4.14)

for large arguments τd. ϵ is supposed to be some real number. The ensemble hetero-
geneity is given by

JO(T ) =
2

(T − τ)2 ⟨O(∆Y τ )⟩2

T−τ
0

dτd (T − τ − τd)CO(τd) . (4.15)

The remaining integral in Eq.(4.15) is split up at some arbitrary but small time
τc ≪ T . In the first part, which is integrated from 0 to τc, we may use the mean value
theorem to find a constant C∗

O such, that

τc
0

dτd
T − τ − τd

(T − τ)2
CO(τd) =

C∗
O

(T − τ)2

τc
0

dτd (T − τ − τd) = O

T−1


.
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The second part is treated with the asymptotic expansion. The leading term of this
integral is half of the limit value C

(∞)
O . Depending on the value of ϵ, the next term is

either of order T−ϵ, of order T−1 or it has a logarithmic correction. We may summarize
this short discussion:

JO(T ) =
C

(∞)
O

⟨O(∆Y τ )⟩2
+


O

T−ϵ


, for ϵ < 1

O

T−1 lnT


, for ϵ = 1

O

T−1


, for ϵ > 1

. (4.16)

And it is apparent that the ensemble is homogeneous if and only if the power corre-
lator decays to zero. This is irreversibility, this is the asymptotic decorrelation of the
increments and we computed the first correction to Birkhoff-Khinchin theorem.

Processes with independent increments: A simple application of the latter formula
is processes with independent increments. Here the correlation functions have to be
zero whenever τd > τ and thus the ensemble heterogeneity parameter decays like T−1,
but only when the correlation function does not diverge at τd = 0! The latter is the
case, when the variance of O diverges.

Gaussian processes: For a Gaussian process, the correlation function of the msd
can be replaced by the correlation function of the increments. As discussed in the
introduction, this is due to Wick’s theorem applied to the increment process. However,
another expression in terms of the eamsd can be found. Some algebraic manipulations
and exploitation of stationarity bears:

C∆Y τ (τd) =
1

2


∆Y 2

τ+τd


+

∆Y 2

|τ−τd|

− 2


∆Y 2

τd


. (4.17)

When we assume – as usual – that ⟨∆Y 2
τ ⟩ ∝ 2dK2,2ντ

2ν for large τ , and expand
Eq.(4.17) for large τd, we can identify the exponent ϵ of decay of the correlator as
ϵ = 4− 4ν. We obtain the ensemble heterogeneity of a Gaussian process of structural
disorder:

J∆Y 2
τ
(T ) =


O

T−1


, for ν <

3

4

O

T−1 lnT


, for ν =

3

4

O

T 4ν−4


, for ν >

3

4

. (4.18)

Hence, the fluctuations die out when the diffusion is asymptotically sub-ballistic, i.e.
ν < 1. But we also have two interesting special cases. First, there is the super-
ballistic behaviour when ν > 1. Then, the ensemble heterogeneity parameter will
grow to infinity and beyond. The time averages fluctuate strongly when compared to
their expectations. However when the process is ballistic in the asymptotic limit, i.e.
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ν = 1, then the correlation functions approach a constant as τd → ∞ and so does J .
The ensemble heterogeneity approaches the value two:

J∆Y 2
τ
(T ) =

4 (2dK2,2τ
2)

2

(T − τ)2

∆Y 2

τ

 T−τ
τc

dτd (T − τ − τd)+O

T−1


= 2+O


T−1


. (4.19)

This means that for an asymptotically ballistic Gaussian process, the fluctuations of
the mean squared displacement never die out. The diffusivity or equivalently the
velocity measured via time averages are thus ill-defined, because they are inherently
random.

Let us apply the general considerations to some of the introduced processes.

4.2.2. Examples

Fractional Brownian motion: The first example to present is fractional Brownian
motion. It is a stationary process with mean squared displacement given by

|∆Y τ |2(τ)

= 2dK2,2ντ

2ν .

The Hurst parameter ν is taken from (0, 1). For this Gaussian process, Eq.(4.18)
applies immediately. In [126], the pre-factors have been computed. They are given by

J
(fBm)

∆Y 2
τ
(T ) =



τ

T

∞
0

dz

(z + 1)2ν + |z − 1|2ν − 2z2ν

2
, for ν ∈ (0,

3

4
)

9

16

τ

T
ln
τ

T
, for ν =

3

4
4ν2 (2ν − 1)

(4ν − 3) (4ν − 2)

 τ
T

4−4ν

, for ν ∈ (
3

4
, 1)

. (4.20)

The integral in the equation converges to some constant value. The special case of
ballistic motion does not apply for fBm, since the process is not defined for ν = 1. For
ν = 1

2
the Brownian motion case is restored.

Stable motions: Stable motions are an example for processes with independent in-
crements, and consequently have an homogeneous ensemble. Nevertheless, care has to
be taken that a valid observable is chosen. When µ is the stable index of the motion,
⟨|∆Y (t; t+ τ) |γ⟩ diverges, whenever γ ≥ µ. However choosing γ < µ/2 ensures that
|∆Y (t; t+ τ) |γ has a finite variance. Our argument applies for such a choice of γ and
J decays to zero as T−1.

Let us now turn to processes with additional energetic disorder.
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4.3. In energetic and mixed disorder

4.3.1. General considerations

When introducing energetic disorder, we lose the stationary-increments property of the
whole process X(t) = Y (U(t)). This complicates the discussion and makes general
arguments messier. The general plan is to use the conditional relation Y = X|U and
the properties of Y .

No agreement of the averages: Lacking stationarity, there is no longer an equi-
librium value of the msd. It is thus not apparent at all why an ergodic equation
like

1

T − τ

T−τ
0

dt′ ⟨O(∆Xτ (t
′))⟩ = ⟨O(∆Xτ (t))⟩

is supposed to hold. When a time average is applied, one averages over the time t
that explicitly appears on the right hand side of this equation. Above equation can
thus only be true for one, but not all times t. In fact the above equation implies that
⟨O(∆Xτ (t))⟩ = ⟨O(∆Xτ (t

′))⟩ for any pair of epochs except at the origin. This can
be seen by multiplying the equation by T − τ and taking a derivative with respect to
T − τ .
This does on the other hand not mean that the process X(t) has a heterogeneous

ensemble. It is still possible that the fluctuations of the time average decay to zero;
one has to normalize them properly, though.

A Birkhoff-Khinchin argument: The ensemble heterogeneity is not any more pro-
portional to the variance of the time average. Hence, even when the latter vanishes,
the absolute fluctuations of the time average can grow. The ensemble is homogeneous,
when the variance grows slower than the square of the expected time average. This
can be summarized in a generalized version of equation (4.9). Let CO(t, t

′) be the
correlation function of O(∆Xτ (t)). It is not any more a mere function of the time
difference, but still we can rewrite the ensemble heterogeneity in the way we did before
as

JO(T ) = 2

1
0

dy

1−y
0

dx
CO((T − τ)x, (T − τ) (x+ y))

O(∆Xτ )T

2 .

Under the same assumptions as in Birkhoff-Khinchin theorem, namely continuity and
boundedness of the integrand, limit and integration can be interchanged. A sufficient
condition for an homogeneous ensemble is given when

lim
T→∞

CO(xT, yT )
O(∆Xτ )T

2 = 0 (4.21)
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holds for almost every1 x, y ∈ [0, 1].
Contrary to the arguments of Birkhoff-Khinchin theorem, an homogeneous ensemble

does not imply ergodicity here. The process does not possess stationary increments,
therefore the heterogeneity parameter is not proportional to the variance of the time
average. Although the relative fluctuations of the time average die out, the absolute
fluctuations may not.

Processes subordinated to Gaussian ones: When trying to use conditional expres-
sions for the correlation function, the expressions get quite confusing. In general, since
∆Uτ (t) is not stationary, the function

∆X2(t, t+ τ)∆X2(t′; t′ + τ) |U


is a function of four arguments. The expressions become simpler, when Y (u) is Gaus-
sian. Again using Wick’s theorem, Eq.(4.10), we have

∆X2(t1, t2)∆X2(t3, t4) |U

=

∆Y 2

∆U(t1,t2)
|U
 

∆Y 2
∆U(t3,t4)

|U


+
1

2


∆Y 2

∆U(t1,t3)
|U

+

∆Y 2

∆U(t2,t4)
|U


−

∆Y 2

∆U(t1,t4)
|U

−

∆Y 2

|∆U(t2,t3)||U
2

.

We abbreviate g(ω) :=

∆Y 2

ω


and write

Kτ (t, t
′;U) :=

1

2
{g(|∆U(t, t′)|) + g(|∆U(t+ τ, t′ + τ)|)

− g(|∆U(t, t′ + τ)|)− g(|∆U(t+ τ, t′)|)}2 . (4.22)

Kτ is a conditional average, therefore a random variable. We can express the correla-
tion function of X’s square displacement in terms of g and Kτ as

C∆X2
τ
(t, t′) = Cg(∆Uτ )(t, t

′) + ⟨Kτ (t, t
′;U)⟩ . (4.23)

This expression has to be compared with the square of Eq.(4.17), which gives the
equivalent expression for pure structural disorder. We can make out two differences:
The first being the influence of ∆U ’s non-stationarity that modifies the correlation
function of ∆Y , the second being the randomness of U that introduces a whole new
term. It is the covariance of some function of U ’s increments – here identified with its
correlation function – which vanishes when U is a deterministic function of time.
When we apply the standard manipulations to the heterogeneity parameter, we

obtain

J∆X2
τ
(T ) =

2
T−τ
0

dτd
T−τ−τd

0

dtm

Cg(∆Uτ )(tm, tm + τd) + ⟨Kτ (tm, tm + τd;U)⟩




T−τ
0

dt ⟨g(∆Uτ (t))⟩
2 .

1 I.e. for almost every point with respect to the Lebesgue-measure on [0, 1]× [0, 1].
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When comparing the first of the summands to the definition of J , we observe that it
is an heterogeneity parameter itself. Consequently, we may write:

J∆X2
τ
(T ) = Jg(∆Uτ )(T ) + 2

T−τ
0

dτd
T−τ−τd

0

dtm ⟨Kτ (tm, tm + τd;U)⟩
T−τ
0

dt ⟨g(∆Uτ (t))⟩
2 . (4.24)

The most striking difference to Eq.(4.15) is the appearance of the extra heterogeneity
of the operational time. When the latter is deterministic, or when it fulfils Eq.(4.21),
it does not contribute to the heterogeneity of X. Without the subordination this
term has cancelled, but now it constitutes the contribution of the operational time’s
correlation. The second difference is that Kτ has a much more intricate form than
before, as has just been discussed.

U is a monotonous process, i.e. t < t′ implies U(t) ≤ U(t′). Therefore, when Y is a
process with independent increments,Kτ (t, t+ τd;U) has to vanish for large arguments
τd > τ . The reason is that U respects causality. The integral of Kτ will be cut off at
τd = τ and thus is less significant in the limit T → ∞. However, a Gaussian process
with stationary and independent increments can already be identified as Brownian
motion. Hence there is no structural disorder and the energetic disorder must be the
cause of a finite ensemble heterogeneity. On the other hand, when the operational
time U(t) has independent increments, the first part will be less significant in the
limit, since the covariance vanishes, when τd > τ .

Loosely spoken, the ensemble heterogeneity feeds of two contributions, the hetero-
geneity of g(∆Uτ ) and the correlations of Y expressed in Kτ . To be more precise, a
calculation is needed and we therefore turn to some examples.

4.3.2. Examples

Batchelor’s process: For Batchelor’s process, or scaled Brownian motion, we can
refine Eq.s(4.24) and (4.22) with the operational time U(t) = tα and with g(u) =
2dK2,αu. Due to the deterministic nature of the of the operational time, Jg(∆Uτ )

vanishes identically and the ensemble heterogeneity parameter can be written as

J
(Bat)

∆X2
τ
(T ) =

4d2K2
2,α

T−τ
0

dτd
T−τ−τd

0

dtm [(tm + τ)α − (tm + τd)
α]

2
1[0,τ ](τd)

2dK2,α

T−τ
0

dt tα
2

=(α + 1)2
τ

0

dτd

T−τ−τd
0

dtm
[(tm + τ)α − (tm + τd)

α]
2

(T − τ)2α+2 .
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Figure 4.1.: Scaling of Batchelor’s process’ ensemble heterogeneity
J for scaled Brownian motion was simulated for different values of α and T . The α
values are 0.2 (+), 0.4 (×), 0.6 (�), 0.8 (⊙), and 1.0 (△). Each point is calculated
from 5000 trajectories. The given power laws are (from top to bottom line) T−0.4,
T−0.8 , and T−1.0. They show that the heterogeneity decays as predicted by Eq.(4.25).

The whole problem was already discussed by the author in [179], where also the integral
was shown to be

J
(Bat)

∆X2
τ
(T ) ∝



4

1
0

dy

∞
0

dx [(x+ 1)α − (x+ y)α]
2
 τ
T

2α
, α <

1

2

1

3

τ

T
ln


T

τ


, α =

1

2

4α2

3 (2α− 1)

τ

T
, α >

1

2

. (4.25)

The double integral converges in the given parameter regime and can be expressed in
terms of a beta function. The decay of the heterogeneity parameter with measurement
time is compared to simulations in Fig. 4.1. The slopes of the graphs are in good
accordance to our predictions.
This shows that Batchelor’s process has an homogeneous ensemble and the fluctu-

ations of the time averages die out when T becomes large. One would thus expect
ergodic behaviour, but this is not the case, because

|∆Xτ |2T

=

2dK2,α

α + 1

Tα+1 − τα+1 − (T − τ)α+1

T − τ
=

2dK2α

T 1−α
τ + O


T−1


. (4.26)

Most remarkably, the time average grows asymptotically linearly in the lag time τ ,
whereas the eamsd grows like:


∆X2

τ (t)

= 2dK2,α [(t+ τ)α − tα] ∝


2αdK2,α

t1−α
τ, t≫ τ

2dK2,ατ
α, τ ≪ t

.
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Hence, tamsd and eamsd exhibit the same scaling, but only in a certain regime and
with a difference in the transport coefficients.
The diffusivity that is defined by the time averages depends explicitly on the mea-

surement time T and decays (or grows) as a power law. The reason is the non-
stationarity of the process’s increments. We want to stress here that ensemble het-
erogeneity and ergodicity are different properties of the process. Homogeneity of the
ensemble implies ergodicity, when the process has stationary increments, but not nec-
essarily when it has not. When the process has non-stationary increments, but has an
homogeneous ensemble, the latter only ensures that the time averaged quantities are
well defined deterministic objects (in our case we measure either zero or infinity, due
to the lack of boundaries).
Let us now turn to a process with a random subordinator, where the heterogeneity

of the operational time plays a role.

Continuous time random walks: The ensemble heterogeneity of ctrw was already
investigated in [117], although in a different manner. The main observation in ctrw,
very similar to Batchelor’s process, is the linear growth of the double averaged mean
squared displacement:


|∆Xτ |2T


=

2dK2,α

Γ(2 + α)

Tα+1 − τα+1 − (T − τ)α+1

T − τ
=

2dK2,α

Γ(1 + α)T 1−α
τ + O


T−α


.

(4.27)

As already discussed, this is a consequence of the increments’ non-stationarity. How-
ever, contrary to the last example, the ensemble heterogeneity is not zero, rather it is
given by:

J
(ctrw)

∆X2
τ
(T ) = 2

Γ2(1 + α)

Γ(1 + 2α)
− 1 + O


T−α


. (4.28)

A comparison of this equation with simulation data is given in Fig. 4.2. In sub-figure
4.2b, we also present the decay of the error with growing measurement times (in a
slightly more general set-up), which fulfils our expectation. The correct data set is
the one with ν = 1/2. The simulation values for J are good, whenever α is large.
For smaller values the very slow decay of the error (T−α!) renders the simulated data
useless.
As a consequence of the heterogeneity, the time averaged diffusivity remains a ran-

dom character and differs from trajectory to trajectory. This behaviour is in contrast
to Batchelor’s process and results from the random character of the operational time.
Such universal (i.e. present in the asymptotic limit) fluctuations in the transport co-
efficients have already been discussed in [117, 118, 122]. In these publications one can
find histograms of the transport coefficients that show a very broad shape.
Let us shortly discuss how to obtain Eq.(4.28). Following our approach, we have to

compute (or estimate) all integrals in Eq.(4.24). This was done in [195] by the author,
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to where we refer to for details. The ctrw can be represented as a subordinated
Brownian motion, i.e. X(t) =


2K2,αB(U(t)), where the operational time is a

renewal process with heavy tailed waiting time distribution. This relation allows us
to identify g(ω) = 2dK2,αω in Eq.(4.24) and in Eq.(4.22). Using the expressions for
the moments of ∆Uτ (t) that are given in [195], we can compute the denominator of
Eq.(4.24) as

T−τ
0

dt ⟨∆Uτ (t)⟩


2

=
τ 2T 2α

Γ2(1 + α)
+ O


T 2α−1


.

The integral over ∆U ’s covariance is

2

T−τ
0

dτd

T−τ−τd
0

dtCov[∆Uτ (t) ,∆Uτ (t)] = τ 2T 2α2Γ
2(1 + α)− Γ(1 + 2α)

Γ(1 + 2α) Γ2(1 + α)
+o

T 2α

.

The Kτ -functional is given by

Kτ (t, t+ τd;U) = 8dK2
2,α∆U

2(t+ τd; t+ τ)1[0,τ ](τd)

and the its integral is O(Tα). Putting everything together gives Eq.(4.28). Noteworthy
is the fact that the Kτ -functional does not contribute in the asymptotic limit. It is
the heterogeneity of U that is responsible for the heterogeneity of the ensemble.

The heterogeneity of the fundamental moment: We close the discussion of ctrw
with reviewing the method of He et al. to obtain J , [117]. Their approach is based on
the scaling relation

|∆Xτ |2T ∼ 1

T
U(T )

that leads with a proper rescaling to

|∆Xτ |2T
|∆Xτ |2T

 ∼ U(T )

⟨U(T )⟩
.

Thus, the distribution of the rescaled time averaged mean squared displacement is
determined by the distribution of the subordinator. In the case of ctrw this distribution
can be expressed in terms of the Lévy-distribution with pdf lα,1(x):

p|∆Xτ |2T /⟨|∆Xτ |2T ⟩(ξ) =
1

αξ
α


Γ(1 + α)

ξ
lα,1


α


Γ(1 + α)

ξ


. (4.29)

It is, due to the scaling property of U independent of T , whence the limit T → ∞ is
trivial. The ensemble heterogeneity parameter is the variance of the dimensionless time
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average and can be computed from above equation, bearing (4.28). The main point of
the argument is the scaling relation, which is plausible but lacks rigour. The approach
of [117] does not provide an estimation of the error term as we did. It does provide the
whole distribution of the renormalized time averages, though. Furthermore, Eq.(4.29)
is very successful in predicting the simulations as can be seen in [117]. Their approach
works by virtue of the linear scaling with operational time; because they investigated
the time average of the fundamental moment. Consequently, we expect Eq.(4.29) to
hold in the presence of structural disorder, when the mean squared displacement is
replaced with the fundamental one. The rescaled time averages of the fundamental
moment therefore have the same distribution as the rescaled operational time has.

Subordinated fractional Brownian motion: The last example is a process of true
mixed disorder, the subordinated fractional Brownian motion. The process has been
investigated by the author in [195], where also the ensemble heterogeneity has been
calculated. The calculation follows the same line as for the ctrw but the intermediate
results have to be adjusted. First of all, for fBm we have ⟨∆Y 2

ω⟩ = g(u) = 2dK2,2ναω
2ν .

Hence, the Kτ -functional takes a much more complicated form than in ctrw:

Kτ (t, t+ τd;U) =
(2dK2,2να)

2

2


|∆U(t; t+ τd)|2ν + |∆U(t+ τ ; t+ τd + τ)|2ν

− |∆U(t; t+ τd + τ)|2ν − |∆U(t+ τ ; t+ τd)|2ν
2
.

It is easy to verify that the ctrw-result is restored, when the Hurst index ν is set to one
half. In that particular case, the whole function vanishes when τd > τ . However, the
integral over Kτ can still be shown to be O(Tα). What remains to do is to calculate
the heterogeneity of ∆U2ν

τ . Each part can be estimated separately, giving

T−τ
0

dτd

T−τ−τd
0

dtm

∆U2ν

τ (tm)∆U
2ν
τ (tm + τd)


=

Γ2(1 + 2ν)

Γ2(2 + α (2ν − 1))

τ 2+2α(2ν−1)T 2α

Γ(1 + 2α)
+ o

T 2α

,

and 
T−τ
0

dt

∆U2ν

τ (t)


2

=
Γ2(1 + 2ν)

Γ2(2 + α (2ν − 1))

τ 2+2α(2ν−1)T 2α

Γ2(1 + α)
+ O


T 2α−1


.

This results in

J
(sfBm)

∆X2
τ
(T ) = J|∆Uτ |2ν (T ) + O


T−α


= 2

Γ2(1 + α)

Γ(1 + 2α)
− 1 + O


T−α


, (4.30)

the same result as in ctrw. Apparently the ensemble heterogeneity is determined solely
by the heterogeneity of the operational time. Although the Kτ -functional has a broad
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support (in contrast to the small support τd < τ in the Brownian motion case), its
integral is still of smaller order than the heterogeneity of U . In this particular model,
the structural disorder has no impact on the ensemble heterogeneity parameter, it is
only determined by the randomness of the non-stationary increments of the subordi-
nator. Equation (4.30) can be compared with simulations, which is done in Fig. 4.2.
In sub-figure 4.2a we compared the asymptotic value with simulations. The result is
good as long as the values of α and ν are reasonable. If they are not, i.e. α is close
to zero, or ν is far from one half, the results become very bad, which is a consequence
of the slow decay of the error term (O(T−α)). In sub-figure 4.2b, we thus plotted the
residual against the measurement time T , they show a power law decay like T−α when
the Hurst index is smaller than 0.9. In the case ν = 0.9, the decay is even slower, a
behaviour that is not captured by the estimations of [195], which we reproduced here.
In this regime it may even be questionable to decide from the simulations whether the
asymptotic value is correct or not, since the decay is so slow. However, simulations
with long measurement times and short lag times become are very costly.

4.4. Summary

In this chapter, we investigated certain properties of stochastic processes related to
ergodicity. An observable is called ergodic, when its time average bears the same value
as an ensemble average in thermodynamic equilibrium, in a certain sense, i.e.

O(∆Xτ ) = ⟨O(∆Xτ )⟩eq .

This relation holds for processes with stationary increments, and without a separation
of state space.
We here investigated the validity of the ergodic relation for some powers of the abso-

lute value of displacement in mean and in mean square. Furthermore, we investigated
the ensemble heterogeneity or weak ergodicity breaking parameter

JO(T ) :=
Var

O(∆Xτ )T



O(∆Xτ )T

2 ,

which measures how homogeneous an ensemble of trajectories appears with respect
to the observable O. We said that processes, for which JO decays to zero in the limit
of infinite measurement times T , have an homogeneous ensemble. We expressed the
ensemble heterogeneity in terms of the correlation function of CO(t, t

′), defined by
the covariance of the observable evaluated at two epochs t and t′. Birkhoff-Khinchin
theorem states that for a stationary observable, the decay of this correlation function
with growing distance |t− t′| is sufficient for ergodicity in mean square. This property,
the decay of the correlation function, is called irreversibility.
We discussed the related phenomenon of weak ergodicity breaking, which denotes

a departure of the ergodic relation in processes without separation of state space.
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Figure 4.2.: Ensemble heterogeneity for sfBm
(4.2a): This plot shows simulated values of sfBm’s ensemble heterogeneity. Each
symbol corresponds to a different value of the Hurst parameter: ν = 0.1 (+), 0.3
(�), 0.5 (⊙), 0.7 (△), 0.9 (▽) Every point is an average of 15 simulations with 4096
trajectories, with T = 106 and τ = 2−17T . The prediction, Eq.(4.30), is given by the
solid red line. The agreement is good for large α and gets worse for smaller values.
The ctrw case is ν = 0.5 (⊙).
(4.2b): Here we plotted the deviation of the simulated values from the prediction over
the measurement time. The deviation decays as a power law T−α except for ν = 0.9,
where the decay is even slower. Hurst indices are 0.1 (�), 0.3 (⊙), 0.7 (△), and 0.9
(▽). α is given by 0.1 (empty symbols) and 0.3 (full symbols). The symbols for α = 0.3
are shifted for lucidity. For comparison, dotted lines with slopes −0.1 (top) and −0.3
(bottom) are given. Solid lines are fits for ν = 0.9 and have the slopes −0.18 ± 0.01
(bottom line, α = 0.3) and −0.06±0.01 (top line, α = 0.1). Each symbol is an average
of 25 simulations with 103 trajectories.
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Another effect that may go hand in hand with the violation of the ergodic relation is
the inherent randomness of diffusivities measured via time averages. In that case, the
transport coefficient exhibits universal fluctuations and the corresponding ensemble
heterogeneity JO approaches a non-zero value even in the limit T → ∞.
We started the treatment with processes with pure structural disorder. Such pro-

cesses have stationary increments, and are ergodic in mean. Also, we showed that
irreversibility implies that JO(T ) decays to zero. Consequently, processes with in-
dependent increments are ergodic in mean square, whenever the mean square of the
corresponding observable is finite.
For Gaussian processes we used Wick’s theorem to express the correlation function

of the square displacement in terms of the correlation function of the simple displace-
ments. We inferred the asymptotic behaviour of the ensemble heterogeneity. It decays
for T → ∞ as long as the process is asymptotically sub-ballistic. In the ballistic case,
JO will approach the value two. In the super-ballistic case, it will diverge as T → ∞.
The discussion was exemplified in fBm and stable motions.
After that, we turned to processes with additional energetic disorder. It was shown

that the lack of stationary increments implies a violation of ergodicity in mean. Nev-
ertheless, in an attempt to apply an argument á la Birkhoff-Khinchin, we found a
sufficient condition for the asymptotic decay of the heterogeneity parameter, namely:

lim
T→∞

CO(xT, yT )
O(∆Xτ )T

2 = 0.

When the structural disorder component Y (u) is a Gaussian process, we were able,
by again using Wick’s theorem to rewrite the heterogeneity parameter as

J∆X2
τ
(T ) = Jg(∆Uτ )(T ) + 2

T−τ
0

dτd
T−τ−τd

0

dtm ⟨Kτ (tm, tm + τd;U)⟩
T−τ
0

dt ⟨g(∆Uτ (t))⟩
2 .

Here the function g(ω) := ⟨∆Y 2
ω⟩ abbreviates the dependence of Y ’s increments on

the operational time andKτ is a random function connected to the correlation function
of Y :

Kτ (t, t
′;U) :=

1

2
{g(|∆U(t, t′)|) + g(|∆U(t+ τ, t′ + τ)|)−

− g(|∆U(t, t′ + τ)|)− g(|∆U(t+ τ, t′)|)}2 .

Hence it turned out that there is a direct contribution of the operational time and a
contribution of Y ’s correlations.
We proceeded to discuss examples, and began with Batchelor’s process. This process

was not ergodic in mean, but had an homogeneous ensemble. The next process we
considered was ctrw, for which it was shown that it is non-ergodic in mean, but this
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time with a heterogeneous ensemble. The major contribution to the heterogeneity
parameter was due to the operational time’s heterogeneity, since the structural part
is Brownian motion and has independent increments.
After discussing ctrw, we reviewed the method of [117] to calculate J and remarked

that it relies only on a linear relation between msd and operational time. Hence, the
method also applies to the fundamental moment, even in the presence of structural
disorder. The time average of the fundamental moment has the same probability law
as the operational time.
In the end we investigated sfBm, a process of mixed disorder. Here again it turned

out that only the operational time’s heterogeneity determines the heterogeneity of the
process. Consequently, the ensemble heterogeneity of sfBm is the same as the one of
ctrw. We compared the analytical results with simulations. For Batchelor’s process
the results coincide with the theory quite good. For ctrw and sfBm, the simulations
agree with the theory in reasonable parameter regimes. This means that for moderate
values of ν the heterogeneity exhibited large but predicted deviations. For large Hurst
parameters however, the deviations are even larger than the bounds given by our
theory.
Nevertheless, alone by comparison of Batchelor’s process and ctrw, we showed that

universal fluctuations in time averaged transport coefficients do not go hand in hand
with a violation of the ergodic hypothesis. Both processes have non-stationary incre-
ments, and thus violate (4.2). However only in ctrw, which has a random operational
time, we observe fluctuations in the time averaged diffusivity, indicated by a non-
vanishing value of the ensemble heterogeneity. Interestingly, the exact same value is
recovered in sfBm, indicating (although without a rigorous proof) that universal fluc-
tuations in time averages are a consequence of a random operational time. A mild
structural disorder (in the sense of a sub-ballistic scaling of the structural part) as
well as mild energetic disorder (in the sense of a non-random operational time) seems
not to be sufficient for observing random transport coefficients. On the other hand,
the situation of a process, which is subordinated to an asymptotically ballistic Gaus-
sian process – which alone possesses an heterogeneous ensemble – still needs to be
investigated.
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5. Summary and Conclusion

We now summarize the thesis. It was introduced with chapter 1. We have started
with the theoretical description of Fick, who found the same equation for the dispersal
of sodium chloride in water as Fourier found for the transport of heat. We have men-
tioned some further theoretical treatment of diffusion or Brownian motion by Einstein,
Smoluchowski, Langevin and others, who established several different approaches to
the problem. Also the experimental works of Perrin were brought up. They lead to
the establishment of the atomistic conception.
We continued to argue that the models that describe the motion of microscopic

particles can be phenomenologically employed whenever there are processes that can
be understood as randomly changing. This, so we said, enables the modeller to describe
phenomena not only in physics, but also in economics, biology, and health sciences.
One of the recent fields in physics is the motion of large molecules in biological cells.
In contemporary experiments, tracer particles are marked with fluorescents and

tracked either in compound or individually. This enables to measure the mean squared
displacement (msd), or certain correlation functions derived from the propagator.
In the earliest experiments and theories, it was shown that the msd grows linearly

with time. Later, it was discovered that there are situations, in which the msd exhibits
a non-linear growth. Those were coined anomalous diffusion in contrast to a normal
linear behaviour. Among others, anomalous diffusion appears in turbulence, polymer
science, disordered systems, finance, animal motion and biophysics. A feature often
appearing in anomalous diffusion processes is the so-called weak ergodicity breaking,
which is the non-coincidence of time and ensemble averages, when the system’s state
space consists of only one component. Often when weak ergodicity breaking appears,
time averaged transport coefficients like the diffusivity exhibit random fluctuations
that do not vanish, even in the limit of infinitely long measurement intervals.
The main motivation of this thesis was the diffusion of large molecules in biological

cells, which is anomalous and may exhibit weak ergodicity breaking. In this particular
example, many effects are superposed and generate the anomalous behaviour together.
The particles motion is obstructed by other components of the cell, there are visco-
elastic interactions with its surroundings, there may be internal states of the particle
that change its mobility, and it may be subject to active transport by molecular
motors. Each effect itself can be described by a particular mathematical model, but the
challenge is to understand their superposition. Furthermore, when data was collected,
it is not a trivial problem to infer the correct mathematical model that explains the
data.
The aim of this thesis was to provide a method that is able distinguish different

models of anomalous diffusion. In that way, not only the correct mathematical de-
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scription is identified, but also the underlying physical mechanism that is reflected by
the mathematics.

In chapter 2 of the thesis, we tried to classify two physical mechanisms that are
responsible for anomalous diffusion: structural and energetic disorder. After introduc-
ing the necessary notation in normal diffusion, we started with a model of diffusion
in disordered media: a master equation with random rates. Such a model is able to
reproduce many of the aforementioned effects.

For each fixed set of random rates, we identified three parts. First, there was the
graph of all possible transitions and its corresponding adjacency matrix. Second, we
used Kirchhoff’s theorem to construct the stationary distribution on this graph and
argued that it is a thermodynamic equilibrium. This equilibrium state was propor-
tional to the Boltzmann factors, which were the second ingredient. The last part were
the equilibrium transition rates, the rate of particles moving from one site to another
in the equilibrium state. By virtue of a detailed balance condition those turned out
to be symmetric.

This decomposition was used to find an appropriate annealed description of the
disordered system. By a combination of effective medium and coarse graining argu-
ments, we replaced the Boltzmann factors with their average, the transition graph
with a regular “reference” graph and the equilibrium rates with an effective medium
bond diffusivity. The reference graph had to be chosen such, that it connects all those
sites that may have been connected in the original graph. Furthermore, the strength
of the reference connections had to be chosen according to the stochastic spatial de-
pendence of the equilibrium rates. Only then the effective medium bond diffusivity
could assume a finite value.

We used the annealed model to derive the effective coefficient of normal diffusion
given by

2dKeff =
C△∗E[AwD∗]EM

E[e−βF ]
.

When it is infinite, the process is superdiffusive, when it vanishes the process is subd-
iffusive. Two physical mechanisms can be identified in that way: Energetic disorder,
when the denominator is not finite and structural disorder, when the enumerator is
not finite. Both can be present simultaneously. Structural disorder appears, when
the connection factor C△∗ is infinite or the effective medium bond diffusivity van-
ishes. This is possible, when there are long-range connections or in situations similar
to percolation. Energetic disorder, on the other hand, is possible when the average
Boltzmann factor diverges.

We proceeded with transferring the terms energetic and structural disorder to the
language of stochastic processes. We first started to interpret the master equation with
random rates as the forward equation of a Markov process. It was argued that the
Markov property may get lost in the annealing procedure, but that in pure structural
disorder another feature remains, namely the stationarity of increments. Furthermore,
energetic disorder was connected to a change of local time and hence to a subordination

90



procedure. A stochastic process of mixed, structural and energetic, disorder therefore
was said to have the following subordinated form:

X(t) = Y (U(t)) .

Where Y represents the structural disorder component and is a process with stationary
increments. U is called the operational time. It represents the energetic disorder and
is a non-decreasing process. This finished chapter 2.
This subordination ansatz was analysed in more detail in chapter 3. There we tried

to find a method that is able to separate Y from the operational time U . Only when
this is possible, the theoretical distinction made in the before chapter, has practical
value. This was indeed possible under the additional assumption that the structural
disorder component has a scaling form. Then it is possible to find the fundamental
moment of displacement, which is additive in time, i.e. which fulfils:

⟨|∆X(t1; t3)|γF ⟩ = ⟨|∆X(t1; t2)|γF ⟩+ ⟨|∆X(t2; t3)|γF ⟩ ,

for any t1 ≤ t2 ≤ t3. The corresponding exponent γF is called the fundamental expo-
nent and the reciprocal of the scaling exponent of the structural disorder component:
γF = 1/ν. We showed that the fundamental moment reveals the time dependence of
the operational time, regardless of how complicated that time dependence is.
It was demonstrated that the fundamental exponent can also be inferred from the

quantiles of the increments, when the fundamental exponent does not exist. Further-
more, when the structural disorder component has a complicated scaling form, there
exists a fundamental expectation that is additive in time. The discussion was sup-
ported with several numerical simulations of processes with pure and mixed disorder.
In the final chapter, namely chapter 4, we turned to the phenomenon of weak er-

godicity breaking. The ergodicity of the msd and other averages of the displacement
was discussed in terms of several statistics. Namely, in terms of the expected time
averages, the absolute and relative variance of the time average, and in terms of cor-
relation functions. When the expected time average has been equal to its ensemble
average in the limit of long measurement intervals, we said the observable was ergodic
in mean. If additionally, the time average’s variance vanished, we said that the ob-
servable is ergodic in mean square. Furthermore, the relative variance is a measure of
how similar different trajectories of the ensemble appear when compared with respect
to the observable in question. This relative variance was defined by:

JO(T ) :=
Var

O(∆Xτ (t))T



O(∆Xτ (t))T

2 ,

and we called it the ensemble heterogeneity, although it is usually called weak ergod-
icity breaking parameter in the literature. When J vanishes asymptotically, we said
that the ensemble is homogeneous, it is heterogeneous otherwise. J quantifies the fluc-
tuation of the time averages in the asymptotic limit. A heterogeneous ensemble hence
is connected to the universal fluctuation phenomena in the transport coefficients.
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We discussed first processes of pure structural disorder, and then those with addi-
tional energetic disorder. In processes of pure structural disorder, any observable of the
displacement is ergodic in mean, since the increments are stationary. Furthermore, the
ensemble heterogeneity parameter is proportional to the variance of the time averages
and Birkhoff-Khinchin theorem ensures that an homogeneous ensemble is a sufficient
condition for ergodicity in mean square. In Gaussian processes, we expressed J for
the msd in terms of the displacements correlation function by using Wick’s theorem.
That way we showed that every sub-ballistic process has an homogeneous ensemble,
a ballistic Gaussian process has a heterogeneous ensemble and finally that J diverges
for any super-ballistic Gaussian process.
In the presence of energetic disorder, the ergodicity in mean breaks down. Since

the state space in our models consists of one communicating component, this is weak
ergodicity breaking. General considerations lead us to a Birkhoff-Khinchin-like suffi-
cient condition for a homogeneous ensemble. When the structural disorder component
is a Gaussian process, we were able to use Wick’s theorem once again, and to split up
the heterogeneity parameter into two parts:

J∆X2
τ
(T ) = Jg(∆Uτ )(T ) + 2

T−τ
0

dτd
T−τ−τd

0

dt ⟨Kτ (t1, t2;U)⟩
T−τ
0

dt ⟨g(∆Uτ (t))⟩
2 .

The first of those two parts was the ensemble heterogeneity of the energetic disorder
component. The second was connected to the correlation function of the structural
disorder component. Hence, we saw that the operational time’s heterogeneity is a
direct contribution to the compound process’ heterogeneity.
We discussed a few special processes. First of all Batchelor’s process, which breaks

ergodicity in mean, but has an homogeneous ensemble. Another process, ctrw, has
a heterogeneous ensemble and still breaks ergodicity in mean. This showed that uni-
versal fluctuations expressed by a non-vanishing heterogeneity parameter and weak
ergodicity breaking don’t always go hand in hand. Hence we refrained from the no-
tion of a weak ergodicity breaking parameter.
We reviewed the method of [117] to compute J for ctrw and found that the time av-

erage of the fundamental moment has to have the same distribution as the operational
time.
Finally, we turned to sfBm, as a candidate for mixed disorder. As it was the case in

ctrw, the heterogeneity of the operational time process dominated the heterogeneity
parameter of the whole process, bearing the same result as in ctrw. The discussion
was supported with numerical simulations of sfBm and Batchelor’s process.
We conclude the thesis now. Models for diffusion or random motion can be applied

in many fields of science. Sometimes it is necessary to transcend bare description and
prediction of data, by rather understanding the responsible mechanisms. For physical
systems exhibiting random motion, we described two of such mechanisms, energetic
and structural disorder. Both types are expressed in the subordination ansatz, which
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is a great a-priori tool, but leaves a lot of open questions. In particular, we gave
no rigorous statements or limit theorems to support our homogenization arguments.
Although interesting, such questions currently lie beyond the skills of the author.
The fundamental properties are an excellent and practicable tool to separate the en-

ergetic and structural disorder components. They enable us to determine the physical
mechanisms at work in real-life situations, and to understand better transport phe-
nomena in complex environments. We hope that they are soon used for that purpose.
But some more theoretical work needs to be done, too. For instance, the situation
when the structural disorder component exhibits crossover needs to be investigated
in greater detail. Furthermore, the fundamental properties need to be generalized
to single particle situations. Such a technique would essentially be a more intricate
version of the p-variation test.
The analysis of weak ergodicity breaking is a very active field of research, to which we

could only give a small contribution. Nevertheless, we were able to shed a little light on
the connection between stationarity of the process’ increments and the heterogeneity
of its ensemble.
We especially hope that the techniques described in this thesis turn out to be useful

when investigating the diffusion of large molecules in biological cells.
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A. Appendices

A.1. The propagator of the discrete diffusion equation

We apply a standard method of solving Eq.(2.4) with free boundary conditions and
concentrated initial condition. This solution can be found throughout the literature,
for example in [40, p.269 et seq.] or in [196, p.41]. We start with applying Fourier and
Laplace transform to (2.4), obtaining

sρ(k; s)− ρ0(k) =
2K2,1

a2

d
j=1

[cos(ak · ej)− 1] ρ(k; s) ,

where

ρ(k; s) :=

∞
0

dt


x∈aZd

eik·x−stρ(x; t)

and analogous for ρ0(k). We may identify 2K2,1/a
2 = d/τ from Eq.(2.7), and solve

the equation for ρ(k; s):

ρ(k; s) =
τρ0(k)

sτ + 1− 1
d

d
j=1

cos(akj)

, (A.1)

where kj is the j-th component of k. We obtain the propagator, when the initial
condition is a Kronecker delta, i.e. when ρ0(k) = eik·x0 . For this initial condition,
the solution can be obtained in original space. When first inverting the Laplace
transform, an exponential is obtained. Inverting the Fourier transform afterwards
gives the following product of integrals:

G(x; t|x0; 0) = e−
t
τ

d
j=1

 a

2π

π
a

−π
a

dkj e
−ıkj(xj−x0,j)+

t
dτ

cos(akj)

 .

The expression in the brackets can be identified with a modified Bessel function of the
first kind (use [197, p.376, Eq. 9.6.19])

G(x; t|x0; 0) = e−
t
τ

d
j=1

I(xj−x0,j)/a


t

dτ


. (A.2)

94



This is Eq.(2.10) of the main text.
Now a series expansion, [197, p.375, Eq.9.6.10], is applied to the modified Bessel

function. After the expansion, the Cauchy product of the series is computed and the
expression is multiplied with a unit factor u!/u!:

G(x; t|x0; 0) =e
− t

τ

d
j=1

I(xj−x0,j)/a


t

dτ



=e−
t
τ

d
j=1

∞
uj=0


t

2dτ

2uj+
(xj−x0,j)

a

uj!
auj+xj−x0,j

a


!

=e−
t
τ

∞
u=0


u=


j

2auj+xj−x0,j

a

d
j=1


t

2dτ

2uj+
(xj−x0,j)

a

uj!

uj +

(xj−x0,j)

a


!

=e−
t
τ

∞
u=0


t

2dτ

u 
u=


j

2auj+xj−x0,j

a

1
d

j=1

uj!
auj+xj−x0,j

a


!

=e−
t
τ

∞
u=0

1

u!


t

2dτ

u 
u=


j

2auj+xj−x0,j

a

u!
d

j=1

uj!
auj+xj−x0,j

a


!

.

The fraction in the last line is a multinomial coefficient, a generalization of the binomial
coefficient. We obtain:

G(x; t|x0; 0) =e
− t

τ

∞
u=0

1

u!


t

τ

u
1

(2d)u


u=


j

2auj+xj−x0,j

a

u!
d

j=1

uj!


2auj+xj−x0,j

a


!

and may identify the probability that a Poisson process U(t) assumes the value m at
time t

P{U(t) = u} = e−
t
τ
1

u!


t

τ

u

,

and the probability that a discrete time random walker Y (u) on aZd that started at
x0, is in x after u steps:

P{Y (u) = x|Y (0) = x0} =
1

(2d)u


u=


j

2auj+xj−x0,j

a

u!
d

j=1

uj!


2auj+xj−x0,j

a


!

.

This way we obtain:

G(x; t|x0; 0) =
∞
u=0

P{Y (u) = x|Y (0) = x0}P{U(t) = u} , (A.3)

which is Eq.(2.12)
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A.2. Existence and stability of the stationary state in
quenched disorder master equations

We start with equation (2.16) of the main text

ρ̇(x; t) =

y∈Ω

[λ(x;y) ρ(y; t)− λ(y;x) ρ(x; t)] =: △λρ(x; t)

and reproduce the results of Kirchhoff [153] and Schnakenberg [104]. We assume the
environment, i.e. the set of rates {λ}, as fixed. As already suggested in the main text,
the environment defines a graph with the set of nodes Ω. A link is placed between x
and y when λ(y;x) > 0 or λ(x;y) > 0. This condition is a little different from the
one given in the main text, but more close to Schnakenberg’s treatment. We denote
the (directed) bonds with Greek letters, i.e. (y;x) =: ξ.

We set out to find the stationary state ρst that is defined by△λρst = 0 and eventually
some boundary conditions, for free diffusion this is the normalization condition. As
already noted by Kirchhoff, it can be determined by examining the spanning trees of
the graph. Those are sub-graphs that span all of Ω but contain no loops, they are
countable. The directed spanning tree Tl,x is the l-th spanning tree, in which all links
are pointing towards the node x.

According to Kirchhoff’s theorem, the stationary state is given by a sum of products
of the rates:

ρst(x) =


l


ξ∈Tl,x

λ(ξ)
x∈Ω


l


ξ∈Tl,x

λ(ξ)
. (A.4)

This is Eq.(2.20) of the main text. We see immediately that ρst is positive and properly
normalized for any finite graph. Furthermore it is apparent that ρst vanishes on a
sub-domain when the only links reaching outside of that sub-domain are leaving. In
that case, one factor λ(ξ) pointing inside the sub-domain would be zero and the
whole product vanishes. ρst splits up into several linear independent states, when
the transition graph consists of multiple non-communicating sub-graphs. To have a
unique stationary solution, we need to require that there is only one communicating
component.

The stationary state is an attractor. To see this, one needs to consider the Kullback-
Leibler divergence1 of any concentration profile ρ obeying (2.16)

K[ρ(t) ; ρst] :=

x∈Ω

ρ(x; t) ln
ρ(x; t)

ρst(x)
. (A.5)

1 When ρ(x) = 0, we put ρ(x) ln ρ(x)
ρst(x)

= 0.
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We can show that this is a Lyapunov function. To see this note first that K[ρ; ρst] ≥ 0,
due to Gibbs inequality:

K[ρ; ρst] = −

x∈Ω

ρ(x) ln
ρst(x)

ρ(x)
≥

x∈Ω

ρ(x)


1− ρst(x)

ρ(x)


=

x∈Ω

[ρ(x)− ρst(x)] = 0.

We used lnx ≤ x − 1 and the normalization of ρ and ρst. Equality holds only when

ρ = ρst. Furthermore K is positive definite, because δ2K[ρ;ρst]
δρ(x)δρ(y)

|ρ=ρst = δx,y
1

ρst(x)
≥ 0.

For K to be a Lyapunov function, it remains to show that its total time derivative is
smaller or equal to zero:

d

dt
K[ρ(t) ; ρst] =


x∈Ω

ρ̇(x; t) ln
ρ(x; t)

ρst(x)
+

d

dt


x∈Ω

ρ(x; t)

=

x,y∈Ω

ln
ρ(x)

ρst(x)
[λ(x;y) ρ(y)− λ(y;x) ρ(x)] +

d

dt
1

=

x,y∈Ω

λ(x;y) ρ(y) ln
ρ(x) ρst(y)

ρ(y) ρst(x)

=

x,y∈Ω


λ(x;y)− δx,y


z∈Ω

λ(z;x)


ρ(y) ln

ρ(x) ρst(y)

ρ(y) ρst(x)

≤

x,y∈Ω


λ(x;y)− δx,y


z∈Ω

λ(z;x)


ρ(y)


ρ(x) ρst(y)

ρ(y) ρst(x)
− 1


=

x∈Ω

ρ(x)

ρst(x)
△λρst(x)−


y∈Ω

ρ(y)

x∈Ω

λ(x;y) +

y∈Ω

ρ(y)

z∈Ω

λ(z;y)

=0

In the fourth line we added a term on the diagonal. This is allowed, since all summands
on the diagonal x = y vanish. Hence, The Kullback-Leibler divergence is a proper
Lyapunov function and consequently, ρ(x; t) → ρst, as t → ∞. The stationary state
is a stable attractor.
Last but not least, the stationary state is not a thermodynamic equilibrium, when

there are unbalanced microscopical fluxes, i.e.:

λ(y;x) ρst(x) = λ(x;y) ρst(y) .

To fulfil this detailed balance condition, we may require that λ(y;x) > 0 ⇔ λ(x;y) >
0. In that case we can identify the stationary state ρst with an equilibrium state ρeq.

A.3. Analogy with electrical and elastic networks

Consider an electric network, that is a set of nodes x,y ∈ Ω that are connected to each
other by some conductances σ(y,x) and to the ground with a capacitance c(x). Let
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u(x; t) denote the electric potential at node x and epoch t, then u behaves according
to

c(x) u̇(x; t) =

y

A(y,x)σ(y,x) [u(y; t)− u(x; t)] . (A.6)

The charge q(x; t) := c(x)u(x; t) on the other hand, behaves according to

q̇(x; t) =

y

A(y,x)σ(y,x)


q(y; t)

c(y)
− q(x; t)

c(x)


. (A.7)

The last equations can be identified with Eq.s(2.16) and (2.25) of the main text, when
taking u = η, q = ρ, w = σ and c as the Boltzmann factors. As was pointed out
in the supplementary material to [45], the identification of potential and activities is
only an approximation (more correctly we have to identify the chemical and electrical
potential). This leads to a different behaviour of both models when the concentration
gradients are very large, and µ(y)− µ(x) = log η(y)− log η(x) ≈ η(y)− η(x) is not
a good approximation any more.

Master equation operators admitting an decomposition into a product of a sym-
metric and a diagonal operator also occur in elastic networks. Here, each node x of
the graph is identified with a point mass m(x). The links are identified with ideal
springs connecting the masses. When the displacement of the mass at x at time t is
denoted by r(x; t), and a damping term is included, we obtain the following equation
of motion:

m(x) r̈(x; t) + γṙ(x; t) =

y

A(y,x) k(y,x) [r(y; t)− r(x; t)] .

We can identify B with the masses and △A,w with the operator involving the spring
constants k. When the damping is either large or small, one of the terms on the
left hand side of the equation can be neglected. In the purely elastic limit (γ = 0),
we recover the same operator B△A,w that governs the evolution of the activities.
The dynamics of the displacements however is vastly different from the activities’
dynamics, because they belong to different function classes (r can be negative and is
not bounded) and their equations involve a different time derivative. On the other
hand, the evolution operators share the same spectral properties.

A.4. Effective medium approximation

In this section we explain Eq.(2.34) of the main text. The original idea is due to
Bruggemann, [156], and is presented nicely in [89]. The latter article presented two
approaches that both are reproduced here. The second approach is also inspired by
[157].
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A.4.1. Electrical network approach

One way to tackle the effective medium approximation is to interpret the diffusion
problem as a random resistor network, see Eq.(A.6) with c(x) = 1. Then, finding the
effective diffusivity is equivalent to finding the effective conductivity of the network.
The main idea is to consider a reference network with fixed conductances σ∗. Then
the conductance of one link is replaced with the original one σ and after that, the
change of the potential drop along the link is calculated. σ∗ is chosen such, that
the average change in the potential drop (when averaged with respect to the random
conductances) is zero.

Let us be more specific and isolate two nodes along a link of the reference network.
The total resistance between both nodes in the effective medium is given by R∗.
We replace the effective medium conductance σ∗ along the bond with the original
one given by σ. The total conductance between the nodes changes from (R∗)−1 to
(R∗)−1 − σ∗ + σ. This changes the original potential difference along the link from its
value in the effective medium, ∆u∗, to a new value ∆u.

Let us introduce a current i0 at one end of the link and extract it at the other end.
The strength of the current is chosen such, that it compensates the change in the
voltage drop. I.e., we apply

i0 = ∆u∗ (σ∗ − σ) .

By knowing i0, we can compute the change of the voltage drop along the link using
the total resistance of the altered network

∆u−∆u∗ =
i0

(R∗)−1 − σ∗ + σ
= ∆u∗

σ∗ − σ

(R∗)−1 − σ∗ + σ
.

The effective medium condition states that this difference in voltages vanishes on
the average regardless of the original voltage drop ∆u∗. Averaging over the random
bond conductances and identifying them with the transition rates (i.e. σ = Aw and
σ∗ = A∗K∗/D∗) gives

0
!
= E


A∗K∗

D∗ − Aw

(R∗)−1 − A∗K∗

D∗ + Aw


, (A.8)

where the average is performed with respect to the joint distribution of A and w.

A.4.2. Operator approach

Pseudo-diagonalization: Another approach is to compare the propagator or resol-
vent of the original and the reference graph. We compare △A,w to some reference
operator K∗△∗, which is at first sight arbitrary. The reference operator is given by
Eq.(2.31) of the main text and a first observation is that it can be brought into a
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pseudo-diagonal form. We now use a quantum-mechanical notation, ⟨x|ρ⟩ := ρ(x),
abbreviate the links2 with ξ := (x,y) ∈ T (Ω) and define a link state via:

|(x,y)⟩ := 1√
2
[|x⟩ − |y⟩] . (A.9)

Using the link states we write

△A,w =

x,y∈Ω

A(x,y)w(x,y) [|x⟩⟨y| − |x⟩⟨x|] =


ξ∈T(Ω)

[−2A(ξ)w(ξ)] |ξ⟩⟨ξ| .

It is important to note two things. First, we count every link only once; since △A,w is
symmetric, we have (x,y) = (y,x). Otherwise the second equality can not be derived.
Second, this is not a diagonalization in the sense of a spectral decomposition because
the link states do not represent a decomposition of unity.
This representation is possible for any symmetric graph Laplacian, in particular for

the reference Laplacian:

K∗△∗ =


ξ∈T(Ω)


−2

A∗(ξ)K∗

D∗(ξ)


|ξ⟩⟨ξ| .

When the difference between the Laplacian and the reference operator is called δA,w :=
△A,w −K∗△∗, we have

δA,w :=


ξ∈T(Ω)


2
A∗(ξ)K∗

D∗(ξ)
− 2A(ξ)w(ξ)


|ξ⟩⟨ξ| . (A.10)

Resolvent: The resolvent of K∗△∗ is defined by:

G∗(s) := [s−K∗△∗]−1 .

Similarly we may define the resolvent GA,w of △A,w. The kernel of the resolvent opera-
tor is the Laplace transform of the propagator. In the effective medium approximation,
we express the resolvent of the disordered system, GA,w(s), in terms of the effective
medium resolvent. After doing so, an average over the disorder is applied and the ref-
erence operator is chosen such that it coincides with the disorder averaged resolvent
up to a certain order. Let us start with expressing the disordered resolvent in terms
of δA,w and G∗ (we drop the argument s for clarity).

GA,w := [s−△A,w]
−1 = [s−△∗ − δA,w]

−1 = [1− G∗δA,w]
−1 G∗

=G∗ + G∗δA,wG∗ + G∗δA,wG∗δA,wG∗ + . . . .

The Neumann series is split up into a sum of alternating products of δA,w and G∗.
Remember that δA,w is diagonal in the projectors |ξ⟩⟨ξ|, we thus reorder the series in

2 Note that when the state space Ω is the d-dimensional simple cubic lattice aZd, the set of all
possible transitions T (Ω) can also be identified with aZd.
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terms of powers of ⟨ξ| δA,w |ξ⟩. This can be done by splitting up G∗ into a part G∗
∥ that

is diagonal in the link projectors and a part G∗
⊥ that is not. We have G∗ = G∗

∥ + G∗
⊥,

and

G∗
∥(s) :=


ξ∈T(Ω)

|ξ⟩ ⟨ξ| G∗(s) |ξ⟩ ⟨ξ| .

At last we obtain:

GA,w − G∗ = G∗ 1

1− δA,wG∗
∥
δA,wG∗ + G∗


m=0


(δA,wG∗)m − (δA,wG∗

∥)
m


δA,wG∗

The expression on the right hand side is the deviation of the quenched disorder resol-
vent (or propagator) from the reference one G∗. The first order of deviation is given
by the first summand and only involves powers of one single ⟨ξ| δA,w |ξ⟩.

Application of the average: Let us apply the average over disorder. The self-
consistent condition, according to which △∗ has to be chosen is

0
!
= E


G∗ 1

1− δA,wG∗
∥
δA,wG∗


and states that the first order of the deviation vanishes.
If the bond-properties are independent of each other, ⟨ξ| δA,w |ξ⟩ is stochastically

independent of ⟨ξ′| δA,w |ξ′⟩. Then every individual summand of the last equation has
to vanish. We can fix one link ξ = (x,y) and apply the condition bond-wise:

0
!
= E


⟨ξ| δA,w |ξ⟩

1− ⟨ξ| δA,w |ξ⟩ ⟨ξ| G∗
∥ |ξ⟩


.

The remaining matrix element of the resolvent is related to the frequency dependent
resistance distance of the reference graph [141]:

d∗
res(x,y; s) := 2K∗ ⟨(x,y)| G∗(sK∗) |(x,y)⟩ . (A.11)

In the stationary limit, s → 0, it is proportional to the total resistance R∗ between
the two nodes:3

R∗(x,y) := ⟨x| G∗(0) |x⟩+ ⟨y| G∗(0) |y⟩ − 2 ⟨x| G∗(0) |y⟩ = d∗
res(x,y; 0)

K∗ . (A.12)

The limit s→ 0 corresponds to measuring the effective diffusivity in the stationary
state. Plugging Eq.s (A.11) and (A.10) into the link-wise condition, taking the limit
s→ 0 and multiplying by R∗/2 bears:

0
!
= E


A∗K∗

D∗ − Aw
K∗

d∗res
− A∗K∗

D∗ + Aw


= E

 A∗K∗ − AwD∗
D∗

d∗res
− A∗


K∗ + AwD∗

 . (A.13)

3 Taking the limit s → 0 requires inverting the singular operator △∗. This is only possible, when
the inverse is properly interpreted, for instance in the sense of a Moore-Penrose inverse.
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The last equation is exactly the same that we derived by means of the electrical
analogy. The reader may keep in mind that all quantities here are link dependent,
although the argument (x,y) has been omitted for clarity. Hence all quantities are also
spatially dependent. This implicit equation has to be solved for A∗(x,y), D∗(x,y)
and K∗. This will be discussed in the next section.

A.4.3. Finding the effective medium quantities

The average in Eq.(A.13), has to be performed with respect to the joint probability
of the adjacency matrix and the equilibrium rates. Let us consider first the adjacency
matrix. Let’s say, we have a link ξ that does not exist in the reference graph but could
exists in the original graph, i.e. A∗ = 0, but possibly A = 1. This would require that
E[AwD∗/(AwD∗ + (K∗D∗/d∗

res)] vanishes, which is only possible when A = 0 almost
surely. Hence, in this particular case, the effective medium requirement can not be
met. Consequently, we have to require that A∗ = 1, wherever A could be unity. The
reference transition graph necessarily has a link, wherever the original graph possibly
has a link. The probability that there is a link along (x,y) in the original graph is
denoted with p(x,y).
Next, consider Eq.(A.13), for a link that exists in the in the reference graph, i.e.

A∗(x,y) = 1. The average over A can be computed by using p. The remaining
function is a continuous, bounded, and monotonously decaying rational function of w.
We may thus apply the mean value theorem of integration, which ensures the existence
of a constant w′(x,y), such that:

0 =E

 A∗K∗ − AwD∗
D∗

d∗res
− A∗


K∗ + AwD∗

 =
1− p
D∗

d∗res
− 1

+ pE

 K∗ − wD∗

wD∗ +K∗


D∗

d∗res
− 1



=
1− p
D∗

d∗res
− 1

+ p
K∗ − w′D∗

w′D∗ +K∗


D∗

d∗res
− 1


In terms of this constant, we can express the diffusivity as:

K∗ = w′(x,y)D∗(x,y)
d∗
res(x,y)− p(x,y)D∗(x,y)

d∗
res(x,y)−D∗(x,y)

. (A.14)

Since K∗ must not depend on the link (x,y), D∗ must be chosen to compensate the
joint effects of w′ and d∗

res. The resistance distance d∗
res is itself a functional of D∗.

Therefore Eq.(A.11) poses another self-consistency condition. This influence is only
short-range, because the fraction in Eq.(A.14) approaches a constant. The reason
is that D∗(x,y) constitutes the resistance on the link (x,y), but d∗

res(x,y) is the
total resistance between the nodes x and y in the reference graph. Since there are in
general many connections parallel to the direct link (x,y), it is safe to assume that d∗

res

is smaller than D∗. Furthermore, the resistive distance distance should grow slower
with |x − y| than D∗. Hence, for large distances, the terms proportional to d∗

res can
safely be neglected and the fraction approaches p(x,y).
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Consequently, for K∗ to be finite, D∗ has to compensate for the distance dependence
of w′(x,y) p(x,y). When this is not the case – which indicates that we chose the wrong
reference network – we put either K∗ = ∞ or K∗ = 0. We put the diffusivity to zero,
when w′pD∗ decays and we put it to infinity when w′pD∗ diverges. Eq.(A.14) and
Eq.(A.11) determine the functional form of D∗.
Last but not least, note the following: When f(x,y)(A,w) denotes the joint pdf of

A(x,y) and w(x,y), and it has the form

f(x,y)(A,w) dAdw =(1− p(x,y)) δ(A) δ(w) dAdw

+ p(x,y) δ(A− 1) f̄(wD(x,y))D(x,y) dAdw,

then the constant w′(x,y) in Eq.(A.14) is w̄′/D(x,y) and the “correct” distance factor
is D∗(x,y) = D(x,y) /p(x,y). Hence, for K∗ to be finite, the distance factor D∗ has
to be chosen as the “stochastic” distance dependence of the rates.
Since A, w and D∗ together determine the value of the effective medium diffusivity,

we denote the solution to equation (A.13) suggestively with

K∗ = E[AwD∗]EM (A.15)

This also reflects the correct physical dimension of [D∗]/sec.

A.4.4. The coefficient of normal diffusion

When does the reference model exhibit normal diffusion? The answer is easy to give,
when one repeats the procedure applied for the binomial random walk. Consider the
master equation:

ρ̇(x; t) = K∗△∗ρ(x; t) .

The time derivative of the msd is given by:

d

dt


X2(t)


=

d

dt


x∈aZd

x2ρ(x; t) =


x∈aZd

x2ρ̇(x, t)

=K∗


ξ∈T(Ω)


x∈Ω

x2A
∗(x,x+ ξ)

D∗(x,x+ ξ)
[ρ(x+ ξ; t)− ρ(x; t)]

=K∗

x∈Ω

ρ(x; t)


ξ∈T(Ω)

A∗(x,x+ ξ)

D∗(x,x+ ξ)


(x− ξ)2 − x2


=K∗


x∈Ω

ρ(x; t)


ξ∈T(Ω)

A∗(x,x+ ξ)

D∗(x,x+ ξ)


ξ2 − 2xξ



=K∗


x∈Ω

ρ(x; t)

 
ξ∈T(Ω)

A∗(|ξ|)
D∗(|ξ|)

ξ2

 = K∗C△∗ .
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In the last line, we identified the connection factor. We assumed that the reference
model is translationally invariant, i.e. A∗(x,y) and D∗(x,y) are only functions of the
difference x−y. Additionally we assumed that it is isotropic, such that A∗ and D∗ are
only functions of |ξ|. That way, the 2xξ term vanishes and the series over ξ becomes
independent of x. This ensures that the connection factor is well-defined.

A.5. Projection in state space

The following derivation is closely related to the one by Haus and Kehr in [40, espe-
cially sec. 5 ], but essentially a reformulation of [152] in Laplace space. Again we start
from Eq.(2.16). Suppose there is a projection operator Q, and set ρ := Qρ, as well asρ := (1−Q)ρ. Writing Eq.(2.16) in Laplace domain and applying the projector and
its orthogonal bears:

sρ(s)− ρ0 =△λρ(s) +Q△λ(1−Q)ρ(s)
sρ(s)− ρ0 =△λρ(s) + (1−Q)△λQρ(s)

.

Here we put △λ := Q△λQ and △λ := (1−Q)△λ(1−Q). Both equations are a simple

reordering of the original one. When (s−△λ) is not singular on the subspace generated

by 1−Q, there is an inverse in this subspace, which we denote by: (1−Q)/(s− △λ).
(Note that this is the case when Re(s) > 0, because △λ has one eigenvalue zero and
otherwise negative eigenvalues. Assuming that the equilibrium state lies in the range
of Q, it also holds for Re(s) = 0, and hence in the whole relevant domain.) In this
case, the second equation can be solved for ρ(s). The result is

ρ(s) = 1−Q
s− △λ

{ ρ0 + (1−Q)△λQρ}

and can be plugged into the other equation. The final result is

sρ(s)− ρ0 =


△λ +Q△λ

1−Q
s− △λ

△λQ


ρ+Q△λ

1−Q
s− △λ

ρ0. (A.16)

where we have a coarse grained Laplacian △λ and an additional frequency dependent
part

M△λ
(s) := Q△λ

1−Q
s− △λ

△λQ (A.17)

that depends on s, hence acts as a convolution operator in the time domain. Further-
more a source term

I△λ
[ ρ0; s] := Q 1−Q

s− △λ

ρ0 (A.18)

appears. Reverting the Laplace transform bears Eq.(2.36) of the main text.
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eralized lévy walks and the role of chemokines in migration of effector cd8+ t
cells. Nature, 486(7404):545–548, June 2012.

[22] Nicolas E. Huphries, Nuno Queiroz, Jennifer R. M. Dyer, Nicolas G. Payde,
Michael K. Musyl, Kurt M. Schaefer, Daniel W. Fuller, Juerg M. Brunnschweiler,
Thomas K. Doyle, Jonathan D. R. Houghton, Graeme C. Hays, Catherine S.
Jones, Leslie R. Noble, Victoria J. Wearmouth, Emiliy J. Southall, and David W.
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[26] F. Matthäus, M. Jagodič, and J. Dobnikar. E. coli superdiffusion and chemo-
taxis – search strategy, precision and motility. Biophysical Journal, 97:946–957,
August 2009.
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