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Abstract

The study of climate change is a very important field of science, since life is directly affected by these changes. Many proxies, i.e. data previously preserved within speleothems, sediments, tree rings, corals, etc., have been observed and many theoretical models have been developed in order to gain a comprehensive understanding of past and future climate. Investigating the past climate changes leads to the forecasts of future possibilities. Therefore, enlightening the past is a keystone to answer questions about climate as well as vegetation, life, evolution, and nature. Paleoclimatology, the understanding of changes in climate during the history of Earth, has become a popular area of research at the intersection of climatology, chemistry, physics and mathematics. In order to extract the proxy information, many observations and mathematical studies have been performed.

In this thesis, I focus on detecting dynamical regime transitions in nonlinear dynamical systems as well as in climate proxies where they mark previous critical climate changes. The Poincaré recurrence theorem, a fundamental theory in nonlinear dynamics proves that certain systems will revisit a state which is infinitesimally close to a previous state in finite time, is the backbone of the work. The thesis begins with a brief methodological background and brings the recurrence plot (RP) to forefront as the main tool for the further analyses. The thesis consists of three main studies: (i) The formation of RPs naturally depends on a free parameter in the analysis given by the distance threshold. I propose an alternative definition by using a weighted variant of the RP, called weighted recurrence plot (wRP), which removes dependence on this free parameter. Moreover, the entropy of RP for some cases leads to inconsistent results, and a new entropy definition of wRP overcome this problem. (ii) Furthermore, I suggest a novel way to select the threshold for a recurrence network (RN) for a specific time series. Selecting the optimization parameters for a specific time series is very important for the performance of the analysis. (iii) In the following theoretical work, I introduce a new preprocessing technique to deal with the heterogeneousness of time series, since the RP is not directly applicable on such data sets and the proxies from speleothems, in general, are irregularly sampled.

These theoretical approaches are performed on prototypical models in order to test their feasibility. The synthetic time series are created in regard of the possible difficulties which can arise from real-world applications. The success of the methods is represented and discussed in detail. Based upon the results of pragmatic applications, I have applied the methods on real data sets. The dynamical regime transitions are detected on an electrochemical experiment and several paleoclimate speleothem proxies. The most striking application of this thesis, the behaviour of the East Asian and Indonesian–Australian summer monsoons throughout the Holocene has been the focus, although no explanation of millennial-scale relationships between the two has yet been offered. An understanding of any such phasing relationships would provide insight into the long-term variability of the broader East Asian–Indonesian–Australian monsoon regime. Applying the new techniques to Holocene speleothem proxy records from northwestern Australia and southern China, I demonstrate the existence of a bipolar seesaw relationship between the two regional monsoon systems and
show that this anti-phasing can be related to shifts in the ITCZ and related tropical precipitation in response to solar variability.

Among these presented approaches are suitable methods to investigate the dynamical transition and they can be used for different purposes in a large variety of time series analyses. For instance, these techniques can be used in several different disciplines which have heterogeneity in their sources. Finally, after the relationship between the two proxies from northwestern Australia and southern China has been uncovered, in the future, it should be achievable to extend the study to create a large paleoclimate relationship network for the entire Earth by using the methods given in this Thesis.
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>\cdot</td>
</tr>
<tr>
<td>$| \cdot |$</td>
<td>norm</td>
</tr>
<tr>
<td>${ u_i }_{i=1}^N$</td>
<td>set with $N$ elements</td>
</tr>
<tr>
<td>$R(\epsilon)$</td>
<td>recurrence matrix</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>recurrence threshold</td>
</tr>
<tr>
<td>$\ell$</td>
<td>diagonal line length</td>
</tr>
<tr>
<td>$\nu$</td>
<td>vertical line length</td>
</tr>
<tr>
<td>$\Theta(\cdot)$</td>
<td>Heaviside function</td>
</tr>
<tr>
<td>$\tau$</td>
<td>time delay for phase space reconstruction</td>
</tr>
<tr>
<td>$A$</td>
<td>adjacency matrix</td>
</tr>
<tr>
<td>$BC$</td>
<td>betweenness centrality</td>
</tr>
<tr>
<td>$DET$</td>
<td>measure of recurrence quantification analysis: determinism</td>
</tr>
<tr>
<td>$L$</td>
<td>measure of recurrence quantification analysis: average diagonal length</td>
</tr>
<tr>
<td>$L$</td>
<td>Laplacian matrix</td>
</tr>
<tr>
<td>$m$</td>
<td>embedding dimension for phase space reconstruction</td>
</tr>
<tr>
<td>$P(\cdot)$</td>
<td>histogram or frequency function</td>
</tr>
<tr>
<td>$p(\cdot)$</td>
<td>probability distribution</td>
</tr>
<tr>
<td>$\mathbb{R}$</td>
<td>set of real numbers</td>
</tr>
<tr>
<td>$S_x$</td>
<td>Shannon entropy of $x$</td>
</tr>
<tr>
<td>$s_i$</td>
<td>strength of $i$th time step for a recurrence plot</td>
</tr>
<tr>
<td>$T$</td>
<td>transitivity</td>
</tr>
<tr>
<td>$\tilde{W}$</td>
<td>weight matrix</td>
</tr>
</tbody>
</table>

Abbreviations

- EAIAM: East Asian–Indonesian–Australian monsoon
- EAM: East Asian monsoon
- IAM: Indonesian–Australian monsoon
- ITCZ: Intertropical convergence zone
- RN: recurrence network
- RP: recurrence plot
- RQA: recurrence quantification analysis
- ST: supertrack functions
- TACTS: transformation cost time series
- wRP: weighted recurrence plot
Chapter 1

Introduction

Mankind has observed and still is observing many interesting sequences of natural events such as climate change, earthquakes, biological and chemical activities etc. In order to investigate these interesting complex structures and predict future system behaviour, many methods have been introduced and continuously improved, for instance modelling physical phenomena with mathematical objects, creating experimental setups for laboratory environments, performing computer simulations and measurement techniques themselves. In the beginning of physical studies, physicists have centered upon classical (linear and predictable) systems, but in reality all these systems usually have linear and nonlinear properties. Exploration of natural complex systems has shown that they are, in general, nonlinear in their dependence of interaction between the elements and the velocities. For example, the fundamental equations of fluid dynamics (the Navier-Stokes equations (Acheson, 1990)), oscillating circuits (Liénard equation (Liénard, 1928)) or similar mathematical models are nonlinear. The theory of nonlinear dynamics or dynamical systems consists of techniques for analyzing iterated maps or flows (differential equations). This mathematical theory is one way to analyze natural developments. The qualitative theory of nonlinear dynamics is rooted to a great extent in the seminal work of Henri Poincaré in 1890 (Poincaré, 1890). Poincaré presented a method which provides a local as well as a global analysis of nonlinear differential equations. The Poincaré recurrence theory and stability theory for fixed points and periodic orbits are included in his work (Poincaré, 1890).

Due to varying conditions, nonlinear dynamics usually exhibit transitions between dynamical regimes. These transitions are a fundamental property in prototypical models and they have been found in nature and experimental setups as well. Examples include collection of thermodynamic systems (Huang, 1987), cardiac cells (Chialvo et al., 1990; Small et al., 2003), semiconductors (Ye et al., 1993), lasers (Scott et al., 1975), RLC circuits (Linsay, 1981). The prototypical models are defined via mathematical descriptions, in other words, the equation set of the system is known and dynamical regime of the system can be found via mathematical analysis. Although a complexity measure, called the Lyapunov exponent, of a dynamical system can accurately quantify the behaviour from the equations of motion, it is not easy to evaluate it in real-world examples. For real-world applications, we are just able to reach time series of physical systems. In order to characterize the behaviour of a system and detect the transitions without equations, we need to use time series analysis techniques.
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Hence, time series analysis is a very important research field in science. In the beginning, data analysis started with linear techniques as well. Obviously more realistic and advanced nonlinear methods were soon introduced and started the field of nonlinear time series analysis (Kantz and Schreiber, 1997). In general, these techniques use the fundamental features of the nonlinear dynamics such as state properties, evolution rule (deterministic or stochastic), complexity etc. for uncover underlying dynamics (Kantz and Schreiber, 1997).

Recurrence plot (RP) is one famous time series analysis technique. The main idea behind the RP is the Poincaré recurrences and the RP tool reflects the revisits of trajectories in phase space to a recurrence matrix. Thus, one can analyze the matrix and uncover the related dynamical features in the system, but RP is not applicable for all cases.

Analyzing time series from real-world applications has some crucial difficulties such as noise, cumulative trends, non-stationary situations and irregularities in the sampling. These difficulties can be found in several disciplines like neuroscience (Hensman et al., 2013), physiology (Kreindler and Lumsden, 2012), astrophysics (Thiebaut and Roques, 2005) and earth sciences (Rehfeld and Kurths, 2014). In order to apply RP on these kind of problematic time series, first one needs to apply preprocessing procedures. Obviously, the most optimal case for the preprocessing is the one that causes the lowest deformation on time series. However regularly interpolation as a preprocessing step is often applied, but this might lead to a big bias of the results (Rehfeld et al., 2011; Rehfeld and Kurths, 2014).

Applications on paleoclimate data sets will be one of the main focus in this thesis. Since paleoclimate proxies provide significant truths on the system Earth and are very important to further our understanding of the past. This knowledge from the past can potentially lead to the creation of improved climate models that can better forecast future climate change and its impacts as well as increase our understanding of the climate dynamics. My particular interest is Asia-Australian monsoon activity since nearly half of the Earth’s population live in this region a fact that emphasizes the pressing need for a full understanding of the monsoon regime in a world of changing climates.

In this PhD thesis I will present improvements on recurrence based time series analysis and how to deal with basic measuring difficulties in real data sets. One of the challenges in time series analysis is to detect dynamical changes in the evolution of the underlying system. The main focus of this thesis will be how to detect such transitions. Several applications will be given in all chapters especially in paradigmatic models and paleoclimate time series. The cornerstone definitions, well-known techniques, methodological background of nonlinear dynamics will be given in the second chapter. The concept of the recurrence plot will be demonstrated and applied on simple population model. In order to uncover the transitions, the results from RP will be compared with traditional measures, namely the Lyapunov exponent and supertrack functions. The following chapters of the second one will assign to my novel studies. In the third chapter, the main measure will be the entropy of recurrence based tools. In order to get into details, I will briefly discuss what is entropy and expectations
from the entropy. RP is a limited matrix and this limitation brings some problems for traditional entropy of RP. I will introduce a new entropy of RP, which ignores the problem from the borders of the matrix. Then, I will present a new recurrence based tool, which is called weighted recurrence plot. One of the most important feature of the new tool is that it neglects an arbitrary parameter (closeness threshold) of RP. All entropy measures will be compared for two prototypical models and a real experiment data sets. The fourth chapter is devoted to network approaches in the field of time series analysis. As a theoretical background, the graph theory is briefly expressed. Then optimal creation of a recurrence network (RN) is discussed. In the application part of the chapter, regular RN and optimal RN are compared on synthetic time series as well as a paleoclimate time series from Lisan lake. In chapter five, I will discuss how to deal with analyzing real-world data sets, since in general they have some difficulties due to measurement errors. A new preprocessing technique, called TrAnsformation-Cost Time-Series (TACTS) method, will be introduced. The ability of combination of this new preprocessing technique and RP analysis will be shown in pragmatic models and a paleoclimate data set. As a last application in paleoclimate, the new method will enable us to: (i) identify monsoon regime changes at the millennial to sub-centennial time scales in East Asian and Australian summer monsoon proxy records; (ii) demonstrate that the relationship over some ~9000 years has taken on a seesaw relationship – with millennial scale monsoon states, essentially opposingly phased; and (iii) show that solar variability acts as a mechanism that can account for this anti-phasing. Finally I state a conclusion of all this PhD thesis.

The main findings in this thesis have been published or submitted. Particularly Chapter 2 based on (Eroglu et al., 2014b), Chapter 4 based on (Eroglu et al., 2014a) and Chapter 5 based on (Ozken et al., 2015) and a recently submitted manuscript (Eroglu et al., 2015).
Chapter 2

Nonlinear Dynamics and Recurrence Plot

Recurrence analysis is the main technique of this PhD thesis. Recurrence based nonlinear data analysis is based on the study of phase space trajectories. In this chapter, I will briefly introduce the concept of nonlinear dynamics and methods to analyze the complex geometry of their time evolution. Then, I will discuss how trajectories get close to past positions in phase space and what one can make of these recurrences.

2.1 Nonlinear Dynamics

Nonlinear dynamics is a theory that allows us to describe systems by a set of quantitative variables. These evolve in its own phase (state) space with respect to time and the given rules or equations. It originated in the work of Newton in the 17th century, when he introduced differential calculus. Using his technique, he explored the laws of motion and gravity. Moreover, Newton solved the two body problem, interacted motion of Earth and the Sun, and opened a new epoch for subsequent generations of mathematicians and physicists. Although plenty of scientists tried to improve Newton’s techniques to solve the three-body problem (the Moon included into the two body problem) it remained unsolved until Poincaré’s seminal work in 1890 (Poincaré, 1890). In order to solve the problem, Poincaré changed his view to the question. Instead of looking for the exact positions, he focused on the stability of orbits of planets. This approach motivated the modern theory of nonlinear dynamics.

Nonlinear dynamics can be deterministic or stochastic (random) and it can be continuous or discrete in time. Many real-world systems or paradigmatic models can be modelled by nonlinear dynamics. The motion of a pendulum, prey-predator dynamics, flow of water in a tube and many other systems can be given as examples.

2.1.1 Trajectory and Phase Space

In the continuous case, nonlinear dynamics described by $d$-variables are given by a set of differential equations,

$$\dot{x}(t) = \frac{dx}{dt} = f(x(t)), \quad f : \mathbb{R}^d \to \mathbb{R}^d$$  \hspace{1cm} (2.1)
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where the vector field $\mathbf{f}(\mathbf{x}(t))$ is a specified autonomous function of the vectors $\mathbf{x}(t)$, $\mathbf{x}(t) = (x_1(t), x_2(t), ..., x_d(t))^T$. 

Typically each dynamical system starts from a given initial condition $\mathbf{x}_0 = \mathbf{x}(t = 0)$ at $t = 0$ and evolves in its phase space. For example, assume an undamped simple pendulum,

$$\ddot{x} + \frac{g}{\ell} \sin(x) = 0,$$  \hspace{1cm} (2.3)

where $x$ is the angle of the pendulum, $g$ is the gravity and $\ell$ is the length of the pendulum Fig. 2.1(a).

The equivalent system can be rewritten in expanded and nonlinear form,

$$\dot{x} = v$$

$$\dot{v} = -\frac{g}{\ell} \sin(x).$$  \hspace{1cm} (2.4)

Where $x$ and $v$ represent the angular position and the angular velocity of the pendulum respectively. The solution of the pendulum for a given initial condition $x(t = 0)$ and $v(t = 0)$ is shown in Fig. 2.1(b). In Fig. 2.1(b), the curve is called trajectory (or orbit) and the space we visualize it in is called the phase (or state) space of the system.
2.1.2 Typical behaviour of Nonlinear Dynamics and the Lyapunov Exponent

Another very important feature of the system is the behaviour of the trajectories. There are three main types of behaviour: periodic, quasi-periodic and chaotic dynamics. The periodic behaviour is the evolution of the trajectories that repeats its values in regular intervals or periods \( x(t) = x(t + T) \), where \( T \) is the period of the system. The quasi-periodic behaviour has some similarities with the periodic one, but their behaviour is not exactly the same. Let me explain the quasi-periodic behaviour with an example: Imagine a torus-shaped phase space. The trajectory is moving on the torus with constant turning frequencies on two different axes but the trajectory never returns to one of the previous positions.

Chaos is the behaviour of nonlinear dynamics that are (i) strictly dependent on the initial conditions, (ii) are topologically mixing and (iii) have dense periodic orbits. Although the dynamical system is deterministic, indistinguishable differences in initial conditions can bring largely diverging trajectories. Which means, the initial conditions determine the future of the system and it is almost impossible to predict the motion of the trajectories for long-term periods.

A complexity measure, called the Lyapunov exponent, detects and quantifies the behaviour of a dynamical system, in other words, the Lyapunov exponent characterizes the rate of divergence of infinitesimally close trajectories. It is easy to calculate the distance between the trajectories,

\[
\delta(t = 0) = \delta_0 = \| f(x_0) - f(x_0 + \epsilon) \|,
\]

where \( \delta_0 \) is the distance between the trajectories at the initial state \( t = 0 \) and \( \epsilon \) is very small mismatch parameter. For chaotic behaviour, it is well known that the distance between the trajectories increases exponentially while \( t \to \infty \),

\[
\| \delta_t \| \sim e^{\lambda t} \| \delta_0 \|,
\]

where \( \lambda \) is the Lyapunov exponent. For \( d \)-dimensional systems, there is a spectrum of the Lyapunov exponents and the number of the elements in the spectrum is equal to the dimensionality \( d \) of the phase space. In order to find the behaviour of dynamical system, one can consider the largest value of the spectrum, called maximum Lyapunov exponent, since it determines the dominant behaviour. If the maximum Lyapunov exponent is positive \( (\lambda > 0) \), the system is chaotic, otherwise \( (\lambda < 0) \), the behaviour of the system can be periodic or quasi-periodic.

2.1.3 Poincaré Recurrence Theorem

Recurrence is one of the fundamental properties of nonlinear dynamics. As I have mentioned before, Poincaré has contributed a lot to the theory of nonlinear dynamics. One of his contributions is known as the Poincaré Recurrence Theorem (Poincaré, 1890). The theorem states that almost all trajectories of nonlinear dynamics will return very close to their initial positions after a sufficiently long but finite time.
more detail, the theorem is the following (Katok and Hasselblatt, 1995; Barreira, 2006): Let \((X, \Sigma, \mu)\) be a probability space where \(X\) is the sample space, \(\Sigma\) is \(\sigma\)-algebra which is a collection of all the events and \(\mu\) is the probability measure which is a function returning an event’s probability. Let \(T: X \rightarrow X\) be a measure-preserving transformation. Then for any set \(E \in \Sigma\) and infinitely many positive \(n\)'s, 
\[
\mu(\{x \in E : T^n x \notin E\}_{n \geq 1}) = 0.
\] (2.7)
In other words, there are almost no \(x\) points in the set \(E\) that will not visit the set \(E\) in finite time.

Although the theorem does not tell anything about time intervals between recurrences, it guarantees the existence of recurrence. But return times are very important dynamical features as well. Considering the same system as in Poincaré theorem, \((X, \Sigma, \mu, T)\) is a finite probability space and let \(T: X \rightarrow X\) be a measure-preserving transformation. Then the first return time of the set \(E\) is given by
\[
\tau(E) = \min\{n > 0 : T^n E \cap E \neq \emptyset\}.
\] (2.8)
Statistical studies on the recurrences and the first recurrence times show that there are strong connections with basic characteristics of nonlinear dynamics (Kac, 1947; Hirata et al., 1999; Penné et al., 1999), such as Pesin’s dimension (Afraimovich, 1997), the point-wise and local dimensions (Afraimovich et al., 2000; Afraimovich et al., 2003; Gao, 1999), the Hausdorff dimensions (Barreira and Saussol, 2001) or multi-fractal properties (Hadyn et al., 2002; Saussol and Wu, 2003).

So far I have briefly discussed two main concepts: the Lyapunov exponent as a measure to determine the behaviour of the dynamical system and the recurrences...
as fundamental characteristic of nonlinear dynamics. Unsurprisingly, as a result of return time statistics as well, there is a relation between these two measures and the lower boundary of the Lyapunov exponent is given by
\[
\lambda \geq \left( \lim_{r \to 0} \frac{\tau(B_r(x))}{-\log r} \right)^{-1},
\]  
(2.9)
where \( B_r(x) \) is a ball of radius \( r \) around state \( x \) and \( \tau \) is the function of the first return time. (Saussol et al., 2002; Saussol et al., 2003).

### 2.2 Recurrence Plot

Among the different approaches to investigate dynamical properties by recurrence, the recurrence plot (RP) is a multifaceted and powerful approach to study different aspects of nonlinear dynamics. Firstly conceived to visualize time dependent behaviour of complex nonlinear dynamics, RP have been shown to be a powerful technique to uncover statistically many characteristic properties of such systems (Eckmann et al., 1987; Marwan et al., 2007).

#### 2.2.1 Definition

In a given \( m \)-dimensional phase space, two points are considered to be recurrent if their state vectors lie in a neighbourhood characterized by a threshold \( \varepsilon \). Formally, for a given trajectory \( x_i \ (i = 1, \ldots, N, x \in \mathbb{R}^m) \), the recurrence matrix \( R \) is defined as
\[
R_{i,j}(\varepsilon) = \Theta(\varepsilon - \|x_i - x_j\|), \quad i, j = 1, \ldots, N,
\]  
(2.10)
where \( N \) is the trajectory length, \( \Theta(\cdot) \) is the Heaviside function, and \( \|\cdot\| \) is a norm of the adopted phase space (Marwan et al., 2007). The norm can be selected in different shapes: circle (Euclidian), square (maximum or supremum) or square diamond. The maximum norm is often applied, since it is computationally fast and more convenient for analytical studies. In a recurrence plot, elements \( R_{i,j} \equiv 1 \) (recurrence) are usually said to be black dots, whereas \( R_{i,j} \equiv 0 \) (no recurrence) are usually called white dots (Fig. 2.3). The original phase space can be reconstructed via time delay embedding for a time series \( \{u_i\}_{i=1}^N \) (Packard et al., 1980)
\[
x_i = (u_i, u_{i+\tau}, \ldots, u_{i+m-1}),
\]  
(2.11)
where \( m \) is the embedding dimension and \( \tau \) is the embedding delay. The dimension \( m \) can be found by the false nearest neighbours method (Kennel et al., 1992) and the delay \( \tau \) by the mutual information (MI) or the auto-correlation function (ACF) (Kantz and Schreiber, 1997).

The main diagonal of \( R \), \( R_{i,i} \equiv 1, \forall i \), shows the line of identity (LOI). The RP is a symmetric and binary matrix. The motifs of line segments in a RP occur according
Figure 2.3: (a) Phase space trajectory of a Rössler system, \((\dot{x}, \dot{y}, \dot{z})^T = (-y - z, x + ay, b + z(x - c))^T\), integrated for 5000 time steps, with \(a = 0.2, b = 0.1,\) and \(c = 5.7,\) \(\) (b) its corresponding recurrence plot by using its three phase components and the neighbourhood threshold \(\varepsilon = 2.5\) (grey circle in (a)); the Euclidean norm is used. Three points of the trajectory are highlighted with two black and one white points. The neighborhood is determined by \(\varepsilon\)-threshold for one of the black points at time \(i,\) the other black point at time \(j\) falls into the circle. Therefore, due to symmetry, these two points are recurrent to each other and the positions \(R_{i,j}\) and \(R_{j,i}\) in the recurrence plot are marked with a black dot. The white point at time \(k\) is not in the neighborhood, the positions \(R_{i,k}\) and \(R_{k,i}\) are coloured with white dots.

to the dynamical patterns of the underlying system. If the dynamics is given by uniformly distributed white noise (e.g. Fig. 2.4(a)), a homogeneous distribution of black points is observed. If the system is deterministic, the matrix displays diagonal line segments of black dots (Fig. 2.4(a,b)). The length of these diagonals is related to the divergence of the trajectories and is associated with the dynamics of the system. Due to this intrinsic relationship between the system’s dynamics and the distribution of line segments in RPs, measures of complexity based on line segments have been introduced in order to study the dynamical properties of different systems (Trulla et al., 1996; Marwan et al., 2007).

The threshold \(\varepsilon\) is a crucial parameter. In the definition of the Poincaré recurrence theorem, the threshold is declared just as a sufficiently small distance in the system’s phase space. But the selection of very small \(\varepsilon\) can lead to almost no recurrence points and of course, no reasonable RPs. On the contrary, if \(\varepsilon\) is chosen very large, almost all elements of the recurrence matrix are assigned to one and an analysis can be meaningless. Therefore, arises the need to find a proper value of \(\varepsilon\).

In the literature, several ways of threshold selection techniques are suggested, for example \(\varepsilon\) is chosen regarding to certain percentage of the maximum phase space
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Figure 2.4: Various RPs for different nonlinear dynamics for 200 time steps: (a) periodic case for the logistic map, $x_{t+1} = rx_t(1 - x_t)$ system with $r = 3.5$, (b) chaotic case for the logistic map, $r = 4.0$, (c) uniform random distribution.

In real-world applications (real signals) or artificial data with a measurement noise component, the phase space is not fixed. In order to standardize the threshold distance $\varepsilon$ for different systems, the standard deviation of the signal is used (Thiel et al., 2002).

Recently, Schinkel et al. have introduced a new way to standardize the threshold $\varepsilon$ using a fixed density of recurrence points in the RPs (Schinkel et al., 2008).

In my novel studies, I have discussed this crucial threshold selection procedure in more detail and introduce a new approach to select the threshold without information loss (Eroglu et al., 2014a). This study can be found in Chap.4.

2.2.2 Recurrence Quantification Analysis (RQA)

In this section, I will discuss the quantitative meaning of RPs. There are very interesting structures in RP given by the diagonal and vertical (or horizontal) lines, which all depending on dynamical properties of the systems. The meaning of these structures have been proposed with various complexity measures in (Zbilut and Webber, 1992; Webber and Zbilut, 1994; Marwan et al., 2002). These measures are based on the density of RPs or the line structures and known as recurrence quantification analysis (RQA).

As I have mentioned before, the behaviour of a dynamical system is very important feature. These RQA measures are used to detect changes in the regime of the systems, bifurcation points, similarities between different systems etc (Trulla et al., 1996; Marwan et al., 2007). Now I will present some important measures of the RQA and their meaning.
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Recurrence density

A recurrence plot is a symmetric (of course square) and binary matrix. The total number of the elements in the matrix is \(N \times N\), where \(N\) is the total number of measurement points. The basic measure of RPs is the recurrence rate (RR), which is the ratio of recurrence points to the total number of elements in a RP and given as

\[
RR(\varepsilon) = \frac{1}{N^2} \sum_{i,j=1}^{N} R_{i,j}(\varepsilon).
\] (2.12)

Although RR is a RQA measure, it is also a well-known complexity measure called correlation dimension (Grassberger and Procaccia, 1983c; Grassberger and Procaccia, 1983b; Grassberger, 1983a; Grassberger and Procaccia, 1983a; Grassberger and Procaccia, 1984).

Phase-space binning and analyzing the density information of the bins is a standard method to measure the complexity of a dynamical system. Methods such as Shannon entropy, Hausdorff dimension, the Kolmogorov complexity etc, can be used on the density information to quantify transitions between different dynamical regimes. In order to create a recurrence plot, we divide the phase space into equi-distant but overlapping bins. The information in the bins shows similar features as in the measures mentioned before. In Chap.3, I will focus on the density information of recurrence plot bins and propose a new complexity measure.

Diagonal lines

Measures based on the length \(\ell\) of diagonals in recurrence matrices \((R_{i,j} = 1)\) are often used to quantify the complexity of a given RP. The frequency distribution of diagonal line lengths \(P(\ell, \varepsilon)\) is directly linked with the dynamics, hence related with the Lyapunov exponent, since \(P(\ell, \varepsilon)\) quantifies the divergence behaviour of the dynamical system (Trulla et al., 1996; Thiel et al., 2004a; Marwan et al., 2007).

\[
P(\ell, \varepsilon) = \sum_{i,j}^{N-\ell} (1 - R_{i-1,j-1}(\varepsilon))(1 - R_{i+\ell,j+\ell}(\varepsilon)) \prod_{k=0}^{\ell-1} R_{i+k,j+k}(\varepsilon).
\] (2.13)

For simplicity, I discard the symbol \(\varepsilon\) in the histogram of diagonal line lengths (i.e. \(P(\ell, \varepsilon) = P(\ell)\)) and relatedly I suppress the dependence on \(\varepsilon\) in the following, as all measures depend on it anyway.

One of the most important measures of RQA is the determinism \((DET)\) which is quantifying the fraction of recurrence points \(R_{i,j} \equiv 1\), that form diagonal lines (Marwan et al., 2007),

\[
DET = \frac{\sum_{\ell=\ell_{min}}^{N} \ell P(\ell)}{\sum_{\ell=1}^{N} \ell P(\ell)},
\] (2.14)
where $\ell_{\text{min}}$ is the consideration of diagonal lengths. For $\ell_{\text{min}} = 1$, the determinism is one and for larger selection of $\ell_{\text{min}}$, the determinism decreases. The common selection of $\ell_{\text{min}} = 2$. The determinism $DET$ refers to the predictability of the future of a dynamical system: high determinism for highly predictable systems and low determinism for poorly predictable systems.

Another diagonal length based measure is the average diagonal line length,

$$L = \frac{\sum_{\ell=\ell_{\text{min}}}^{N} \ell P(\ell)}{\sum_{\ell=\ell_{\text{min}}}^{N} P(\ell)}.$$  \hspace{1cm} (2.15)

The average diagonal line length $L$ is the mean time that two segments of the trajectory accompany each other in the same neighbourhood without diverging from each other.

The length of the longest diagonal line is a RQA measure as well,

$$L_{\text{max}} = \ell_{\text{max}} = \max(\{\ell_i\}_{i=1}^{N^\ell}),$$  \hspace{1cm} (2.16)

where $N^\ell$ is the total number of diagonal lines and its inverse is the divergence measure,

$$DIV = \frac{1}{L_{\text{max}}}.$$  \hspace{1cm} (2.17)

The divergence $DIV$ means that the divergence time of two trajectory segments from each other with taking into account the longest accompanied time.

Another RQA measure is the Shannon entropy,

$$S_{\text{RP}} = -\sum_{\ell=\ell_{\text{min}}}^{\ell_{\text{max}}} p(\ell) \log p(\ell),$$  \hspace{1cm} (2.18)

where $\ell_{\text{max}}$ is the length of the longest diagonal line, $p(\ell) = P(\ell)/N_\ell$ is the probability of occurrence of a line of length $\ell$, and $N_\ell$ is the total number of the line segments in the RP. $S_{\text{RP}}$ is a heuristic complexity measure and, for this reason, does not correspond to the physical entropy of the system. Moreover, $S_{\text{RP}}$ can show anti-correlated behaviour with the Lyapunov exponent, I will discuss these causes later in detail. This unexpected behaviour can cause misinterpretation of a system. Because of fact this, $S_{\text{RP}}$ shouldn’t be used as the Shannon entropy directly. Therefore, in order to elucidate this contradiction between the Lyapunov exponents and recurrence based entropy measurements, I have developed another recurrence based entropy definition that I will introduce in Chap.3 alongside a discussion of this paradox.

Among all RQA measures based on diagonal structures, the most common ones are introduced. In this thesis, I will use some of these RQA measures to identify the underlying dynamics of complex systems.
Vertical lines

Another interesting structure in RPs are vertical or horizontal lines. In this thesis, I will not extensively discuss vertical line-base measures, nevertheless it is worth giving the classical definitions and the meanings of them, since they give further insight on intermittency and laminar states of a system (Marwan et al., 2002; Marwan et al., 2007). Moreover, in the vertical lines’ case white points \( R_{i,j} = 0 \) have an important meaning since they possess information on recurrence times.

The frequency distribution of vertical line lengths \( P(\nu) \) is given by

\[
P(\nu) = \sum_{i,j}^{N-\nu} (1 - R_{i,j})(1 - R_{i,j+\nu}) \prod_{k=0}^{\nu-1} R_{i,j+k},
\]

where \( \nu \) is the length of vertical lines. The RQA measures are based on the histogram of diagonal lines \( P(\nu) \).

As previously mentioned, the vertical structures are related to the laminar states and therefore the first measure called laminarity, is given by

\[
LAM = \frac{\sum_{\nu=\nu_{\min}}^{N} \nu P(\nu)}{\sum_{\nu=1}^{N} \nu P(\nu)}.
\]

The definition of the laminarity is analogous to the determinism. \( LAM \) quantifies the fraction of recurrence points \( R_{i,j} \equiv 1 \), that form vertical lines and, similarly as for determinism, a common adopted choice for the minimum length of vertical lines is \( \nu_{\min} = 2 \) (Marwan et al., 2007).

It is also possible to quantify how long the system stays in a state through the trapping time, which is defined as

\[
TT = \frac{\sum_{\nu=\nu_{\min}}^{N} \nu P(\nu)}{\sum_{\nu=\nu_{\min}}^{N} P(\nu)}
\]

it is similar to the average diagonal line length. \( TT \) as a measure estimates the average trapping time that is how long the system will wait in a state.

The last measure given here is the maximal vertical line length

\[
\nu_{\max} = \max\{\nu_{i}\}_{i=1}^{N_{\nu}}
\]

similar to \( L_{\max} \), where \( N_{\nu} \) is the number of total vertical lines.

The different RQA measures are able to specify various properties of nonlinear dynamics. For example, diagonal-based measures are very suitable to detect transitions between periodic-chaotic dynamics but vertical-line-based ones are able to distinguish chaos-chaos regime transitions (Marwan et al., 2007). Thus, using different kind of measures of RQA allows us to study a variant of dynamical properties of a system. Besides, the RP framework is a very powerful nonlinear approach to detect dynamical
properties that also provides a practical (easy) way to analyze different substance of systems.

**Application**: Detection of transitions via various RP measures, based on diagonal and vertical lines

As mentioned before, RP is a powerful tool to detect transitions and the logistic map is a suitable one dimensional model to investigate phase transitions between different dynamical regimes since its Lyapunov exponent and supertrack function (Oblow, 1988) are well known. The logistic map is a discrete map given by

\[ x_{i+1} = rx_i(1 - x_i) \]  \hspace{1cm} (2.23)

where \( x \) is a real number between 0 and 1, and \( r \) is the control parameter of the system. The logistic map possesses rich dynamical properties between \( r \in [3.5, 4] \), e.g., periodic and chaotic dynamics, bifurcations or inner-outer crises. For each value of \( r \), I create a time series of length \( N = 5000 \). In order to discard transients, I use only the last 3000 values of this time series. It was shown that RQA measures can distinguish different dynamical regimes of the system, like chaos-periodic and chaos-chaos transitions (Trulla et al., 1996; Marwan et al., 2002).

Now I calculate the Lyapunov exponent and various diagonal-based RP measures. In this special case, I do not apply a reconstruction (embedding) preprocess since the logistic map is a one-dimensional map.

Diagonal structures of RP are related with the divergence of two different trajectories, as described above. Therefore, it is expected that diagonal based measures are correlated with the Lyapunov exponent. The Lyapunov exponent is a measure to distinguish the regime of the dynamics. Thus, diagonal-based RP measures are able to detect transitions between a chaotic regime and a periodic regime.

Here I perform three diagonal line based measures, namely determinism (DET), average diagonal line length (L) and divergence (DIV), in order to investigate the transitions between different regimes. In Fig. 2.5, the measures clearly identify the transitions where the Lyapunov exponent hits or crosses the zero line (given by red straight line). When the Lyapunov exponent increases from negative part and hits the red line (\( \lambda = 0 \)) then decreases again, there is a bifurcation point. If the curve crosses the red line from positive to negative (or other way round), there is a transition from periodic to chaotic regime (or chaotic to periodic one). The RP based analysis allows us to identify both cases (Fig. 2.5).

Vertical structures of RP possess information about intermittency and laminar states of the system. While varying the control parameter of the logistic map, due to bifurcations some chaotic bands occur. These bands converge for some critical control parameters. In order to detect these transitions, the Lyapunov exponent is not convenient anymore but supertrack functions (Oblow, 1988) of the system are able to catch these transitions.
Figure 2.5: Comparison between (a) the Lyapunov exponent $\lambda$ and the diagonal-line-based recurrence plot measures (b) determinism $DET$, (c) average diagonal line length $L$ and (d) divergence $DIV$ for the logistic map. The intersection points of the Lyapunov exponent and the red line ($\lambda = 0$) are given by dashed red lines, RP based measures show very sharp abrupt changes at the critical points.
In order to investigate chaos to chaos transitions, I used three vertical-line-based RP measures: laminarity (LAM), trapping time (TT) and maximal vertical line length ($\nu_{\text{max}}$). Low-ordered supertrack function curves possess intersections. These intersections display chaotic band merging points. In real world applications, usually, there is no way to acquire a mathematical formulation of the system. Due to this reason, there is no possibility to compute supertrack functions. Thus, to have a way to distinguish chaos to chaos transition points directly from the time series of a system is very important convenience and property.

In Fig. 2.6, I plotted low-ordered supertrack functions (ST) and pointed out the band merging points with dashed red lines. As it is seen below the ST subfigure, vertical-line-based RP measures show unordinary peaks. These peaks refer to chaos-chaos transitions. This is very important property of RP and I introduced the result of vertical based measures just for illustration. In the following I will focus on transitions which is between different regimes.

After this brief introduction to the theory of RQA, I will go through my novel studies which were done during my PhD. It is clear that the recurrences will be the main focus of the thesis, and I will apply this fundamental property of nonlinear dynamics.

In this thesis, I will concentrate on the detection of the underlying properties of complex systems such as synthetical models (different level of complexity), laboratory observations and paleoclimate time series.
Figure 2.6: Comparison between (a) the low ordered supertrack functions $ST$ and the vertical lines based recurrence plot measures (b) laminarity $LAM$, (c) trapping time $T$ and (d) maximum vertical line length $\nu_{\text{max}}$ for the logistic map. At the chaotic band merging points of the the low ordered supertrack functions (dashed red lines), RP based measures give clear transitions.
Chapter 3

Entropy of Regular/Weighted Recurrence Plots

The Shannon entropy of a time series is a standard measure to assess the complexity of a dynamical process and can be used to quantify transitions between different dynamical regimes. As I have mentioned in the previous chapters, recurrence quantification analysis (RQA) is an alternative way of quantifying complexity based on recurrence states in the phase space. Although various definitions for recurrence based entropies have been suggested so far, some of them show inconsistent results. Here I suggest a new perspective to estimate the complexity by the Shannon entropy of the heterogeneity density of a given point in the phase space (Eroglu et al., 2014b). The associated Shannon entropy is positively correlated with the largest Lyapunov exponent.

Moreover, the threshold value $\varepsilon$ used to define the distance of recurrence points, is one of the biggest handicap of the recurrence plot approach. In this chapter I suggest a different approach to create a distance based matrix by using a weighted variant of the recurrence plot, called weighted recurrence plot (wRP) which was published in Physical Review E, (Eroglu et al., 2014b). The wRP allows us to analyze the heterogeneity of the density of a given point in the phase space. I demonstrate the potential of wRP on a prototypical example as well as on an experimental data of a chemical experiment.

3.1 What is Entropy?

Entropy is the mean value of the information involved in each signal. In 1948, an article entitled "A Mathematical Theory of Communication" published by mathematician Claude E. Shannon. The idea was to use the formalism of mathematics to describe communication as a phenomenon. The entropy is introduced to measure the density of information of the messages in the communication.

In order to quantifying the complexity of a dynamical system, different entropy measures were introduced. In general, these entropy definitions are inspired by Shannon's entropy in the information theory. For instance, Sinai defined a generalized concept of entropy for measure-preserving dynamical systems, today known as Kolmogorov-Sinai-entropy (Sinai, 1959). Another entropy measure was proposed by Pincus in 1991, known as approximate entropy as a measure of system complexity.
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(Pincus, 1991). The last example of the entropy definitions is the $K_2$ entropy which is the estimation of the Kolmogorov entropy from a signal (Grassberger and Procaccia, 1983b).

Although the Shannon entropy is well-known measure, I will briefly give some details such as ‘what is a fair system’, ‘when entropy is high or low’ etc. The most convenient way to explain entropy measures, is using stochastic nonlinear dynamics, since the entropy is statistically defined. In my studies, I will use the Shannon entropy's mathematical formulation,

$$S(X) = - \sum_i p(x_i) \log p(x_i), \tag{3.1}$$

where $X$ is discrete random variable with possible values $\{x_1, x_2, ..., x_n\}$ (Shannon, 1948).

Example–flipping a coin– Consider flipping a coin which could be fair or unfair and the possible outcomes are heads or tails. If we call the outcome probability of heads $p$ and tails $q$, then the total probability equals one, $p + q = 1$. For a fair coin, $p = q = \frac{1}{2}$, otherwise $p \neq q$. For the fair case, it is clear that predicting the outcome is not easy. Since in the fair case, due to the probability distribution, outcome information is the lowest one (50% heads and 50% tails). Therefore, we have more information for the outcome of the unfair game. Related to this, when the information is high, the entropy is low Fig.3.2.

Obviously, the entropy is related with the predictability information of the outcome of a certain system. And the entropy is the highest for the fairest game, since it is the hardest case to guess the outcome. Another way to increase the entropy is increasing the complexity of the system. For example, if the outcome possibilities are increasing, the entropy is increasing as well.

Example–throwing dice– One of the simplest example to show how the outcome possibility affects the entropy is that stochastic dice thrown model. I can classify the dice regarding to number of faces. In this example, I will consider fair and n-sided dice models. The possible outcomes are $X = \{1, 2, ..., n\}$ and the probabilities are $p(1) = p(2) = ... = p(n) = p = \frac{1}{n}$. For a fair system, the entropy definition can be rewritten as,

$$S(X) = - \sum_i p(x_i) \log p(x_i) = -n \frac{1}{n} \log \frac{1}{n} = \log n. \tag{3.2}$$

It is easy to see from Eq. (3.2) that increasing the number of sides of a die $n$ (number of possible outcomes), increases the entropy logarithmically (see Fig.3.2).

Summarizing these two toy examples, the complexity and the fairness of a system is directly related with the entropy of the system. This sensitivity of entropy makes itself a good measure to distinguish different systems from their different behaviours. As I have mentioned in the previous chapter, RPs have diagonal or vertical line distributions. Therefore, computing the entropy of a RP is a straight forward and
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Figure 3.1: The Shannon entropy of a coin toss, the outcome possibility of heads $p = 1 - q$ and tails $q = 1 - p$. The axis of possibility can be define as the fairness of a coin. $p = q = 0.5$ for the fair game, $p \neq q$ for the unfair ones. Due to less outcome predictability, the entropy is the highest for $p = q = 0.5$. Contrary, for the unfair game, entropy is lower than fair game, since the predictability of outcome is higher, in other words we have more information to guess outcome.

Figure 3.2: The Shannon entropy of fair n-sided dice models, for $n = \{4, 6, 8, 10, 12, 20\}$. If the number of possible outcomes $n$ increasing for a die, entropy is increasing logarithmically too. The axis of number of sides of dice $n$ can be represented as the complexity axis. And complexity of a system is positively correlated with the entropy.
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compelling idea to analyse a dynamical system. In the next chapter, I will discuss about the pitfalls of the RP entropy and how we can overcome these.

3.2 Entropy of Recurrence Plots

Recurrence plot is a powerful nonlinear tool to analyze complex systems. There are various interesting structures in RPs, and different complexity measures are derived from them. The frequency distributions of this structures are easily convertible to probability density functions (PDF). Therefore, entropy calculations are straightforward given these PDFs. As shown in Chap.2, the entropy of RP is derived by diagonal lines of RPs,

\[
S_{RP} = - \sum_{\ell=\ell_{min}}^{\ell_{max}} p(\ell) \log p(\ell),
\]

(3.3)

where \( \ell_{max} \) is the length of the longest diagonal line, \( p(\ell) = P(\ell)/N_{\ell} \) is the probability of occurrence of a line of length \( \ell \), \( P(\ell) \) is the histogram of diagonal lines, and \( N_{\ell} \) is the total number of the line segments in the RP. In general, \( \ell_{min} = 2 \) is an appropriate value for selecting the minimum number of diagonal length since for the larger values of \( \ell_{min} \) histogram is very sparse to analyze properly.

In RPs, expected entropy behaviour is correlated with the Lyapunov exponent, since entropy is defined by the diagonal lines and these line segments are directly linked with the underlying dynamics of the systems. However, the entropy of the diagonal line segments reveals, for some cases, a counterintuitive anticorrelation with the Lyapunov exponent, yielding high values within periodic windows and low values within chaotic regimes (Trulla et al., 1996). To solve this apparent contradiction between the notion of disorganization of a system and the value of the line length entropy (Trulla et al., 1996), another definition for a recurrence based entropy has been suggested, employing the non-recurrent (white) diagonal lines in the RP (Letellier, 2006). However, following study of us about non-recurrent diagonal lengths based entropy showed that this definition does not solve the problem (Eroglu et al., 2014a). Meanwhile, it is important to emphasize that these definitions do not correspond to the entropy of physical systems in classical statistical physics sense (Marwan, 2008).

Especially in the case of periodic nonlinear dynamics, RP presents unexpected entropy results. This unexpected behavior is the result of the following effect: When we consider, e.g., periodic dynamics, the RP should, in principle, consist of infinitely long diagonal lines. However, due to the finite time series length, these diagonal lines are cut at the borders of the RP, finally resulting in their different lengths, depending on their distance to the LOI, and hence increasing artificially the entropy measure. This biasing effect can also happen for non-periodic dynamics as long as a significant number of diagonals cross the border of the RP. For chaotic dynamics, a majority of diagonal lines are not cut by the RP border, therefore, the bias in the entropy is
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negligible. Furthermore, the entropy measure also depends on the number of diagonal lines in the RP (i.e., indirectly on the recurrence threshold and the time series length), regardless of their length distribution.

In order to illustrate the frequency distribution of diagonal lengths of recurrence plot, I use the logistic map in the periodic regime. The logistic map is a simple population model and its well-known mathematical expression is,

\[ x_{i+1} = rx_i (1 - x_i) \]  

(3.4)

where \( x_i \) is a real number between zero and one that presents the ratio of existing population to the maximum one and \( r \) is a constant, in other words the control parameter of the system, \( r \in [0, 4] \). For different control parameters, the logistic map shows different dynamical regimes. For this example, I will consider \( r = 3.56 \) which is a periodic case (period-8) for the map. Recurrence plot of the system is given in Fig.3.3(a). It is worth to note that the vertical distance between the diagonal lines is, as expected, 8 time units since the system is in period-8. In order to compute the entropy of the RP, the frequency distribution \( P(\ell) \) can be found with Eq. (2.13), and the histogram is drawn in Fig.3.3(b). First, the histogram of the system looks very fair with equal possibilities but for a RP of a periodic system we expect that the diagonals are infinitely long. Therefore, the recurrence plot boundaries completely manipulate the histogram. The expected number of outcome possibility is just one which means we should have just one bar in the histogram, but instead we have a uniform distribution \( P(\ell) \). As I have shown in the coin flip example, the uniform probability distribution function of all possible outcomes gives the possible maximum entropy for a system.

![Figure 3.3](image_url)

**Figure 3.3:** (a) Recurrence plot of logistic map for \( r = 3.55 \) and (b) its frequency distribution of diagonal line lengths \( P(\ell) \)
In order to get rid of the boundary effect of RPs for the diagonal line segments, one can change the shape of RP to the one shown in Fig. 3.4(a). In this case, the histogram of the diagonal line lengths is as expected (see Fig. 3.4(b)), and the entropy is zero. Although the diamond shaped RP is fair for the frequency distribution of diagonal lines, there are very large information loss and it is very unfair for the vertical line segments based measures.

Figure 3.4: (a) Diamond shaped recurrence plot of logistic map for \( r = 3.55 \) and (b) its frequency distribution of diagonal line lengths \( P(\ell) \)

Seeking for an alternative descriptor for the dynamical complexity to be derived from RPs, another study has suggested to calculate the Shannon entropy of the length distribution of diagonal segments of the non-recurrence points (white dots) instead of the diagonal lines formed from the recurrence points (black dots) (Letellier, 2006). In other words, let \( P_{\text{white}}(\ell) \) be the number of connected diagonal non-recurrence segments. In order to compute \( P_{\text{white}}(\ell) \) histogram, I define a new recurrence matrix for white points \( R_{\text{white}} \) as,

\[
R_{\text{white}}^{i,j} = 1 - R_{i,j} \tag{3.5}
\]

Using the \( R_{\text{white}} \) matrix, I can compute the histogram \( P_{\text{white}}(\ell) \) of diagonal lines of length \( \ell \) as,

\[
P_{\text{white}}(\ell) = \sum_{i,j=1}^{N-1} (1 - R_{\text{white}}^{i-1,j-1})(1 - R_{\text{white}}^{i+\ell,j+\ell}) \prod_{k=0}^{\ell-1} R_{\text{white}}^{i+k,j+k}. \tag{3.6}
\]
The entropy measure is then defined as (Letellier, 2006)

\[ S_{\text{RP}}^{\text{white}} = - \sum_{\ell=\ell_{\text{min}}}^{\ell_{\text{max}}} p_{\text{white}}(\ell) \log p_{\text{white}}(\ell), \]  

(3.7)

where \( p_{\text{white}}(\ell) = P_{\text{white}}(\ell)/N_{\text{white}} \) and \( N_{\text{white}} \) is the total number of the non-recurrence line segments in the RP. In contrast to the results presented in (Letellier, 2006), here I show that this entropy definition does not solve the problem of the anti-correlation between \( S_{\text{RP}}^{\text{white}} \) and \( \lambda \).

In addition to the entropy definitions based on the length of line segments \( \ell \), it is worth mentioning that we can also define entropic measures through the distribution of time returns in RPs. An example is the recurrence probability density entropy (Little et al., 2007), which measures the uncertainty associated to the distribution \( P(T) \), where \( T \) is the recurrence time. Moreover, the Kolmogorov-Sinai entropy has also been generalized in the context of RPs in order to measure the complexity in the distribution of time returns (Baptista et al., 2010).

In order to provide a more intuitive RP based entropy measure, that overcomes the anti-correlation problem, I propose an entropy based on the heterogeneity of the density in the phase space that is included in the RP-matrix. The strength \( s_i \) of a point is defined in the time series by

\[ s_i = \sum_{j=1}^{N} R_{i,j} \]  

(3.8)

and the strength vector \( \mathbf{s} = \{s_1, s_2, ..., s_N\} \) quantifying the heterogeneity of the density of each point in the phase space Fig. 3.5. Therefore, one is able to characterize the amount to statistical disorder in the system through the distribution of \( P(s) \). Thus its associated Shannon entropy can be calculated by

\[ S_{\text{RP}}^{\text{density}} = - \sum_{\{s\}} p(s) \log p(s), \]  

(3.9)

where \( p(s) = P(s)/\sum_{i}^{N} s_i \) is the probability density function of the strength vector \( \mathbf{s} \).

The RPs have the following basic properties: (i) if the dynamics of a system is periodic, the pattern of RP is observed as continuous parallel diagonal lines along the RP (Fig. 2.4(a)). Since the RPs are limited according to the time interval of time series, different lengths of diagonals can be observed. If the values of the histogram of diagonal lines in RP are similar, the entropy is low, (see the definition of entropy Eq. (3.3)). In this way, due to the finite time of RP, different values can be observed in the histogram \( P(\ell) \), which can result in deceptive results in the entropy computation, especially for periodic regimes. The next property is related to (ii) chaotic dynamics. In this case, the missing diagonal segments’ length does not affect entropy measures as much as in periodic regimes. The entropy predicts higher value for chaotic regime because the values of the histograms are expected to be different from each other.
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Figure 3.5: Recurrence plot of the logistic map for \( r = 3.96 \) in the chaotic regime. The red rectangle is the area for the neighbourhood of point \( i \) in the time series. The total number of black points in the area is the strength of the point \( i \), \( s_i = \sum_j N R_{i,j} \).

(see Fig. 2.4(b)). Although the diagonal segments based on the histogram \( P(\ell) \) are influenced from the limited time interval, the density based histogram \( P(s) \) is not affected from that, because all columns (rows) of the RP are limited according to the same number of time interval.

For periodic or stochastic dynamics, the strength \( s_i \) will be very similar for all time points \( i \), resulting in a confined distribution of \( p(s) \) and finally in a very low entropy value \( S_{\text{density}}^\text{RP} \). For chaotic dynamics, the strength \( s_i \) will vary strongly for different time points \( i \), therefore the distribution \( p(s) \) will be broad and \( S_{\text{density}}^\text{RP} \) will increase. Thereby, it is expected that the results of the density based entropy \( S_{\text{density}}^\text{RP} \) are more correlated with the Lyapunov exponent than the diagonal based entropies \( S_{\text{RP}}, S_{\text{white}}^\text{RP} \).

3.2.1 Comparison of the Entropies

In this section I compare the RP based entropies using the logistic map. The logistic map is analysed within the interesting range of the control parameter \( r \in [3.5, 4.0] \) with a step size of \( \Delta a = 0.0005 \). In this range, the logistic map shows rich dynamics, e.g., periodic and chaotic states, bifurcations, as well as interior-crisis. For each value of \( r \), I compute a time series of length \( N = 5000 \). In order to discard transients, I use only the last 3000 values of this time series. It was shown that RQA measures can distinguish different dynamical behavior of the systems, like chaos-period and chaos-chaos transitions (Trulla et al., 1996; Marwan et al., 2002). As mentioned before, entropy quantifies the disorder of the system. Thus, one would expect that
with increasing chaotic nature of the system (i.e., increasing the Lyapunov exponent \( \lambda \)), the entropy values should increase. However, within periodic windows, the entropy should significantly decrease.

Here, I calculate the RP without embedding. For the logistic map, larger values of the embedding dimension, i.e., dimension \( m = 2 \) or \( 3 \) and a delay of \( \tau = 1 \), do not change the result significantly, because the logistic map is one-dimensional. However, the selection of the recurrence threshold \( \varepsilon \) is crucial. Hence, in order to choose an optimal threshold, I use the recurrence rate method (Marwan et al., 2007), i.e., selecting \( \varepsilon \) in such a way that the recurrence rate \( RR \) is constant at \( RR = 5\% \).

Sufficient small values of \( \varepsilon \) decrease the recurrence point density in RPs and lead to better distinction of small variations, whereas larger values cause denser RPs but the sensitivity to detect small variations decreases.

I compare the entropy measures \( S_{RP} \), \( S_{RP}^{white} \) and \( S_{RP}^{density} \). Generally, the \( S_{RP} \) measure detects the transitions from chaotic to periodic and chaotic to periodic regimes by abrupt jumps. However, its correlation with the Lyapunov exponent \( \lambda \) is opposite to what one would expect. Moreover, the values within periodic windows are not consistent, e.g., for \( a \in [3.50,3.54] \) and \( a \in [3.82,3.85] \), the \( S_{RP} \) values are larger than during chaotic regimes, but for the periodic windows at \( a \in [3.2...] \) or \( a \in [3.75...] \), \( S_{RP} \) falls to zeros (see Fig. 3.6(b)).

Similarly, the general trend of \( S_{RP}^{white} \) is also anti-correlated to \( \lambda \) (Fig. 3.6(c)). In the larger periodic windows \( a \in [3.5,3.568] \) and \( a \in [3.82,3.85] \), \( S_{RP}^{white} \) has the highest values. However, the smaller periodic windows tend to have small \( S_{RP}^{white} \).

On the contrary, the relationship between the Lyapunov exponent and the density based entropy \( S_{RP}^{density} \) is generally positively correlated for the whole range of the bifurcation parameter \( r \). For periodic states, \( S_{RP}^{density} \) has lower values and during chaotic regions, it has larger values (Fig. 3.6(d)). At the critical values of \( a = 3.544, 3.564, 3.630, 3.741, \) and \( 3.841 \), \( S_{RP}^{density} \) reveals sharp jumps.

In order to quantify the relationship between the entropies (\( S_{RP} \), \( S_{RP}^{white} \) and \( S_{RP}^{density} \)) and the maximal Lyapunov exponent \( \lambda \), the Pearson correlation coefficient is used,

\[
\rho_{xy} = \frac{\text{cov}(x,y)}{\sigma_x \sigma_y}
\]  

where \( \text{cov}(x,y) \) is the covariance of two time series \( x \) and \( y \), \( \sigma_x \) and \( \sigma_y \) are their standard deviations, respectively. As we can see from the Table 3.1, \( S_{RP} \) and \( S_{RP}^{white} \) are anti-correlated with Lyapunov exponent. On the other hand, \( S_{RP}^{density} \) is positively correlated with the maximal Lyapunov exponent \( \lambda \).

<table>
<thead>
<tr>
<th>( \rho_{xy} )</th>
<th>( \lambda )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_{RP} )</td>
<td>-0.52</td>
</tr>
<tr>
<td>( S_{RP}^{white} )</td>
<td>-0.67</td>
</tr>
<tr>
<td>( S_{RP}^{density} )</td>
<td>0.81</td>
</tr>
</tbody>
</table>

Table 3.1: Correlation between entropies and Lyapunov exponent \( \lambda \) for the logistic map.
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Figure 3.6: Comparison between (a) the Lyapunov exponent $\lambda$, (b) $S_{RP}$ Eq. (3.3), (c) $S_{white}^{RP}$ Eq. (3.7) and (d) $S_{density}^{RP}$ Eq. (3.9) for the logistic map. Although the diagonal lines based entropies $S_{RP}$ and $S_{white}^{RP}$ show anti-correlated behaviour with the Lyapunov exponent, density based entropy $S_{density}^{RP}$ is positively correlated. The red dashed lines show the critical transition points and all measures are sensible with them.
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Obviously, the density based entropy $S_{\text{density}}^{\text{RP}}$ is more efficient measure to distinguish the behaviour of the system than the diagonal line based ones. Since its variation by the control parameter $r$ is similar to the Lyapunov exponent. Moreover, the absolute Pearson correlation coefficient of the density based entropy $S_{\text{density}}^{\text{RP}}$ is much higher than the diagonal based ones $S_{\text{RP}}$ and $S_{\text{RP}}^{\text{white}}$.

3.3 Entropy of Weighted Recurrence Plot

The selection of the arbitrary threshold distance $\varepsilon$ to define the recurrences is one of the challenges often encounter in recurrence based techniques. As mentioned before, there are several ways to select threshold values for a time series (Mindlin and Gilmore, 1992; Koebbe and Mayer-Kress, 1992; Zbilut and Webber, 1992; Thiel et al., 2002; Schinkel et al., 2008), but there is no certain technique to choose the best threshold $\varepsilon$. In the case of density based recurrence measures such as $S_{\text{RP}}^{\text{density}}$, one can discard arbitrary threshold parameter. In this section, I will introduce an additional new recurrence based tool that comes without the need of choosing a threshold value called weighted recurrence plot (wRP) and will introduce the associated Shannon entropy.

3.3.1 Weighted Recurrence Plot

The restriction of regular RPs naturally introduce a free parameter in the analysis through the threshold distance. Instead of considering a binary matrix (regular RP), I take into account the normalized distance matrix $W_{i,j} = ||x_i - x_j||$. Note that the binary matrix $R$ provides the information whether two points $i$ and $j$ are close or not in a $d$-dimensional phase space, whereas $W$ represents the distances between point pairs of the time series (sometimes also referred to as unthresholded RP (Sipers et al., 2011)). In order to consider proximity between points of the time series, I introduce the weight matrix

$$\tilde{W}_{i,j} = e^{-||x_i - x_j||} \quad (3.11)$$

which will be the base for our further analysis (Fig. 3.7). As particular weights $\tilde{W}_{i,j}$ I have chosen the inverse of the exponential distribution, because it scales the distances to the value range $[0, 1]$, with value one for close states and zero for non-close states. For example, periodic regimes with the occurrence of identical states at $i$ and $j = 2\pi ki$ result in $\tilde{W}_{i,j} = 1$, whereas for diverging states with large distances $\tilde{W}_{i,j}$ will tend to zero. This scaling behaviour is correlated with regular RP and therefore we call this new tool weighted recurrence plot.

In the definition of weighted recurrence plot ($\tilde{W}$), there is an additional benefit, i.e, it does not require selection of the recurrence threshold value $\varepsilon$. Therefore weighted RPs overcome this limitation and are independent of the arbitrary choice of threshold $\varepsilon$. 
Entropy of wRP

In order to define the Shannon entropy from wRP, I will use the same approach as I introduced previously in regular RP. First I define the strength $s_i$ of a point $i$ in the time series by

$$s_i = \sum_{j=1}^{N} \tilde{W}_{ij}.$$

(3.12)

As in the case of RP, the strength $s_i$ is the density heterogeneity at the time $i$ and one can define the associated Shannon entropy as

$$S_{wRP} = -\sum_{\{s\}} p(s) \log p(s),$$

(3.13)

where $p(s) = P(s)/S$ is the relative frequency distribution of the distance matrix strength and $S = \sum_{i} s_i$ is the total number of strengths.

Due to the binary recurrence matrix and the weighted distance matrix being positively correlated to each other (if two points $i$ and $j$ are identical $\tilde{W}_{ij} = 1$ and $R_{ij} = 1$ or far away between each other $\tilde{W}_{ij} \rightarrow 0$ and $R_{ij} = 0$), the expected outcomes of entropies $S_{\text{density}}$ and $S_{wRP}$ are positively correlated as well. Arbitrarily selected parameters are always a handicap for tools since the result of analysis strongly dependent on these parameters. It is quite important to find an invariant result for a particular time series via using only the system’s properties. Therefore, the wRP approach is more consistent tool than the RP.
3.3.2 Applications

After I defined the new distance based tool and its associated entropy, I compare the results using the logistic map. Furthermore, I demonstrate the power of the technique on the continuous Rössler and on experimental electrochemical data.

Logistic Map

In order to compare the results of $S_{wRP}$ with $S_{RP}^{\text{density}}$, first, I use time series data from the logistic map having the same properties as in Sec. 3.2.1. To evoke the technical details again: the map is investigated for the control parameter $r \in [3.5, 4.0]$ with a step size of $\Delta a = 0.0005$. For each value of $r$, I compute a time series of length $N = 5000$. In order to discard transients, I use only the last 3000 values of this time series.

Note that, in order to calculate $S_{wRP}$, 50 bins are used to derive the probability density function of strengths $p(s)$. As expected, $S_{wRP}$ is also positively correlated with the Lyapunov exponent of the logistic map for the all range of the control parameter $r$ as the density entropy of regular RP $S_{RP}^{\text{density}}$. Within periodic states, $S_{wRP}(s)$ has lower values and during chaotic regimes, it has higher values (Fig. 3.8). At the critical values of $a = 3.544, 3.564, 3.630, 3.741$, and 3.841, $S_{wRP}(s)$ reveals sharp jumps.

The correlation between $S_{wRP}(s)$ and the Lyapunov exponent is estimated as,

$$\rho(S_{wRP}(s), \lambda) = 0.85.$$

Positive correlation is found as expected. In the case of regular RP, the correlation between $S_{RP}^{\text{density}}$ and the Lyapunov exponent $\lambda$ is positive as well but it is less than the correlation between $S_{wRP}(s)$ and $\lambda$.

Rössler oscillator

The next application is a continuous flow, it is a mathematical model defined with coupled differential equations by Otto Rössler (Rössler, 1976),

$$\left(\frac{dx}{dt}, \frac{dy}{dt}, \frac{dz}{dt}\right) = (-y - z, x + ay, b + zc),$$

where the bifurcation parameter is $b \in [0.0, 2.0]$, and the other parameters are $a = 0.2$ and $c = 5.7$. Here I analyse the Poincaré section of the $y$-component of the Rössler oscillator. For this particular control parameters set, the behaviour of the dynamics is contrary to the logistic map, increasing the control parameter $b$ drives the system from the chaotic regime to the periodic ones. This behaviour can seen easily from the Lyapunov exponent Fig. 3.9(a). For each $b$ value, I create a time series of the length $N = 6 \times 10^5$ and exclude the transient responses by using only the last $5 \times 10^4$ data points for the following analysis. I applied the Poincaré section on the phase space and use only the inner points of the Poincaré section to calculate $\tilde{W}$ and to estimate
Figure 3.8: Comparison between (a) the Lyapunov exponent $\lambda$ and (b) $S_{wRP}(s)$ for the logistic map. The correlation between $\lambda$ and $S_{wRP}(s)$ is 0.85 and higher than other entropies $S_{RP}$, $S_{whiteRP}$ and $S_{densityRP}$. Moreover, $S_{wRP}(s)$ is not dependent on any arbitrary parameter such as recurrence threshold $\varepsilon$. Furthermore, while $S_{wRP}(s)$ is perfectly sensible to periodic to chaotic transition points (red dashed lines) as well as it is possible to detect periodic to periodic transitions (blue dashed lines) with the same measure.
the Shannon entropy of wRP $S_{wRP}(s)$. For each control parameter $b$, approximately 1,000 inner points of the Poincaré section are used to compute the RPs. In order to calculate $S_{wRP}$, I also use 50 bins to construct the probability density function of strengths $p(s)$ as in the logistic map case.

![Figure 3.9: Comparison between (a) the Lyapunov exponent $\lambda$ and (b) $S_{wRP}(s)$ for the Rössler oscillator. The Poincaré section over the $y$-component of the Rössler oscillator is used for the analysis. Therefore, I compare the results with the Lyapunov exponent of $y$-component of the system, $\lambda_y$. The critical transition points are plotted by red dashed lines.](image)

I estimate the wRP entropy $S_{wRP}$ for the Rössler oscillations just like for the logistic map. As expected, the general tendency is similar to the findings of the logistic map example: during periodic regimes, $S_{wRP}$ is lower than during the chaotic regimes (Fig. 3.9(b)). At the critical values of $b$, $S_{wRP}(s)$ reveals abrupt changes.

**Electrochemical Oscillators**

The calculation of Lyapunov exponents is often infeasible for systems whose equations of motion are not accessible, thus various estimators for measuring the divergence behavior of nonlinear dynamics have been suggested (Kantz and Schreiber, 1997).
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Now I will consider an application from electrochemistry, and apply the wRP approach on the experimental data sets. The goal is to demonstrate the capability of the wRP framework to grasp the complexity of patterns emerging from a real process.

The kinetics of nickel electrodissolution include charge transfer steps that exhibit negative differential resistance (NDR); this NDR behavior generates a range of nonlinear behavior in which the rate of metal dissolution (current) exhibits simple and complex periodic and chaotic behavior (Lev et al., 1989; Kiss et al., 2002; Kiss et al., 2002). In the experiment, 30 nickel wires (1 mm diameter) are employed as working electrodes in an electrochemical cell with Hg/Hg₂SO₄/(sat)K₂SO₄ reference and a Pt coated Ti rod counter electrodes in 4.5 M sulfuric acid solution at 10°C. The Ni wires were connected through 1.2 kΩ external resistances to a potentiostat (GillAC, ACM Instruments) that maintains constant circuit potential (V). The current time series for each wire (oscillator) are digitized at a rate of 200 Hz. Previous investigations showed that in this configuration there is negligible coupling among the wires and the oscillators can be regarded as independent (Koper, 1996). In addition, there exists an inherent heterogeneity due to varying surface conditions that creates a population of oscillators with slightly different dynamical characteristics, e.g., there is a frequency distribution with a range of about 10-20 mHz (Koper, 1996). The potential was incrementally increased by 10 mV from 1.3 to 1.4 V and about one thousand oscillations were collected at each potential. The frequency of the oscillations changed from 1.9 Hz (1.3 V) to 1.8 Hz (1.4 V). Transitions from simple periodic oscillations through complex oscillations to chaotic oscillations and back to complex oscillations was visually observed with increase of the potential. Inspection of the data reveals the waveform of oscillations were preeminently period-1 (1.30 to 1.33 V) (P1), period-4 (1.34 to 1.35 V), chaos (1.36 to 1.39 V), and period-3 (1.4 V) (P3). This data is consistent with previous observation that a complex behavior is generated with a period-doubling bifurcation to chaos with the presence of intermittent periodic windows (Lev et al., 1989; Kiss et al., 2000).

The time series from 30 electrode for different values of voltage are analyzed by $S_{wRP}$. The pattern of Fig. 3.10 shows that the periodic region (1.30-1.35) has small values of entropy and the chaotic region (1.36 to 1.39 V) has larger values. There are differences between the entropies of the individual oscillators since this is real experimental data. That means each oscillator can be affected from different noise, or oscillator can slightly differ from each other and so on.

In order to see the general outcome from all this oscillators, I averaged the results over all 30 oscillators Fig. 3.11. Because of the average, the trends in the changes of the regimes are better seen as the circuit potential is varied. It is easier to see the trend of the entropies due to changing the voltage of the system. The averaged entropy of wRP $S_{wRP}$ is again correlated with the behaviour of the system.

Overall, I conclude that the $S_{wRP}$ is suitable to reveal the complexity of the chemical reaction process; it has normalized values less than 0.2 for simple periodic oscillations, 0.2 to 0.7 for complex periodic (e.g., period 4 and period 3) oscillations, and larger than 0.7 for chaotic oscillations.
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Figure 3.10: Entropy of wRP $S_{wRP}$ of 30 electrochemical oscillators as a function of circuit voltage. Colormap shows the entropy of wRP associated to the time series of each electrodes for different voltages.

Figure 3.11: Averaged normalized entropy of wRP $S_{wRP}$ over all 30 electrochemical oscillators for different voltages.
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3.4 Summary

In this chapter I introduced the meaning of entropy and showed how entropy behaves as function of the frequency distributions. In the nature of RP, there are matrix limitations and due to these boundaries, probability distribution functions of diagonal lines are not fair. Therefore, when one use the Shannon entropy as a complexity measure, the outcome is anti-correlated with the Lyapunov exponent. In order to overcome this, I developed a new density based the Shannon entropy from regular RP, $S_{\text{density}}^\text{RP}$. I compared this new definition with pre-existing diagonal based entropies. I found that the density based measure is positively correlated and it is more correlated than absolute value of the diagonal based ones. However, there is a pitfall for this measure, in general, random processes are uniformly distributed in a phase space. Therefore, density based entropy definition cannot distinguish the behaviour either periodic or stochastic and is suggested for deterministic systems.

In order to get rid of the handicap of arbitrary threshold selection, I introduced the weighted recurrence plot. I applied the density based entropy definition on this new unthresholded approach and tested it on a discrete map (the logistic map), a continuous flow (the Rössler oscillator) and a real-world experiment (electrochemical oscillators). All results show that the wRP entropy $S_{\text{wRP}}$ is a powerful measure and well suited to detect transitions in the underlaying dynamics. Specifically, where the Lyapunov exponent calculation is not possible due to limited number of time series points, of real data sets, $S_{\text{wRP}}$ detects different regimes very significantly.
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Threshold Selection for Recurrence Networks

In nature and man-made systems, one of the most important structures are networks. Examples include collection of coupled biological and chemical systems, brain networks, power grid networks, superconductors, geological models, ecosystems etc. Naturally, it is very interesting to understand these structures in detail. In the last few decades, elaborative studies of real world complex systems depend on our understanding of the underlying structural features of networks. In order to analyze networks quantitively, many measures have been developed, based on structural characteristics.

During the last decades, network theory became a very popular tool to analyze time series as well. Network measures associated to local couplings and global structure have been used to determine the complexity or underlying dynamics of systems. In other words, networks are constructed from time series to investigate their structural properties. There are different ways to create networks from time series. In this chapter I will briefly mention these different network reconstruction techniques and focus on the recurrence based one, namely recurrence networks (RN). As in the recurrence plot case, RNs have an arbitrary threshold value too. Hence, the threshold parameter is very important in order to avoid bias of the analysis.

In this chapter, I propose a new method to select the recurrence threshold adaptively for a particular time series, the method was published in Nonlinear Processes in Geophysics (Eroglu et al., 2014a). I compare the results with constant and adaptive thresholds to study periodic–chaos and even periodic–periodic transitions in the dynamics of a prototypical model system. This novel method is then used to identify climate transitions from a lake sediment record.

4.1 Graph Theory

Graph theory is the mathematical framework to investigate networks. Graphs are formed by a set of nodes (vertices) and a set of edges (links) that connect the nodes (Fig. 4.1). Each network is a graph and can be investigated by graph theory.

As mentioned before, there are many kinds of different networks in nature and in man-made systems. In order to understand different structures, these many network models have been developed. If there are no self-loops for any nodes, a network is called simple network (Fig. 4.1). An undirected graph where all edges are bidirectional,
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![Figure 4.1: A simple graph.](image)

means if node-\(i\) is connected to node-\(j\) with a bidirectional link, node-\(i\) is in interaction with node-\(j\) and node-\(j\) is in interaction with node-\(i\) (Fig. 4.2(a)). Undirected simple networks are not always very realistic. For instance, World Wide Web is one of the most famous network and there are links between web pages. These links are one way directed ones, and the network is called directed (Fig. 4.2(c)). The creation of more complex networks is possible and different kind of nodes or weighted edges and so on can be used. But in this thesis I focus on undirected and unweighted networks. More details can be found in (Newman, 2010).

A path in a graph is a sequence of connected nodes, without repetition. The diameter of a network \(d\) determines the greatest length of the shortest path between any two nodes on the graph. In order to find the diameter of a graph, first find all shortest path length and the greatest one is the diameter of the network. If there is an isolated part in the graph, one or more nodes are unconnected with the network, then the diameter of the network is infinite. A network with finite diameter is called connected (Fig. 4.2(a)), otherwise unconnected (Fig. 4.2(b)).

### 4.1.1 Adjacency and Laplacian Matrices

In graph theory, connections between nodes can be described with the adjacency matrix \(A\), which holds the topological information of the graph structure, i.e.,

\[
A_{i,j} = \begin{cases} 
1, & \text{if node-}i \text{ and node-}j \text{ are connected} \\
0, & \text{otherwise.} 
\end{cases} \tag{4.1}
\]
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Figure 4.2: Various graph examples: (a) connected graph, (b) unconnected graph, and (c) directed graph

The adjacency matrix of an undirected network is a symmetric matrix. The degree $k_i$ is total number of edges connected to the $i$th node in the graph. It is easy to describe it mathematically by,

$$k_i = \sum_{j=i}^{N} A_{i,j} \quad (4.2)$$

The Laplacian matrix $L$ is another way to represent a network by,

$$L_{i,j} = \begin{cases} k_i, & \text{if } i = j \\ -1, & \text{if node-}i \text{ and node-} j \text{ are connected} \\ 0, & \text{otherwise.} \end{cases} \quad (4.3)$$

There is a direct relationship between the Laplacian and the adjacency matrix. The relationship is given by,

$$L = D - A, \quad (4.4)$$

where $D = diag(k_1, k_2, ..., k_n)$ is the diagonal matrix of degrees. The Laplacian matrix will be the backbone of my investigation in the following chapters. I will use the eigenvalue spectrum of the Laplacian matrix to find an optimal parameter for reconstructing a network from time series.

The spectrum of the Laplacian matrix $L$ holds a lot of structural information of networks such as algebraic connectivity density of a graph or spreading speed of a random walk on a graph etc. In my study, the most important eigenvalue of the Laplacian matrix is the smallest nonzero one ($\lambda_2$) since it tells us if a network is
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connected or not.

Now I consider $G$ is an undirected networks and the associated Laplacian matrix is $L$. Clearly, $L$ is a symmetric matrix and hence its eigenvalues are real. To proof this I can simply write,

$$L = L^\dagger$$

(4.5)

where $L^\dagger$ is the Hermitian conjugate of $L$.

$$L\nu = \lambda\nu,$$

(4.6)

where $\nu$ is the eigenvector and $\lambda$ is the eigenvalue of $L$. If I left-multiply with an eigenvector $(\nu^\dagger)$ to Eq. (4.6),

$$\nu^\dagger L\nu = \nu^\dagger \lambda \nu = \lambda \nu^\dagger \nu$$

(4.7)

$$(\nu^\dagger L\nu)^\dagger = (\lambda \nu^\dagger \nu)^\dagger$$

(4.8)

$$\nu^\dagger L\nu = \nu^\dagger \lambda^\dagger \nu$$

(4.9)

$$\lambda = \lambda^\dagger$$

(4.10)

where $(\nu^\dagger L\nu)^\dagger = \nu^\dagger L\nu$. It follows that Hermitian matrices have real eigenvalues.

The eigenvalues of the Laplacian matrix $L$ cannot be negative. Assume that, the network $G$ has $n$ nodes and $m$ edges. Now if I consider each edge’s ending points tagged as first and second end point randomly. It is of no importance how one selects which end is the first and which one is second. Therefore, one can determine a matrix $B$ with the size of $m \times n$,

$$B_{i,j} = \begin{cases} 
1, & \text{if edge-}i \text{ connected to node-}j \text{ with first end point} \\
-1, & \text{if edge-}i \text{ connected to node-}j \text{ with second end point} \\
0, & \text{otherwise}.
\end{cases}$$

(4.11)

This algorithm gives us such a matrix $B$ that one element is 1, another one element is $-1$ and the rest zeros for each row in the matrix. There is a relationship between $B$ and the Laplacian matrix $L$. Multiplication of the elements of matrix $B$ gives $L$,

$$L_{i,j} = \sum_k B_{k,i}B_{k,j}.$$ According the Cholesky decomposition, I can write it in matrix multiplication form as,

$$L = B^TB,$$

(4.12)

where $B^T$ is the transpose of $B$. If $\lambda_i$ is the eigenvalue of $\nu_i$ for the Laplacian matrix $L$, one can write the equation below,

$$\nu_i^TB^TB\nu_i = \nu_i^TL\nu_i = \lambda_i\nu_i^T\nu_i = \lambda_i,$$

(4.13)
Obviously, \( \lambda_i \) are given by the scalar multiplication of \((Bu_i)^T\) and \(Bu_i\). Therefore, \( \lambda_i \) is derived from the summation of squared real numbers and cannot be negative.

\[
\lambda_i \geq 0 \quad \text{for all } i = 1, 2, \ldots, n \tag{4.14}
\]

Since the row sum is zero, the Laplacian matrix has one zero eigenvalue with an associated eigenvector of ones \(1\). It is easy to proof that by multiplying the Laplacian matrix \(L\) with \(1 = (1, \ldots, 1)^T\),

\[
\sum_j L_{i,j} \times 1 = \sum_j (\delta_{i,j}k_i - A_{i,j}) = k_i - \sum_j A_{i,j} = k_i - k_i = 0 \tag{4.15}
\]

One can simply summarize the properties of eigenvalues of the Laplacian until now by,

\[
0 = \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_n, \tag{4.16}
\]

the equation follows the Gershgorin theorem (Varga, 2010).

The number of zero eigenvalues denotes to the number of unconnected components in the network. Assume that a network \(G\) consists of \(r\) connected subcomponents \(G_1, G_2, \ldots, G_r\) and each subcomponent has its own Laplacian matrix \(L_1, L_2, \ldots, L_r\). Then, the Laplacian \(L\) of the giant network \(G\) splits into the Laplacian of subcomponents \(L_1, L_2, \ldots, L_r\). Let \(m\) be number of zero eigenvalues. Then each \(L_i\) has an eigenvector \(v_i\) with zero eigenvalue. The eigenvector \(z_i = (z_1^i, \ldots, z_n^i)\) of \(L\) can be defined as \(z_j^i\) equals 1 if \(j\) is an element of the \(i\)th subgraph and zero otherwise, thus \(m \geq r\). In order to complete the proof, I need to show that entries of any eigenvector \(g\) associated with zero eigenvalue are constant. I assume that \(g\) is a non constant eigenvector associated with zero eigenvalue, and the largest element of the eigenvector is \(g_\ell > 0\). Under these assumptions, it is clear that \((Lg)_\ell = 0\) since the eigenvalue is zero.

\[
(Lg)_\ell = \sum_j L_{\ell,j}g_j = \sum_j (k_\ell \delta_{\ell,j} - A_{\ell,j})g_j = 0 \tag{4.17}
\]

then \(g_\ell\) equals to the mean of the values of \(g\) assigned to its neighbours by,

\[
g_\ell = \frac{\sum_j A_{\ell,j}g_j}{k_\ell} \tag{4.18}
\]

Therefore, all elements of \(g\) are equal, in other words, \(g\) must be a constant eigenvector. Moreover, it shows that the spectral gap \(\lambda_2\) of the connected graph must be larger than zero.

The spectrum of the Laplacian matrix of a network contains more information about networks but I will use this particular feature in my novel work in the next section.
Network-based approaches have taken an important place in dynamical system analysis. There are several algorithms to generate networks from time series. The main goal of the transformations is to analyze and to quantify the feature of the time series. Complex network measurements are useful to investigate and understand the complex behavior of real world systems such as social, computer (Newman, 2002), or brain networks (Singer, 1999). The adjacency matrix of a complex network contains the structure of the system, thus, determines the links between the nodes of a network.

There are several ways to produce a network from time series data. The first algorithm is proposed by Zhang and Small in 2006 (Zhang and Small, 2006), and nodes were chosen from cycles in a time series. In order to link the nodes, they used a similarity measures. If cycle-i and cycle-j are sufficiently similar, node-i is connected to node-j. The advantage of this approach is that it is very robust to noise, but to construct a network, time series should be sufficiently oscillatory. Otherwise, there is no way to define cycles. In general, cycles of a time series are not enough to apply this technique. Therefore, the approach is improved by performing time delay phase space reconstructions (Xu et al., 2008). A time delay embedding allows to create more functional time series and analyze it in more details.

Another way to create a network from a time series is recurrence networks (RNs). The creation of RNs is very similar to recurrence plots (see Chap. 2), closeness of points in the phase space is the main idea to generate the network. RNs will be the main focus for the remaining part of this chapter.

Lacasa et al. (2008) introduced a new method, called visibility graph, based on correlation and self-similarities in the data. The visibility graph approach has been adopted from the field of computational geometry and has been introduced to detect mutual visibility relationships between points of a time series (Lozano-Pérez and Wesley, 1979; Nagy, 1994; Floriani et al., 1994; Turner et al., 2001). Thereafter visibility graphs have been applied to different fields such as geoscience and financial data (Donner and Donges, 2012). The main advantage of this method is that it is a well-suited tool to characterize different stochastic behaviour and self-similar sequences.

The last member of the family of network generator from time series has been proposed by Small (2013). This new approach depends on dynamical properties of a particular time series, instead of using closeness of nodes in the phase space or self-similarities of sequences. Nodes are created by dynamical pattern orders and linked based on temporal succession. In order to create this kind of network, differently from other phase space based techniques, time delay reconstruction is not necessary. Symbolic encoding of w points creates the nodes. Although using the dynamical properties of a time series is a very suitable approach to understand the underlying dynamics, the pitfall of this technique is the arbitrarily selected window size w.
4.2.1 Recurrence Networks

Recurrence networks are based on the recurrence matrix (Eq. (2.10)) which is a $N \times N$ matrix where $N$ is the length of the phase space trajectory (the number of time steps). I now consider these time steps as nodes of a network; if the nodes are sufficiently close to each other, in other words, if the space vectors are neighbours, there is a link between them. In network theory, connections between network nodes can be described with the adjacency matrix $A$, with $A_{i,j} = 1$ if there is a link between nodes $i$ and $j$, otherwise $A_{i,j} = 0$. To obtain the adjacency matrix from the recurrence matrix, I discard self-loops in the recurrence matrix, i.e.,

$$A_{i,j} = R_{i,j} - \delta_{i,j}, \quad (4.19)$$

where $\delta_{i,j}$ is the Kronecker delta ($\delta_{i,j} = 1$ if $i = j$, otherwise $\delta_{i,j} = 0$).

As mentioned before, the number of links of the $i$th node (the degree) is given by $k_i = \sum_j A_{i,j}$. In this work I use the eigenvalue spectrum of the Laplacian matrix $L$ to find an adaptive threshold $\varepsilon_c$, where $L_{i,j} = \delta_{i,j}k_i - A_{i,j}$.

The crucial point in this study is choosing the adaptive closeness threshold ($\varepsilon$) for calculating the RN. A threshold for recurrence based methods should be sufficiently small (Marwan et al., 2007; Donner et al., 2010; Donges et al., 2012). Too small $\varepsilon$ cause very sparsely connected RN with many isolated components; too large $\varepsilon$ results in an almost completely connected network. For data sets which are not smooth, choosing an actually reasonable small threshold could nevertheless result in unconnected recurrence network components. These unconnected components would cause problems for some complex network measures, since some of them need a connected network to be computed for the entire network. For example, even if we have just one node that is not connected to the network, the average path length will be always infinite for the entire network. An even more important motivation for avoiding isolated components in the RN is that the RN provides a large amount of information about the dynamics of the underlying system although it contains only binary information. This has been demonstrated by reconstructing time series from RPs (Thiel et al., 2004b; Hirata et al., 2008). The condition for reconstructing a time series from a RP is that all points are connected by their neighborhoods, i.e., there are no isolated components. By applying recurrence measures I would like to quantify the dynamics encoded by the RN. This can be ensured by the above mentioned condition.

To find a sufficiently small threshold $\varepsilon$ that fulfills the desired condition of connected neighborhoods, I will use the connectivity properties of the network. In particular, I choose the value for $\varepsilon$ that is the smallest one for the RN to be connected. In order to find such an adaptive threshold, I start from very small values of the threshold and vary the $\varepsilon$ parameter until I get a connected network. In order to apply this approach efficiently, I use an iterative bisection method in the simulations (Fig. 4.3).

As I have mentioned in Sec. 4.1.1, the connectivity of a network can be measured by the second smallest eigenvalue $\lambda_2$ of the Laplacian matrix, i.e. the network is
Figure 4.3: Variation of the threshold $\varepsilon$ for very small segment of the logistic map as an illustrative example (control parameter $a = 4.0$). For a small $\varepsilon$ value, network is not connected means some nodes are not involved in the structure such as $\varepsilon = 0.1, \ldots, 0.5$. Therefore, when one analyzes these structures, there is no meaning of unconnected nodes. In other words, some points of a time series are ignored. Thus, a lot of information of time series is lost. For large $\varepsilon$ values, there is no unconnected component anymore. According to the definition of threshold selection, it needs to be sufficiently small. Therefore, the best selection of a threshold is that connected network with the smallest $\varepsilon$. For this particular example, the threshold can be $\varepsilon = 0.6$. 
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connected $\lambda_2 > 0$ (Boccaletti et al., 2006). I choose the adaptive threshold value as the minimum value of the sequence of thresholds $T = T_i, T_{i+1}, \ldots$ when the second minimum eigenvalue $\lambda_2$ is positive,

$$\varepsilon_c = \min(T) \text{ with } T = \{T_i \mid \forall i : \lambda_2(T_i) > 0\}.$$  \hspace{1cm} (4.20)

Values $\varepsilon$ below the critical value $\varepsilon_c$ are indicating the existence of unconnected components in the RN (Fig. 4.4). After that critical threshold, $\lambda_2$ becomes positive and if I still increase the threshold the connectivity of the RN is increasing. By choosing the critical point $\varepsilon_c$ as the recurrence threshold, I ensure that the RN will be connected by the smallest threshold possible.

Figure 4.4: Variation of the second smallest eigenvalue of the Laplacian $\lambda_2$ due to changing threshold value, using the logistic map as an illustrative example (control parameter $a = 4.0$). $\lambda_2 = 0$ for thresholds below a critical value $\varepsilon_c$, indicating the existence of unconnected components in the RN. For $\varepsilon > \varepsilon_c$, there are no unconnected components in the RN anymore. The adaptive threshold value for this time series is $\varepsilon_c \approx 0.19$.

4.3 Applications

4.3.1 Logistic map

As a first application I compare some RN measures for using first the adaptive and then constant threshold approach by analysing the logistic map

$$x_{i+1} = ax_i(1 - x_i).$$  \hspace{1cm} (4.21)

The detection of transitions between these different regimes was studied with RP and RN previously (Trulla et al., 1996; Marwan et al., 2009). I again focus on the range
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\( a \in [3.5, 4.0] \) with step size of \( \Delta a = 0.0005 \) and discard transients, I delete the first 2000 points of the time series of \( N = 5000 \) to avoid transients.

For the constant threshold selection method, I use the recurrence rate method to choose a threshold value: a threshold is selected in such a way that the recurrence rate \( RR \) is constant even for different time series with different dynamics (e.g., different values of \( a \)) (Marwan et al., 2007). In this work, I arbitrarily select \( RR = 5\% \).

Now I compute the RNs by using the given threshold selection techniques \( \varepsilon \) and \( \varepsilon_c \) for each control parameter \( a \). I then calculate transitivity \( T \) and betweenness centrality \( BC \) in order to detect the transitions from periodic to chaotic, chaotic to periodic states, bifurcations and inner(outer)-crisis. The network transitivity is given by,

\[
T = \frac{\sum_{i,j,k} A_{i,j} A_{j,k} A_{k,i}}{\sum_{i,j,k} A_{k,i} A_{k,j}}, \quad T \in [0, 1].
\]  

The average betweenness centrality of network,

\[
BC = \frac{1}{N} \sum_v \sum_{s \neq v \neq t} \frac{\sigma_{st}(v)}{\sigma_{st}}, \quad BC \in [0, \infty[,
\]  

where \( \sigma_{st} \) is the total number of shortest paths from node \( s \) to node \( t \) and \( \sigma_{st}(v) \) is number of those paths that pass through \( v \). As mentioned in the previous section, not all complex network measures can be applied to a disconnected network. Therefore, it would cause problems to compute the measures on RNs resulting from the constant threshold technique, since the network could be disconnected. For instance, to compute the average shortest path length or assortativity for an entire network, the network must be connected (Newman, 2002; Newman, 2003). Disconnected nodes of the network could be discarded from the calculation, but in this case, I would lose information. In the adaptive threshold case, I could calculate all these measurements on the entire network since the selection of the adaptive threshold ensures that the recurrence network is connected.

Both threshold selection methods could detect transitions between dynamical regimes (periodic-chaos or chaos-periodic). Transitivity gives large values for the chaotic regime and small values for periodic. The betweenness centrality case is contrary to transitivity, and shows large values for periodic and small values for the chaotic regimes. Although the constant threshold selection detects the periodic windows (chaos-period transitions) more sharply than the adaptive threshold case, the transitivity and betweenness centrality for the constant threshold selection case, \( T_{\text{constant}} \) and \( BC_{\text{constant}} \), cannot distinguish between different periodic dynamics, i.e., cannot detect certain bifurcation points such as for period doublings, e.g., at \( a \approx 3.544, 3.564, 3.84 \). Contrary, in the adaptively chosen threshold case, \( T_{\text{adaptive}} \) and \( BC_{\text{adaptive}} \) are sensitive to these bifurcations (Figs. 4.5, 4.6). Thus, using the adaptive threshold allows also the detection of periodic–periodic transitions (i.e., the study of bifurcation points where the maximal Lyapunov exponent stays non-positive).
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Figure 4.5: (a) Lyapunov exponent and transitivity using (b) adaptive threshold and (c) constant threshold for the logistic map. Dashed lines show certain bifurcation points before the chaotic regime.
Figure 4.6: (a) Lyapunov exponent and betweenness centrality using (b) adaptive threshold and (c) constant threshold for the logistic map. Dashed lines show certain bifurcation points before the chaotic regime.
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4.3.2 Application to palaeoclimate record

Lake sediments provide valuable archives of past climate variations. The study of palaeoclimate variation helps in understanding and evaluating possible future climate change.

In the following I will focus on a well dated high resolution climate archive from palaeolake Lisan located beneath the archaeological site of Massada in the Near East (Prasad et al., 2004; Prasad et al., 2009). The sediments from the Upper Member were deposited (26 – 18 cal ka BP) when the lake reached its highest stands (Bartov et al., 2003; Torfstein et al., 2013). The sedimentary sequence contains varves comprising seasonally deposited primary (evaporitic) aragonite and silty detritus (Prasad et al., 2004). The pure aragonite sublaminae were precipitated from the upper layer of the lake during summer evaporation. Their formation requires inflow of HCO$_3^-$ ions into the lake from the catchment area during winter floods (Stein et al., 2003) that also bring in silty detrital material. One detrital and overlying aragonite sublaminae constitute a varve. Previous studies (Prasad et al., 2004; Torfstein et al., 2013) indicate that small ice-rafting events (denoted as a, b, c, and d), as well as prominent Heinrich events in the North Atlantic, are associated with the Eastern Mediterranean arid intervals. The study of seasonal sublaminae yields evidence of decadal to century scale arid events that correlate with cooler temperatures at higher latitudes. Analyses in the frequency domain indicate the presence of periodicities centered at 1500 yr, 500 yr, 192 yr, 139 yr, 90 yr, and 50 – 60 yr, suggesting a solar forcing on climate (Prasad et al., 2004).

I use the yearly sampled pure aragonite proxy (CaCO$_3$) from the palaeolake Lisan for my RN analysis (Fig. 4.8a). I use a time delay embedding with dimension $m = 3$ and delay $\tau = 2$ (these parameters have been computed by standard procedure using false nearest neighbours and mutual information (Packard et al., 1980; Kantz and Schreiber, 1997)) for reconstructing the phase space. To detect dynamical transitions in the palaeoclimate data, I adopt a sliding window of $W$ data points with a step size of $\Delta W$. RNs are computed for each window of the time series one by one. I have chosen a sampling window size of $\Delta T = 100$ yr with 90% overlap corresponding to a time window size of $W \approx 100$ data points (since there are some gaps in the data, it is not exactly 100). The time series’ length is $N = 7665$ and the total number of the windows analysed is

$$\frac{N - W}{\Delta W} \approx 755.$$ 

Transitivity and betweenness centrality is then calculated within these windows (Fig. 4.8b and c). As I have shown for the logistic map, transitivity and betweenness centrality are both sensitive to detect transitions. Larger values of transitivity $T$ refer to regular behaviour, whereas smaller values to more irregular dynamics in the particular time series window.

The grey shaded horizontal band in Fig. 4.8b, c is the confidence interval of the network measures. I apply a simple test in order to see whether the characteristics of the dynamics at a certain time statistically differs from the general characteristics of
the dynamics. In order to apply this statistical test, I use the following approach. I create surrogate data segments of length $W$ by drawing data points randomly from the entire time series and I compute the RN and the network measures from such a surrogate segment. I repeat this 10,000 times and have an empirical test distribution of transitivity $T$ and betweenness centrality $BC$. A confidence interval is then estimated from these distributions by their 0.05 and 0.95 quantiles.

Previous studies (Prasad et al., 2004) had identified multiple climate fluctuations in the varved Lisan record and correlated them with the Greenland oxygen isotope data (indicative of temperature changes, (Stuiver and Grootes, 2000)) and ice rafting events in the north Atlantic (Bond et al., 1997). The blue and orange vertical bars in Fig. 4.8 delineate periods of cooling and warming respectively in the higher latitudes that resulted in drier and wetter episodes in the eastern Mediterranean.

The network measures $T$ and $BC$ both indicate abrupt transitions (Fig. 4.8b, c). In particular for $T$, the values jump between high and low values. $T$ reveals epochs of significantly low values at around 25.8–25.6, 25.2–25.1, 24.3–24.2, 24.0–23.9, 22.8–22.6, 22.3–22.1, 21.5–21.1, 21.7, 20.6–20.5, 20.1–19.9, 19.8–19.6, and 19.3–18.9 cal ka BP. The periods 25.8–25.6, 22.3–22.1, 21.5–21.1, and 19.3–18.9 cal ka BP correspond to the known Bond events $d$, $c$, $b$, and $a$, and the epoch between 24.3 and 23.9 cal ka BP coincides with the Heinrich H2 event. During the interstadial peaks IS2 at 23.8–23.7 and 23.3–23.2 cal ka BP, $T$ shows significant high values, almost reaching the value...
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one. $BC$ exhibits a rather similar behavior of abrupt transitions like $T$, but with opposite sign. A general observation is that low values in $T$ can be found during dry but high values during wet regimes, and that such regimes change abruptly.

A high transitivity value indicates a more regular deposition of aragonite, and, thus, a more regular, or even periodic climate variability. This could be an indication for a dominant role of the (more or less periodic) solar forcing via its influence on the temperature in the higher latitudes. During phases of a colder North Atlantic, the solar forcing become less important but regional climate effects more important and therefore dominating, causing a more complex, irregular climate variability, finally indicated by low values of $T$.

Combining the maxima of $T$ and minima of $BC$, I can identify the above mentioned periods of non-regular climate dynamics. Most of these periods correspond to cold events, e.g., the Bond, Heinrich events as well as the Lisan lake events L3 till L13 (Prasad et al., 2004). Several regular periods can be identified, some of them coinciding with the warm period during the interstadial IS2. Few remaining periods of high or low regularity have not yet been identified in the literature so far and call for further investigation.

The abrupt changes in $T$ are available due to the adaptive threshold. By using a constant threshold, $T$ varies only slowly and more gradual. Identifying the accurate times of climate regime shifts becomes more difficult in this case.
Figure 4.8: (a) Aragonite (\(\text{CaCO}_3\)) record from palaeolake Lisan, (b) transitivity, and (c) betweenness centrality results of RN using the adaptive threshold. Abrupt changes in \(T\) and \(BC\) indicate transitions between different climate regimes. Dry events in Lake Lisan (cooling of the higher latitudes) are marked by blue bars and two interstadial peaks (warming) by orange bars. The gray shaded band is the 90\% confidence interval for the networks measures.
4.4 Summary

I have introduced a novel method to chose the recurrence threshold adaptively and compared it with the constant threshold selection technique. The selection of recurrence thresholds for recurrence plots and recurrence networks is a crucial step for these techniques. So far, the threshold had to be chosen arbitrarily, taking into account different criteria and application cases as well as requiring some expertise. Here I have proposed a novel technique to determine such a threshold value automatically depending on the time series. Such an adaptive threshold is directly derived from the topology of the recurrence network. It is selected in such a way that the recurrence network does not have unconnected components. I have discussed transitivity and betweenness centrality measures of the complex network approach. Both measures are related to the regularity of the dynamics.

I have compared the novel adaptive threshold selection with the arbitrarily selected threshold by applying them to the logistic map. Although both methods distinguish the dynamical regimes clearly, the adaptively chosen threshold approach detects much more bifurcations, in particular such as period doubling. Such bifurcations are important characteristics of nonlinear dynamics, since these bifurcations route to chaos via period doubling.

Moreover, I have used our approach to investigate a palaeoclimate proxy record from the palaeolake Lisan representing the climate variability in the near East between 27 and 18 cal ka BP. Both transitivity and betweenness centrality measures clearly identified transitions between wet and dry (and vice versa) periods by an abrupt decrease of dynamical regularity, perhaps due to a reduced solar influence. The new method identified some transitions which have not been known so far from the literature and require further investigation, e.g., by analyzing other proxy records from this region. By choosing the adaptive threshold, I have been able to identify the transitions more clearly than by using the arbitrary selected threshold approach.
Chapter 5
The Transformation-Cost Time Series

Time series analysis is an important subject and there are many benefits of it such as understanding the past, estimating the future, evaluating or comparing nonlinear dynamics. According to these different goals, many techniques have been developed over the years. Generally, these methods are introduced for regular time series. However, there are some challenges in real-world time series, e.g., cumulative trends or irregular sampling. In order to deal with these difficulties, many preprocessing methods are introduced such as filtering, detrending or interpolation. Some of these techniques transform an irregular time series to a regular one (ready to processing) while the time series is deformed and loses a lot information.

In this chapter, I discuss a novel approach called ‘the TrAnsformation-Cost Time-Series’ (TACTS) that can be used to analyse irregularly sampled time series with less damages to the data. This approach is developed together by me and my colleague Ibrahim Ozken. We contributed equally to the research presented. The TATCS method was published in Physical Review E (Ozken et al., 2015). I demonstrate the potential of TACTS on prototypical examples of discrete and continuous time series as well as on a paleo-climate time series. In the last part of the chapter, I present very interesting findings on the relationship of the Holocene East Asian – Australian summer monsoons with TACTS and recurrence plots. This last application, Sec. 5.4.2, follows my recently submitted work (Eroglu et al., 2015).

5.1 Challenges of Real-World Data Sets

5.1.1 Cumulative or Functional Trends in Data Sets

In real-world applications, trends on data are a common problem. For instance, if one applies recurrence-based approaches on a time series with such trend, the data needs to be detrended, otherwise the system will not be recurrent. There are different approaches to detrend a data such as removing linear trends from the data or separating the data into small windows, and subtract the window’s mean from each point of associated segments (Peng et al., 1994; Ossadnik et al., 1994). A time series is an observation of a system, in other words, it represents a feature of a system. For instance, let \( x \) be a position variable in a one-dimensional motion, and \( v \) the velocity of the system. If the time sampling is known, it is easy to transform between these two variables, i.e., these two parameters are dependent on each other over time.
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An observation of the time series of only one variable, \( x \) or \( v \), is sufficient to describe the system. Let me further exemplify this on a simple signal by a superposition of three sinusoids with a trend parameter \( a \),

\[
x(t) = at + \sum_{i}^{3} \sin(\omega_i t + \rho),
\]

where \( \omega_i = \frac{2\pi}{T_i} \) is the frequency of the \( i \)th sinusoid with \( T_i = [18, 21, 41] \) and \( \rho \) is a random number from a uniform distribution, \( \rho \in (0, 2\pi) \). Eq. (5.1) gives us a simple trended stochastic process such as in paleoclimate time series. Now I can generate another time series depending on the first one by,

\[
v(t) = x(t) - x(t + \Delta t),
\]

where \( v \) is another time series associated with the same system, and this transformation Eq. (5.2) detrends the data. Now I compare RPs of time series generated by Eq. (5.1) and transformations by Eq. (5.2). Fig. 5.1(a) is reference figure since there is no trend \( a = 0 \) for both time series \( x \) and \( v \) and their associated RPs are similar.

For increasing the parameter \( a \), the time series of \( x \) inclines while the shape of \( v \) does not change Fig. 5.1(b,c). Therefore, the RPs of \( x \) drift from the corners of the RP to the line of identity, on the contrary the RPs of \( v \) stay constant. Now I have shown that the transformation Eq. (5.2) detrends the time series but, of course, another question appears: “Does the analysis of this new time series \( v \) really allows us to detect the same transitions as with \( x \)?”. In order to answer this question, it is possible to apply this transformation on synthetical time series and compare the results from both \( x \) and \( v \).

The logistic map is a good candidate to take as an example since its behaviour and transition points are well known from the previous sections. I rewrite the equation of the logistic map again,

\[
x_{i+1} = rx_i(1 - x_i).
\]

Here I use the same parameters and data sets as in the previous chapter (see Sec. 2.2.2). Then it is easy to obtain the associated time series \( v \) from Eq. (5.2). In order to compare the analyses of \( x \) and \( v \) time series, I have used the DET measure of RPs (Eq. (2.20)) since it is a well-suitable measure to find transitions.

In Fig. 5.2 I present the results. The Lyapunov exponent of the logistic map for the selected range of control parameter \( r \in [3.5, 4] \) is plotted in Fig. 5.2(a). The determinism is calculated for both time series \( x \) and \( y \) and the results are given in Fig. 5.2(b,c). Comparison with the Lyapunov exponent shows that the determinism of both time series \( x \) and \( y \) tracks the transitions of the different regimes for all regions of control parameter \( r \). All instantaneous drops in the determinism values indicate the transitions between positive–negative regions of the Lyapunov exponent. The transitions are highlighted with dashed lines in Fig. 5.2. Therefore, the analysis
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Figure 5.1: Generated time series $x$ with Eq. (5.1), transformations from $x$ to $v$ with Eq. (5.2) for different trend parameters $a$ and their associated RPs, (a) $a = 0.0$, (b) $a = 0.003$, (c) $a = 0.006$. 

57
shows us that using the time series \( v \) instead of \( x \) maintains the underlying dynamics of the system as well.

**Figure 5.2:** Comparison between (a) the Lyapunov exponent and the determinism values for (b) the logistic map \((x)\) and (c) the transformation \((v)\) data. Information about the transformation in detail can be found in the text. Dashed lines indicate dynamical regime transitions and the determinism shows critical points clearly.

*The Rössler system* is the second application and it is a good example to test the transformation on flows (continuous systems). The Rössler attractor is studied in a previous chapter, I will use the same parameters for the consistency Sec.3.3.2 \((b \in [0, 2], a = 0.2 , c = 5.7 )\). The system is given by

\[
\dot{x} = f(x) \quad (5.4)
\]
\[
\begin{pmatrix}
\frac{dx}{dt}, \frac{dy}{dt}, \frac{dz}{dt}
\end{pmatrix} = (-y - z, x + ay, b + zc).
\] (5.5)

For each \(b\) value, I create a time series of the length \(N = 6 \times 10^5\) and discard the transient responses by using only the last \(5 \times 10^3\) data points for the following analysis. The vector transformation is applied analogously to Eq. (5.2). Then \(x\) and \(v\) are analyzed using the determinism. In Fig. 5.3, the transition points are shown by dashed lines. The determinism of both data sets shows transitions as expected and it is easy to obtain from these results that the transformed time series carry underlying information of the system. In order to analyze a system, it is possible to use both time series.

Therefore, in order to detrend a time series, one can use this transformation without losing any information from the system. Now I will use this approach on a different challenge which is \textit{irregularly sampled time series}.

### 5.1.2 Irregularly Sampled Data Sets

There are numerous methods that can be used to detect dynamical regime changes in regularly sampled times series, i.e. the time resolution \(\Delta t = t(s_{i+1}) - t(s_i) = \text{const}\) \(\forall i \in [0, N - 1]\), e.g. (Livina and Lenton, 2007; Trulla et al., 1996; Malik et al., 2014). However in several disciplines like astrophysics and earth sciences a constant sampling cannot be ensured. For instance, a paleo-climate data set from the Dongge Cave, China is given in Fig. 5.4(a) with the histogram of time differences (b). Obviously, the sampling time is not constant along the data. Therefore, regular interpolation as a preprocessing step is often applied, but this might lead to a bias of the results (Rehfeld et al., 2011; Rehfeld and Kurths, 2014). For example, interpolation leads to a positive bias in autocorrelation estimation (and, thus, an overestimation of the persistence time) and a negative bias in cross correlation analysis (Rehfeld et al., 2011).

Here I explore a different approach that can be used for irregularly sampled data without interpolation. Focussing on the palaeo-climate time series, I am in particular interested in regime changes. Such palaeo-climate proxy records show a very erratic sampling, with the sampling times being often distributed with high skewness (Rehfeld et al., 2011; Rehfeld and Kurths, 2014). In addition the records are subject to measurement noise, which makes interpolation difficult (Fig. 5.4). Instead of interpolating the time series I determine TACTS between segments of the original time series which results in a new transformation cost time series having regular sampling. This transformation costs time series can then be analysed by established methods. Wanting to detect regime changes I apply recurrence plot analysis being one of the appropriate methods for this purpose (Marwan et al., 2007).

This new approach is based on a measure introduced by Victor and Purpura (Victor and Purpura, 1997) which was further developed in order to transform spike trains to real-valued time series with regular resolution by Hirata and Aihara (Hirata and Aihara, 2009). The idea behind this approach is similar to the fluctuation of similarity (FLUS) method, that is: if the time series is from one dynamical regime, the cost of transformation from one segment to the subsequent one should be similar for each
Figure 5.3: Comparison between (a) the Lyapunov exponent and the determinism values for (b) the Rössler attractor ($x$) and (c) the transformation ($v$) time series. Dashed lines indicate dynamical regime transitions and the determinism shows critical points clearly.
5.1 Challenges of Real-World Data Sets

Figure 5.4: (a) $\delta^{18}O$ palaeo-climate proxy from Dongge Cave, China. (b) The histogram of the sampling time. In general, palaeo-climate proxies are not regularly sampled and traditional time series analysis techniques such as power spectrum, recurrence based methods etc. are not directly applicable.
segment of the data (Malik et al., 2014). Since, for example in palaeo-climate proxy records, one may not have any knowledge about the current control parameters, we compute the cost of transforming one segment into the following one. Dramatic changes in the cost time series indicate a change in the underlying dynamics.

While recurrence plot based quantification is not directly applicable to irregularly sampled time series, we show that identifying regime changes in the dynamics of the system becomes possible by combining the TACTS approach with recurrence analysis.

5.2 Metric Distances

5.2.1 Spike trains

In time series analyses, an important issue is to calculate the distance between two data patterns. This distance problem frequently occurs for example in recurrence plots (RP) (Marwan et al., 2007), the estimation of the maximum Lyapunov exponent (Michael T. Rosenstein and Luca, 1993), scale-dependent correlations (Rodó and Rodriguez-Arias, 2006), data classification (Sakoe and Chiba, 1978) or correlation dimension estimations (Grassberger, 1983b). When doing these kinds of analyses with the data having an equidistant time resolution, the Euclidean distance is typically used. However, in applications that generate data with non-regular sampling such an approach is not directly applicable. Such data sets include almost all palaeo-climate observations which can have a very erratic –almost random– time resolution. One way to deal with such data sets is to interpolate them. Such an interpolation will not only fill the gaps but replace real measurements with new interpolated data points closeby that have regular sampling. But this is often not the optimum method, since the subsequent analysis will be typically biased (Rehfeld et al., 2012). Moreover these interpolated values have a higher uncertainty than the measured data points they replace.

For the dynamics of firing neurons, Victor and Purpura (Victor and Purpura, 1997) showed that the spike time distance is a useful method that applies to irregularly sampled data sets. The basic idea of this method is a distance metric that provides information of how easily one data segment can be transformed into another one. To transform one segment of data into another segment, three elementary operations are required: adding or deleting a data point and moving the data point to a different time. Using associated costs for these elementary operations, an optimal data transformation will be achieved if the cost of the transformation is minimised. I will illustrate this method for spike train data below before introducing our modified method for continuous data that determines TACTS.

Consider the metric $D$ as a mapping of two pairs of spike trains or data segments, say $S_a$ and $S_b$, onto a real value. In order for $D$ to be metric, it must satisfy the following three conditions since $D$ is a generalised distance:

- $D(S_a, S_b) \geq 0$ (positive)
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Figure 5.5: Illustration of the transformation of $S_a$ to $S_b$. In total $S_a$ undergoes seven steps numbered $S_1, S_2, \ldots, S_6$. Note that $S_7 = S_b$. The path shown is a minimal-cost path and all the steps are elementary steps, like moving a spike or deleting and creating.

- $D(S_a, S_b) = D(S_b, S_a)$ (symmetric)
- $D(S_a, S_c) \leq D(S_a, S_b) + D(S_b, S_c)$ (triangle inequality) (Victor and Purpura, 1997)

In Fig. 5.5 I give one illustrative example how the elementary operations transform the spike train $S_a$ into $S_b$ (Victor and Purpura, 1997). When I transform $S_a$ to $S_b$, the total cost is the sum of the elementary step costs. As one can see the transformation of $S_a$ to $S_b$ requires 7 distinct steps. Step 1, 2, 4, 5 and 7 move one spike to a different time point, while step 3 deletes one spike and in the 6th step one spike is created. Assigning costs to each of these operations and pairwise checking the segments, Victor and Purpura (Victor and Purpura, 1997) analysed different types of spike time series. They chose the cost of deleting and adding to be the same $p_d = p_a = 1$, while moving a spike is proportional to the time distance that the data point is moved from $t_a$ to $t_b$: $\lambda_0|t_a - t_b|$. Clearly the parameter $\lambda_0$ is a frequency with the unit Hz.

5.2.2 Marked data

So far I only considered spike trains as they are apparent in the analysis of brain dynamics data. Suzuki et al. (Suzuki et al., 2010) have extended this method for continuous marked data and I follow their approach. The continuous data set is
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transformed to an event time series that is very similar to spike trains, and allows events to have different amplitudes. The transformation from continuous data to an event time series is done by the system itself that is event occurrence as earthquakes, data quality as palaeo-climate time series, extreme events as crisis in finance etc.

To calculate the transformation cost time series I determine the cost for the transformation of one segment into the other for two successive segments of a time series. For a single transformation, this cost is a generalised distance between these two segments. Therefore, as a distance, the cost must be a positive number, symmetrical (i.e. transforming the first into the second is the same as transforming the second into the first), and must satisfy the triangle inequality.

In Fig. 5.6 I give an illustration of how to perform this transformation. Recall that the transformation is done by 3 elementary steps: (i) shifting an event in time; (ii) changing the amplitude of the event; and (iii) creating or deleting an event. The figure outlines the steps required to transform the top time series segment into the bottom one. This transformation consists of 7 elemental steps. Moves 1 and 2 move the first and second event to the right and, in addition, adjust their magnitude, i.e. a combination of the two elementary steps (i) and (ii). In move 3 the last event is deleted (that is, elementary step (iii)). As one can see it takes 4 additional elementary steps (combinations of (i) and (ii)) to transform the starting time series into the target time series.

The cost associated with each transformation \((S_a \rightarrow S_b)\) is given by:

\[
p(c) = \sum_{(\alpha, \beta) \in C} \left\{ \lambda_0 |t_a(\alpha) - t_b(\beta)| + \frac{1}{m} \sum_{k=1}^{m} \lambda_k |L_{a,k}(\alpha) - L_{b,k}(\beta)| \right\} + \lambda_S (|I| + |J| - 2|C|), \tag{5.6}
\]

where \(I\) and \(J\) are a set of indices of the events in starting set \(S_a\) and the final set \(S_b\), respectively. These sets – \(S_a\) and \(S_b\) – consist of the events in the two time series segments. The first summation quantifies the cost associated with shifting events in time. I sum over the pairs \((\alpha, \beta) \in C\), where the set \(C\) comprises the points that need to be shifted in time. \(\alpha\) and \(\beta\) are the \(\alpha\)th event in \(S_a\) and \(\beta\)th event in \(S_b\). The coefficient \(\lambda_0\) is the cost factor for time shifts. The second summation calculates the cost due to changing the amplitude of events. This involves the difference \(|L_{a,k}(\alpha) - L_{b,k}(\beta)|\), where \(L_{a,k}(\alpha)\) is the amplitude of the \(\alpha\)th event in \(S_a\). The parameter \(\lambda_k\) has the unit of amplitude \(^{-1}\) and the sum is over the different components of the amplitude. That is, if one is dealing with one dimensional data \(m = 1\), while for a three dimensional phase space \(m\) would be three. The last terms in the cost function deal with the events not in \(C\) which have to be added or deleted. Note that \(|\cdot|\) denotes the size of the set and \(\lambda_S\) is the cost parameter for this operation. Suzuki et al. omitted this parameter, since they chose a unit cost for such an operation (Suzuki et al., 2010).
Figure 5.6: Illustration of the transformation cost time series method. The initial time series segment (top) is transformed into the final time series segment (bottom) in seven steps. Note that after seven steps the segment is identical to the final target time series. The steps 1, 2, 4, 5, 6 are combinations of the elementary operations (i) time shift and (ii) adjusting the amplitude (first two terms in Eq. (5.6)) while in step 3 one event is deleted and therefore the (iii) elementary operation was applied (last term in Eq. (5.6)).
I determine the cost factors $\lambda_0$, $\lambda_k$ based on the time series at hand:

\[
\begin{align*}
\lambda_0 &= \frac{M}{\text{total time}} \quad (5.7a) \\
\lambda_k &= \frac{M - 1}{\sum_{i=1}^{M-1} |L_a - L_b|}, \quad (5.7b)
\end{align*}
\]

where $M$ is the total number of events in the time series. Note that $\lambda_0$ is the mean event frequency and $\lambda_k$ is the inverse of the average amplitude difference.

The cost factor $\lambda_S$ is an optimisation parameter. I constrain $\lambda_S \in [0, 4]$ and explore the costs of deleting or adding an event to our time series. If our time series consists of $n+1$ segments of equal length, I can calculate $n$ costs for each individual transformation of the segments. Assuming that the costs are statistically independent, the central limit theorem indicates that the distribution of the costs should be a normal distribution. In particular, when dealing with non-stationary data we find that changing $\lambda_S$ such that the distribution becomes normal greatly improves the skill of our time series analysis method.

Assume a time series: $X = (x_{t_1}, x_{t_2}, x_{t_3}, \ldots, x_{t_N})$, where $N$ is the number of points and $t_2 - t_1 \neq t_3 - t_2 \neq \ldots \neq t_N - t_{N-1}$. I divide the time series to a set of segments $W$ which have equal size. After this, we have $n$ equal windows $W_1, W_2, \ldots, W_n$ and I determine the transformation costs $p(W_1, W_2), p(W_2, W_3), \ldots, p(W_{n-1}, W_n)$ for all sequence windows. This leads to a new equidistant time series which is our transformation cost time series. By using a RP analysis we detect regime changes in the underlying dynamics.

An intuitive understanding of the transformation cost time series method is based on an interpretation of the cost function (5.6) and the cost coefficients $\lambda_0, k, S$ (5.7). As mentioned above $\lambda_0, k$ are the average amplitude and the average event frequency while $\lambda_S$ penalizes changes in time and amplitude of an event that are large. These coefficients weight the local difference between the event pairs in our cost function (5.6). Therefore I can perceive the cost function as balancing the time and amplitude differences of the events in the two segments ($S_a$ and $S_b$ in Fig. 5.5) versus deleting and recreating all events. If I analyze several segments resulting from a regular dynamics, the local difference between the segments will be bounded and the cost time series will show some regularity. If the underlying dynamics on the other hand is erratic, the local difference between the segments can be large and consequently the cost function shows no obvious regularity (this property is also used for the FLUS method (Malik et al., 2014)). Differencing a (regular) time series (applied, e.g., as a high-pass filter), $x_t - x_{t-1}$, is a special form of this approach. To measure regularity in our transformation cost time series I apply recurrence quantification analysis.

5.3 Applications to Prototypical Models

In real world applications, especially in the palaeo-climate data sets, time series are not equidistantly sampled. In order to deal with this kind of difficulties, I have
created prototypical irregularly sampled models from a discrete (the logistic map) and a continuous (the Rössler attractor) systems. Moreover, for the high likelihood of noise in real world applications, I have added noise into the study on the logistic map.

5.3.1 Logistic map

As the first application I analyze data from the logistic map, which is defined as:

\[ x_{i+1} = rx_i(1 - x_i), \]

for \( r \in [0, 4] \).

It has been shown (Trulla et al., 1996; Marwan et al., 2009; Eroglu et al., 2014a; Eroglu et al., 2014b; Marwan et al., 2002) that analyzing RPs is an efficient method to detect the regime transitions in the logistic map’s dynamics. I will analyse the dynamics and its transitions in a control parameter range of \( r \in [3.5, 4] \). For this investigation I sample the control parameter range with a step size of 0.001 and calculate a time series of 3000 iterations for each control parameter value. The first 1000 points are deleted to discard transients, resulting in time series consisting of 2000 points that have been used for all analysis of the logistic map in this application.

I investigate the performance of the new method for non-equidistant sampled data by deleting randomly 100 (\( \gamma = 5\% \)), 200 (\( \gamma = 10\% \)), 300 (\( \gamma = 15\% \)) or 400 points (\( \gamma = 20\% \)) from the original time series. For all time series I choose a segment size of four time steps. This size can still capture changes in the underlying dynamics even for \( \gamma = 20\% \) but also results in a long enough transformation cost time series that can be analysed using RP. I determine the transformation cost for each window pair in the data set using \( \lambda_{0,k} \) given from Eqs. (5.7) and optimised \( \lambda_S \) as outlined in Sec.5.2. The value of \( \lambda_S \) depends on the particular \( \gamma \) and does decrease with increasing \( \gamma \). While one could argue that for each chaotic regime one should use a different \( \lambda_S \), I chose to determine only one value from the time series generated at \( r = 4 \). There are two reasons for this particular choice: (i) using one \( \lambda_S \) for all time series resembles the situation when no additional information about the control parameter is available and (ii) it shows that our method does not crucially depend on the choice but is stable even if \( \lambda_S \) is close enough to the optimum value. For our different \( \gamma \) levels I determined the optimal \( \lambda_S \) to be: \( \lambda_S = 1.07 \) (\( \gamma = 5\% \)), 1.04 (10\%), 0.95 (15\%) and 0.93 (20\%).

This optimisation results in \( \lambda_S \approx 1.00 \) on average and therefore is similar to the original values used in (Victor and Purpura, 1997) and (Suzuki et al., 2010). This transformation cost time series is then used in the RP to calculate the determinism Eq. (2.20) with \( \varepsilon = 0.08 \) for all \( r \) values considered. The \( \varepsilon \) value needs to be sufficiently small (Marwan et al., 2007) and \( \varepsilon = 0.08 \) is adequately suitable for our phase space of the transformation cost.

In Fig. 5.8 I present the results. Panel (a) shows the Lyapunov exponent calculated from the time series. In panel (b), the determinism calculated for the time series is
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Figure 5.7: Determinism against noise level $\sigma$: $\gamma = 10\%$ and $r = 3.5$ (periodic, black line) and $r = 4$ (chaotic, red line).

shown for increasingly irregular sampling. A comparison with the Lyapunov exponent shows that the determinism tracks the transitions of the dynamics for all data sets. All abrupt drops from positive Lyapunov exponent to negative ones are apparent in the determinism measure. These drops are indicated with dotted lines in Fig. 5.8. One clearly sees that randomly deleting points leads to a distinct drop in the determinism. While this drop is most pronounced when comparing the reference line ($\gamma = 0\%$) with $\gamma = 5\%$ for higher $\gamma$ values the determinism does not decrease as much. This is due to the fact that any deleting will disconnect the long diagonal lines that contribute mainly to Eq.(2.20). Naturally the results are most conclusive for $\gamma = 0\%$ but even for $\gamma = 20\%$ it is possible to identify the bifurcations in the logistic map and successfully detect the changes in the dynamics.

In Fig. 5.8 panel (c), showing that this method cannot only detect changes in the dynamics for irregular sampling but is also stable if the data is additionally compromised by measurement noise. I added Gaussian white noise ($\langle \xi \rangle = 0$ and $\langle \xi(t)\xi(t') \rangle = \delta(t - t')$) and the results shown are for a noise level of $\sigma = 0, 0.05$ and 0.1 ($\gamma = 5\%$ and 10%). Note that the $\sigma$ is scaled relative to the variance of the time series. Again one can clearly see that for all noise levels considered, our method is able to identify the changes in the dynamics and closely follows the Lyapunov exponent.

To further investigate the stability of the method I investigate two time series of 2000 points corresponding to $r = 3.5$ (periodic dynamics) and $r = 4$ (chaotic dynamics) using $\gamma = 10\%$ and increase the noise standard deviation $\sigma$ in steps of 0.01. Fig. 5.7 shows that one can clearly distinguish between periodic dynamics and chaotic dynamics even for high noise levels. The bullets give the average determinism for a 100 time series ensemble, while the error bars show the standard derivation of the ensemble. It should be noted that for these two extreme chases—periodic and chaotic—the bands are clearly separated for the whole $\sigma$ range considered but to be on the safe side I would not recommend analysing data with more than $\sigma = 0.2$. 
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Figure 5.8: RQA analyses for Logistic Map: (a) Lyapunov exponent of the Logistic Map; (b) - (c) Determinism calculated from TACTS for (b) various levels of deleting; and (c) two measurement noise levels ($\sigma = 0.05$ and 0.1) and for two different rates of irregularity ($\gamma = 5\%$ and $10\%$). The reference is the analysis from the original time series without any deformation.

Nevertheless this method is quite stable even if corrupted by measurement noise.
5.3.2 Rössler Attractor

In order to mimic irregular sampling, I consider again the continuous Rössler system:

\[
\left( \frac{dx}{dt}, \frac{dy}{dt}, \frac{dz}{dt} \right) = \left( -y - z, x + ay, b + z(x - c) \right),
\]

where \(a\), \(b\) and \(c\) are parameters. In this application I chose \(a = 0.2\) and \(c = 5.7\) and vary \(b \in [0, 1.4]\) with a resolution of \(\Delta b = 0.01\). To achieve an irregular sampling, I use the maximum map \(\tilde{Y}\) of the \(y\)-component, which offers a natural way to get non-equidistant sampled event time series in the chaotic regime as well as in the windows of higher periodicity. For this investigation I generate a long time series via using the 4th order Runge-Kutta method with \(\Delta t = 0.01\) sampling rate. Then I neglect any transient behavior and consider 5000 maxima for each control parameter value \(b\). Using a window size of 3500 time units I calculate TACTS with parameters \(\lambda_{0,k}\) determined by Eqs. (5.7) for all \(b\) values and then optimize \(\lambda_S\) such that the cost distribution is normal.

In addition to the irregular sampling real world data sets may contain measurement uncertainties. While it is known that this method performs well even with measurement noise added to the dynamics (c.f. Fig. 5.7), the Rössler system offers an additional opportunity to test for a different kind of uncertainty. As mentioned above palaeo-climate proxy records are often Gamma distributed (skewed distribution) in the time domain (Rehfeld et al., 2011; Rehfeld and Kurths, 2014). To let the data reflect this, I first create a cubic interpolated maximum time series resulting from \(\tilde{Y}\) acting on \(y\). Then I choose Gamma distributed time events at which I sample the interpolated time series to create a new time series with higher uncertainty. The two step process is illustrated in Fig. 5.9 for two chosen skewness values. For the analysis I use the skewness of the Gamma distribution as 0.3, 0.5, 1.0 and 2.0. Therefore I generate four additional time series that I analyze by determining TACTS and determine our RQA measure \(DET\) with \(\varepsilon = 0.05\).

The results for the five time series are shown in Fig. 5.10. Panel (a) shows the Lyapunov exponent calculated from the continuous sampled \(y\) component. In the panel below we see the data for the five different time series I considered. Clearly the technique is able to identify the dynamical regime changes (dotted lines in Fig. 5.10) for all data sets. Just like with increasing noise intensity in the logistic map the changes are not so pronounced anymore for higher skewness, but even for a skewness of 2.0, the chaotic regime can be clearly distinguished from the periodic dynamics and it is possible to identify the regime changes associated with the periodic windows.
Figure 5.9: The time series of Rössler: Panel (a) shows the $y$-component with maxima highlighted as bullets; (b) shows the result of the maximum map $\tilde{Y}$ acting on $y$; (c) shows the time series for a skewness of 0.3 and (d) for a skewness of 2.0. In panel (b) to (d) I show the interpolated time series that I draw from as a black dashed line. Panel (e) offers a comparison between the different time series and highlights their irregularity.
Figure 5.10: RQA analyses for Rössler Map distance time series: In panel (a) the Lyapunov exponent $\lambda$ is given as a reference over the whole $b$ control parameter range. In panel (b) the determinism $DET$ determined from TACTS is shown for the maximum time series $\hat{Y}$ (black line) as a reference. The other shown data results from the Gamma distributed time series with skewness 0.3 (red dashed line), skewness 0.5 (green dash-dot line), skewness 1.0 (blue dotted line) and skewness 2.0 (pink line).
5.4 Applications to Palaeo-climate Record

So far I have been testing the performance of the transformation cost time series method using prototypical models. While I have been trying to design these numerical examples as realistic as possible – including measurement noise and testing irregular gamma distributed sampling – in real applications the data might have further complications like multiplicative noise and time dependent control parameters. Since I am particularly interested in palaeo-climate applications, I choose speleothem isotope $\delta^{18}O$ records as real-world applications.

5.4.1 The Secret Cave, Borneo

First, I choose a speleothem isotope $\delta^{18}O$ record from the Secret Cave at Gunung Mulu in Borneo / Indonesia (Fig. 5.11) (Carolin et al., 2013). This particular record is a proxy for the Indonesian-Australian monsoon, since $\delta^{18}O$ is an indicator for precipitation. I analyzed the last 62,000 years of this proxy record. Note that the full record is around 100,000 years long, but beyond 62,000 years the data is too sparse and contains too many gaps to give any useful information.

Figure 5.11: Map indicating the location of The Secret Cave, Borneo, Indonesia
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In the part of the record analyzed there are \( \sim 1200 \) data points. The time between two measurements follow a Gamma distribution and the skewness is 4.9. I use a segment size of \( \approx 210 \) years to calculate our transformation cost time series. The parameters \( \lambda_{0,k} \) are determined by Eqs.(5.7) and I optimize \( \lambda_{S} = 1.07 \). To detect dynamical transitions in TACTS, I need to apply a slightly different form of the RQA (Marwan et al., 2013), since in the palaeo-climate data I expect a temporal variation of the control parameter. I therefore adopt a sliding window method and consider thirty data points of TACTS as our window size. Note that 30 data points in TACTS correspond to approximately 100 to 140 points in the original proxy record and cover about 6200 years in real time. The length of a window (\( \sim 6200 \) years) is a suitable interval to detect the regime transitions in palaeo-climatology. \( DET \) is determined for each window of the time series one by one as the window slides over the time series with 90\% overlap. I used \( \varepsilon = 20\% \) of the standard derivation of the data in the particular window. Not only does this method allow us to deal with data that shows regime changes due to control parameter variations, it also gives us a way to determine the statistical significance of \( DET \) via the method of bootstrapping as outlined in (Marwan et al., 2013). The basic idea is that the dynamics of the system does not change over time. The bootstrapping test will allow us to judge whether the found variability of the measure \( DET \) is significantly different from an unchanged dynamics, i.e., whether a regime transition occurs.

In Fig. 5.12 I present the results of the analysis together with the original proxy record. Outside the light red band \( DET \) can be considered to indicate a dynamics different from the ‘normal behaviour’ with 90\% confidence. As one can see, the RQA-determinism indicates several distinct regime changes in the time series. Quite pronounced are the regime changes that coincides with the known Heinrich events (H1 to H6). During these Heinrich events large quantities of fresh water was introduced into the Atlantic via melting ice-bergs (Bond et al., 1992) and it is apparent, that these events impacted on the climate significantly, the duration and strength with which they impacted on the monsoon over Indonesia varied according to our analysis. From a palaeo-climatic point of view the monsoon dynamics over the Maritime Continent is quite complex with cold surges from the north impacting on the local precipitation. In addition changes in the landmasses due to rising sea levels generated the Borneo vortex, that is dominating

In the analysis I detect some other significant regime changes (see for example the high \( DET \) between H2 and H3 in Fig. 5.12) that have previously not been recognized. Similarly I observe that while all Heinrich events were impacting on the climate significantly, the duration and strength with which they impacted on the monsoon over Indonesia varied according to our analysis. From a palaeo-climatic point of view the monsoon dynamics over the Maritime Continent is quite complex with cold surges from the north impacting on the local precipitation. In addition changes in the landmasses due to rising sea levels generated the Borneo vortex, that is dominating
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Figure 5.12: Upper graph: $\delta^{18}O$ record of the Secret Cave, Borneo; lower graph DET determined from the corresponding transformation costs time series. Horizontal lines H1 to H6 indicate the six Heinrich events while the most recent line determines the Younger Dryas, a cold period in the Northern Hemisphere most likely caused by a collapse of the North American ice sheet. The light red band of the DET indicates the 90% confidence interval.

the monsoon in more recent times (Koseki et al., 2014).

5.4.2 The See-Saw Relationship Between The Holocene East Asian–Australian Summer Monsoon

The East Asian–Indonesian–Australian monsoon (EAIAM) regime is the largest of the low-latitude monsoon systems. It links the Northern and Southern Hemispheres,
providing a planetary-scale heat source that drives the global circulation during boreal winter (McBride, 1987; Chang et al., 2006). As an important control on the dynamics of the monsoon system, at seasonal and inter-seasonal time scales, much has been made of the relationships between its geographical end members - the Indonesian–Australian summer monsoon (IAM) and East Asian summer monsoon (EAM) regimes (Suppiah, 1992; Chang et al., 2004; Wheeler and McBride, 2011). On these short-time scales, the summer monsoon hemisphere operating within the general seasonal progression of the monsoon (Chang et al., 2006) is linked via outflows from the winter monsoon of the opposing hemisphere (Suppiah and Wu, 1998; Chang et al., 2006). While such short time scale relationships have received considerable attention, likely phase relationships between the EASM and IASM over longer time scales are only starting to be deciphered (An, 2000; Wyrwoll et al., 2007; Ayliffe et al., 2013; Denniston et al., 2013; Mohtadi et al., 2014). With this uncertainty come questions of the likely long term adjustments to future greenhouse-triggered climate change, and whether these changes can ‘lock-into’ possible long term phase relationships between the Indonesian- Australian monsoon (IAM) and East Asian monsoon (EAM) regimes. Establishing such relationships would provide a significant step in understanding the climate system for a region where the lives of billions depend on monsoon–related rainfall.

The results of this work provide a step towards a better understanding of the centennial– to millennial–scale relationships within the EAIAM regime. I achieve this by using the TACTS method (Ozken et al., 2015) which enable us to: (i) confidently identify monsoon regime changes at the millennial to sub-centennial time scales in East Asian and Australian summer monsoon proxy records; (ii) demonstrate that the relationship over some 9000 years has taken on a see–saw relationship – with monsoon states essentially opposingly phased; and (iii) attribute this inter-hemispheric linkage to the solar variability that is impacting on both monsoon systems.

KNI-51 is located at the northern limits of Western Australia. Nearby Carlton Hill (15.49°S, 128.53°E) has a precipitation record extending back to 1897, with a mean annual rainfall over this period of 830mm (highest 1500mm/lowest 378mm) with an average 690 mm (83%) received during the monsoon season (December – March) (Bureau of Meteorology, 2013) . Mean annual precipitation near Dongge Cave is 1753 mm with 80% of the rainfall falling during the monsoon season – May to October (Dykoski et al., 2005). The high resolution speleothem paleoproxy records of KNI-51 and Dongge Cave outline the summer monsoon states of the last c. 9000 years. The details of the U/Th chronology and associated stable isotope records are provided by Denniston et al. (Denniston et al., 2013) and Wang et al. (Wang et al., 2005) respectively. Both locations are well placed to capture the respective summer monsoon regimes located at the end points of the broader EAIAM system (Fig. 5.13).

The records of Dongge Cave and KNI-51, as with many paleoclimate proxy records, are irregularly sampled, i.e.: the time between two consecutive measurements is not constant and may vary largely along the length of the record. Therefore, in order to preprocess this records, I applied the TACTS. For each proxy record, the detrended time series is divided into segment sizes of 20 years containing, on average, 4 to 5
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Figure 5.13: Top of atmosphere outgoing long wave radiation and 850mb vector winds delimiting the extent of: a) East Asian summer monsoon (JJA); and b) Indonesian Australian summer monsoon (DJF). Dongge Cave (dot) and KNI-51 (star).

points. The final results are relatively insensitive to the choice of segment size. The proportionality parameters for modifications (i) and (ii) are determined from the proxy records and are related to the average amplitude and sampling time. The creation and deletion cost factor is our optimisation parameter, chosen relative to the other parameters. Determining the costs of transformation provides a measure of how close one segment is to the following one and produces a regularly sampled transformation cost time series with a temporal resolution of 20 years. I analyze the time series using recurrence plot analysis and derive the determinism (Marwan et al., 2007), a measure related to predictability and well suited for detecting regime changes.

The wet/dry regimes identified by TACTS method (Fig. 5.14) can improve upon previous, qualitative interpretations of the proxy records Denniston et al., 2013; Wang et al., 2005; Hu et al., 2008. Here I provide a detailed discussion where our method supports, corrects and improves the analysis and interpretation of previous studies. I particularly focus on regimes which are newly identified or previously wrongly interpreted.

In the KNI-51 record (northwest Australian summer monsoon) the major wet (dry) phases occur between 8.5-6.4 ka (6.3-5.0 ka) 5.0-4.0 ka, possibly to 3.0 ka, (3.0-1.4 ka), 1.3-0.9 ka, with and from 0.9 ka a transition to the present monsoon regime. Embedded within these time intervals are additional events of centennial to sub-centennial duration. The major phase differences of the analysis show some correspondence with inferences drawn from a Holocene pollen/sediment record of monsoon events (McGowan et al., 2012), but with our analyses providing much
Figure 5.14: $\delta^{18}$O records of (a) KNI-51 and (b) Dongge Cave. (c) atmospheric $\Delta^{14}C$ record and the transformation cost time series of (d) KNI-51 and (e) Dongge Cave determined by application of Eq. (5.6) and (5.7) to the detrended $\delta^{18}$O records.
improved time resolution and a better resolution of details of the inherent variability within major monsoon phases.

The analysis of the Dongge Cave and KNI-51 records show statistically significant strong/weak monsoon states of centennial to millennial durations (Fig. 5.15). The shaded bands in the figure depict 90% confidence intervals (calculated by bootstrapping method as in the previous application (Marwan et al., 2013)), with wet/dry states defined as exceeding these bands.

The Dongge Cave monsoon record has been discussed in detail by (Wang et al., 2005) and further developed by (Hu et al., 2008). Wang et al. recognized eight weak monsoon events lasting 100 to 500 years: at 0.5 ka, 1.6 ka, 2.7 ka, 4.4 ka, 5.5 ka, 6.3 ka, 7.2 ka and 8.3 ka. While adding some details, Hu et al. reconstructions essentially concur with those of Wang et al. Our results indicate the wet (dry) regime intervals between (8.2-7.6 ka), 7.6-7.2 ka, (7.1-6.9 ka), (6.4-5.8 ka), 5.8-5.0 ka, (5.0-4.0 ka), 3.0-2.7 ka, (2.2-2.0 ka), 1.9-0.8 ka and (0.7-0.4 ka).

This analysis has revealed details for KNI-51 and Dongge Cave not previously recognized (Fig. 5.15). In the KNI-51 record two events, absent from Denniston et al., occur at 6.4-6.6 ka (wet) and 6.8-7.0 ka (dry). The results do not support the findings of Denniston et al. and McGowan et al. for the periods 3.1-3.2 ka (wet) and 7.5-7.6 ka (dry). Similarly, the results of our Dongge Cave analysis contradict the conclusions of Hu et al. for the time periods 6.1-6.2 ka (dry) and 7.6-7.8 ka (dry). In addition there are three events identified by Hu et al. that are not statistically significant in our analysis (3.2-3.4 ka, 6.3-6.9 ka and 8.2-8.8 ka). I assert confidence in these revisions, as they are based on a rigorous, quantitative analysis, rather than rudimentary visual comparison of data-sets.

The results reveal a striking wet–dry, opposing relationship between the IASM (Denniston et al., 2013) and EASM (Wang et al., 2005) (Fig. 5.15). The only time when this see–saw relationship is not observed is during 7.2-7.6 ka, when both monsoon records show a ‘wet state’. Over the entire time scale, the cross–correlation of the determinism time series is -0.27, and while this affirms an antiphased relationship, it does not capture the strong correspondence between the statistically significant wet/dry monsoon states. In fact the antiphased relationship is much stronger, if only the statistical significant parts of the time series are used and the internal variability on sub–centennial to decadal time scales is ignored. While such an analysis can be easily done using a step function filter, I present here only the results without further filtering. Therefore the variability at sub–centennial to decadal time scales in both the Dongge Cave and KNI-51 records is emphasised; such short–term variability is evident in present day monsoon records from both regions (Webster, 2006).

While the details of the controls and processes determining the function and latitudinal extent of the respective summer monsoons are more complex (McBride, 1987; Chang et al., 2006; Chang et al., 2004) than simply relating them to the position of the Intertropical Convergence Zone (ITCZ), the ITCZ provides a convenient metric of monsoon extent (McBride, 1987; Waliser and Gautier, 1993).

The argument recognises that the ITCZ is displaced towards the warmer hemisphere in response to differential cooling (Chiang, 2003; Broccoli et al., 2006; Donohoe et al.,
Figure 5.15: Determinism of the two proxy records (a) (red) KNI-51 and (b) (green) Dongge Cave. The determinism is calculated from the corresponding transformation costs time series and statistical significance is indicated by the two horizontal bands. High (low) determinism values correspond to wet (dry) monsoon regime. The coloured bands (blue indicating wet regimes; brown, dry) provide a comparison of our findings with those of previous qualitative studies. (black) Determinism of the solar activity proxy $\Delta^{14}C$ time series. Cross-correlation between the respective determinism of the solar activity proxy $\Delta^{14}C$ time series and KNI-51 time series is $r = -0.32$, and Dongge Cave time series is $r = 0.29$. 
5.4 Applications to Palaeo-climate Record

2013). This is an attractive and apparently straightforward explanation, with a caveat that the ITCZ over the region of the West Pacific Warm Pool (i.e. the Maritime Continent) is much less well defined than over the wider Pacific and Indian Oceans, with a more complex south–north (north–south) seasonal migration pattern (Waliser and Gautier, 1993; Hung and Yanai, 2004; Xian and Miller, 2008).

In explaining the Dongge Cave δ¹⁸O record, Wang et al. appealed to a likely displacement of the ITCZ driven by solar variability. Their basis for this claim is the use of the atmospheric Δ¹⁴C record as a proxy for solar activity, with which they obtain a correlation of 0.3 with their speleothem δ¹⁸O record. We extend this claim further and ask whether the Holocene antiphase relationship that we have uncovered in the summer monsoons of the overall EAIAM is driven by solar variability.

To compare the KNI-51 and Dongge Cave records with solar variability (see Fig. 5.14 (a,b)), I correlate these records with the atmospheric Δ¹⁴C record compiled by (Stuiver et al., 2006) (see Fig. 5.14 (c)). This record, spanning 9,700 years, was compiled from radiocarbon tree ring ages and is a widely used proxy for solar irradiance with lower Δ¹⁴C values inferring increased solar irradiance (Wang et al., 2005). This record is already sampled at regular time intervals so I do not need to apply the transformation cost function. However, the time steps of this data set do not align with the determinism time series generated from the speleothem records. I cannot, therefore, calculate cross correlation without transforming the data sets again.

Interpolation is commonly used in such a scenario, but this creates artificial, and necessarily erroneous, data points into the time series. A kernel-based technique is therefore preferred, and the Gaussian kernel based cross correlation (gXCF) has been demonstrated to outperform linear interpolation, as well as Lomb-Scargle, rectangular and quasi-sinusooidal kernel based cross correlation estimators (Rehfeld et al., 2011). I therefore use gXCF as the estimator of the similarity between the speleothem and solar activity data sets.

The benefit of kernel based techniques is that, rather than introducing new data to the time series, the two data sets are ‘matched’ using a weighting function. As it is known well, traditional cross correlation takes the sum of the product of paired data points in two time series X and Y. However, here each data point in time series X is multiplied by every data point in Y, but with a weighting function dependent on the distance between the time that these observations occurred. Kernel based cross correlation is therefore given by

\[
\hat{\rho}_{x,y} = \frac{\sum_{i}^{N_x} \sum_{j}^{N_y} x_i y_j b(t_j^y - t_i^x)}{\sqrt{\sum_{i}^{N_x} \sum_{j}^{N_y} b(t_j^y - t_i^x)}}
\]

where \(b(t_j^y - t_i^x)\) is the kernel, determining how much weight to give to the product of two observations \(x_i\) and \(y_j\), based on the time gap between them.
In the case of gXCF, the kernel is

\[ b = \frac{1}{\sqrt{2\pi\sigma}} e^{-|d|^2/2\sigma^2} \] (5.11)

where \( d \) is the distance between the observation times \( \Delta t_{ij}^{xy} \) and \( \sigma \) is the standard deviation of the kernel distribution, which scales the kernel. As there is no theory detailing the best choice of scaling parameter \( \sigma \), I use \( \sigma = \Delta t_{ij}^{xy}/4 \) as per (Rehfeld et al., 2011).

The analysis shows a statistically significant correlation between solar activity and both records from Dongge Cave (0.29) and KNI-51 (-0.32). Thus, when predictability of solar activity is high (low) and the Dongge Cave record indicates a strong (weak) summer monsoon, while northern Australia experiences a weak (strong) summer monsoon. These findings lead us to conclude that solar activity provides a driver in the see–saw relationship observed between the EASM and IASM over the past 9000 years.

A significant body of work is now available that proposes the impact of solar variability on the tropical atmosphere (Loon et al., 2004; Shindell et al., 2006; Lee et al., 2009; Meehl et al., 2009). This work demonstrates that the Hadley and Walker circulation cells are affected by solar variability, and through this, triggering an increase in tropical precipitation during solar maxima and bringing about an associated change in the position of the ITCZ. I demonstrate that solar variability can impact on summer monsoon strength, and more importantly provides the control of the antiphase relationship between the EASM and IASM over the last 9000 years. The results reveal a strong coupling between the monsoons of the two hemispheres – expressed as a see–saw relationship – and driven by decadal– to centennial–scale variations in solar activity.

5.5 Summary

In this chapter I have presented a novel method for analyzing irregularly sampled time series. This transformation cost time series (TACTS) method is based on determining similarities in time series segments. The fundamental transformation of the segments follows several elementary steps like moving a data point in time or changing its amplitude. By analyzing the average sampling rate and the average amplitude one can determine the associated cost factors for these transformation steps. Moreover as I have demonstrated the deletion and creation cost can be optimized relative to the first two costs. The advantage of the method is that the resulting transformation cost time series is regularly sampled. Therefore one is free to use a suitable time series method for further analysis without the risk of data corruption arising from unsuitable interpolation methods.

The extensive tests of the method have demonstrated, that TACTS is useful even for extreme irregular sampling and in addition can deal with rather high measurement noise. It can be used in discrete and continuous systems and shows promising results.
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when applied to real world applications. In combination with recurrence plot analysis measures like the determinism $DET$ our method can detect dynamical regime changes accurately. Especially in areas like palaeo-climate, where often irregular sampling and parameter changes are common, our method provides a quantitative and objective way to analyze data and can guide scientists to previous hidden regime changes.

In the second application to palaeo-climate proxies, I have presented an interesting relationship between summer monsoon activities. The East Asian–Indonesian–Australian monsoon is the predominant low latitude monsoon system, providing a major global scale heat source. Here I have applied the TACTS method on speleothem climate proxies, from eastern China and northwestern Australia and establish relationships between the two summer monsoon regimes over the last $\sim$9000 years. I identify significant variations in monsoonal activity, both dry and wet phases, at millennial to multi-centennial time scales and demonstrate for the first time the existence of a see–saw antiphase relationship between the two regional monsoon systems. The analysis show that solar variability provides a likely mechanism driving the phase relationships.
Chapter 6
Discussion and Conclusion

Discussion
This Thesis mainly presented improved techniques for detection of abrupt changes in dynamical systems. Paleoclimate dynamics has been considered as the main aim of this thesis. In detail, I discussed the importance of dynamical regime transitions in paleoclimate data. When working with paleoclimate proxies we come across some difficulties similar to the ones encountered in fields like astrophysics and the more broader earth sciences. In this work, I studied to overcome such problems and how to detect transitions from these time series via recurrence based techniques. In order to verify the yield of the newly developed techniques, underlying dynamics well-known synthetical data sets are created. The methods are experienced on the synthetical time series and used to uncover the transitions in real-world applications.

In the following I will summarize this thesis with brief discussion of the results.

Methodological background
The methodological background for this thesis is in the chapter two. The history and the fundamental properties of dynamical systems, important definitions for characterization, and the key tool, called recurrence plot (RP), for the thesis are given in this chapter. RP is a binary image and measures of RP are statistical computations from the structures in RP. These structures are black dots, black diagonal and vertical lines. I have reviewed the most popular measures and showed that they are able to detect the transitions between chaos-periodic, periodic-chaos and chaotic-chaotic regimes with a prototypical model.

Entropy of recurrence based approaches
Entropy of recurrence plot is the milestone of this chapter. Therefore, firstly I have briefly introduced the meaning of entropy and the expected behaviour for entropy at certain regimes. In the literature, the Shannon entropy of the recurrence matrix has been defined as a complexity measure and compared with the Shannon entropy of other recurrence-based approaches. Although entropy is a well known measure of disorder, in recurrence plot terminology, entropy is determined as a heuristic measure, in order to detect transitions between different regimes. The probability of occurrence of diagonal line segments of different lengths is not equal, since a recurrence plot is
a square matrix whose dimension is limited by the length of the time series. The Shannon entropy is computed from the diagonal line distribution in the RP approach. Hence, the commonly adopted entropic measures based on line segments can often yield counterintuitive results when quantifying the complexity of a given system. This was exemplified with the logistic map case in which the entropy of black and white dots was observed to be anticorrelated with the Lyapunov exponent. On the other hand, density based entropy of RPs presented here recovered the expected dependence as a function of the system’s complexity, i.e., showing higher values within regions in which chaos is observed.

The arbitrary distance threshold of RP is a handicap for the analysis, since for different threshold values different RP are obtained. So far there is no unique way to select this threshold value. In order to get rid of this handicap, I have introduced the weighted recurrence plot (wRP). The density based entropy of wRP is applied on the logistic map. The outcome showed that the wRP entropy is a powerful measure and well suited to detect transitions in the underlaying dynamics. Moreover, for continuous systems such as the Rössler attractor and experimental time series of electrochemical oscillators, although black dots and weighted entropies are both positively correlated with the emergence of chaotic behavior, the latter definition was observed to have more stable values for voltage ranges that lead to periodic time series. The ideas presented here can be extended and applied to other complex systems with the potential to better identify dynamical transitions in time series originating from them. Specifically, where the Lyapunov exponent calculation is not possible due to limited number of time series points, of real data sets, the entropy of wRP detects different regimes very significantly.

Threshold selection for recurrence networks

Inspired by the increasing popularity of complex networks theory, I have studied a recurrence based network approach to identify the transitions in data sets. A novel method to chose the recurrence threshold is introduced. Before the newly developed method, I have introduced the network theory and some properties of networks very briefly, since these properties are used in the new threshold selection method. The technique to determine such a threshold automatically is completely depending on the time series itself. The threshold is directly derived from the topology of the recurrence network (RN). The idea behind the new method is that one should not miss any information from the time series. Which means, one should use entire time series in the network structure. If there are any unconnected components in the network, some network measures can give wrong or meaningless outcomes. On the other hand, one can consider the giant component as the recurrence network of time series, while missing some information from other part of the time series. In order to get rid of these problems, I introduced a method which selects the threshold in such a way that the recurrence network does not have any unconnected components.

Transitivity and betweenness centrality measures of the complex network have been used in the analysis. The adaptive threshold selection and the arbitrarily selected
threshold have compared by applying them to the logistic map. Although both methods distinguish the dynamical regime transitions between chaos to periodic or periodic to chaos clearly, the adaptively chosen threshold approach detects much more bifurcations, in particular such as period doubling. Such bifurcations are important characteristics of dynamical systems, since these bifurcations route to chaos via period doubling.

Moreover, a palaeoclimate proxy record from the palaeolake Lisan is analyzed with the adaptively selected threshold method. The data represents the climate variability in the near East between 27 and 18 cal ka BP. Both transitivity and betweenness centrality measures clearly identified transitions between wet and dry (and vice versa) periods by an abrupt decrease of dynamical regularity, perhaps due to a reduced solar influence. The analysis detected some transitions which have not been known so far in the literature and require further investigation, e.g., by analyzing other proxy records from this region. By choosing the adaptive threshold, I have been able to identify the transitions more clearly than by using the arbitrary selected threshold approach.

The transformation-cost time-series (TACTS)

Comprehensively understanding of the past has always been a thrilling question for scientist. One of the most important information source for the past is paleoclimate speleothem records. There are many traditional time series analysis techniques to uncover the underlying information of regularly sampled time series. But analyzing paleoclimate proxies is not always straight forward since, in general, data sets come with sampling irregularities. In other words, the sampling rate of such proxies is not constant. Therefore, these records are not directly analyzable. In order to work on such time series, one needs to apply some preprocessing procedures. Optimal preprocessing is the one which deforms the time series with the lowest damage. However, regularly interpolation as a preprocessing step is often applied, but this might lead to a serious bias of the results. An interpolation replaces real measurements with new interpolated data points close by that have regular sampling. These interpolated values have a higher uncertainty than the measured data points they replace.

In this work, I have introduced a new technique to analyze irregularly sampled time series. This transformation cost time series (TACTS) method is based on determining similarities in time series segments. As a result of this newly developed method, I showed that TACTS is useful even for extreme irregular sampling and in addition can deal with rather high measurement noise. It can be used in discrete and continuous systems and shows promising results when applied to real world applications. Therefore, one can perform an analysis on irregularly sampled time series without the risk of data corruption arising from interpolation.

The TACTS is a preprocessing method and after applying it, one can use any traditional analyzing procedure. In this work, I used RP measures to detect regime changes and found very accurate results. Especially in areas like palaeoclimate, where often irregular sampling and parameter changes are common, our method provides a
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quantitative and objective way to analyze data and can guide scientists to previous hidden regime changes.

Via using combination of the TACTS method and determinism measure of RP, I have presented a very interesting relationship between summer monsoon activities. Firstly, the TACTS method was applied on two speleothem climate proxies, from eastern China and northwestern Australia and establish relationships between the two summer monsoon regimes over the last ∼9000 years. After having regularly sampled data sets, the variation of monsoon activity, both dry and wet regimes, has detected with the RP. For the first time, I have demonstrated the existence of a see-saw antiphase relationship between the two regional monsoon systems. Moreover, our analysis showed that solar variability provides a likely mechanism driving the phase relationships.

Conclusion

Although traditional recurrence based time series analysis has been demonstrated itself to be relevant in the detection of dynamical transitions, modifications on the methods are always necessary depending on each specific time series. Along with the improvements on recurrence based methods this work also suggests new measures, a new tool, new preprocessing and optimization techniques. The systematic comparison of the effects of these techniques on pragmatic models and real-world applications has shown that the results are much accurate and suitable than the traditional ways. Strikingly, using these methods we identified the see-saw relationship between the holocene East Asian–Indonesian–Australian summer monsoon (EAIAM). Moreover, further analysis for finding the reason of this relationship showed that the summer monsoons of the overall EAIAM is driven by solar variability.

Dynamics of climatic systems are very complex for instance a specific location is in relation with many different regions. Although I have studied just a relationship between two proxies, there are many interactions towards these proxies from different sources. In future work, we will consider many more proxies and try to find a network of relationships. This work can shed light on the reason of annual variations in climate change due to the effect of different links.

Open theoretical questions include selecting optimal parameters such as the total number of events in the windowing processes, the size of sliding windows, the size of their overlap, etc. especially for irregularly sampled time series analysis. A forthcoming theoretical study will try to optimize such arbitrary parameters regarding to a specific time series.

Although these techniques are used to distinguish the transitions in dynamical systems, their applications are not limited with just the detection of dynamical changes. They can be used in large variety of time series analysis methods. Analyzing a time series with its distinctive features might be better than getting trapped in the shortcomings of traditional methods.
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