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Abstract

High-level cognitive abilities such as memory, navigation, and decision making rely on the communication between the hippocampal formation and the neocortex. At the interface between these two brain regions is the entorhinal cortex, a multimodal association area where neurons with remarkable representations of self-location have been discovered: the grid cells.

Grid cells are neurons that fire according to the position of an animal in its environment. A single grid cell activates at multiple spatial locations with firing fields that are arranged in a strikingly-regular triangular pattern. Grid cells are thought to support animal’s navigation and spatial memory, but the cellular mechanisms that generate their patterns are still unknown. In this thesis, I study computational models of neural circuits to explain the emergence, inheritance, and amplification of grid-cell patterns.

In the first part of the thesis, I focus on the initial formation of grid firing fields. I embrace the idea that periodic representations of space could emerge via a competition between persistently-active spatial inputs and the reluctance of a neuron to fire for long stretches of time. Building upon previous theoretical work, I propose a single-cell model that generates grid-like activity solely from spatially-irregular inputs, spike-rate adaptation, and Hebbian synaptic plasticity. Compared to previous proposals, my model achieves a higher level of biological realism, gives unprecedented analytical insights, and generates novel experimental predictions.

In the second part of the thesis, I focus on the inheritance and amplification of grid-cell patterns. Motivated by the architecture of entorhinal microcircuits, I investigate how feed-forward and recurrent connections affect grid-cell tuning. I show that grids can be inherited across neuronal populations, and that both feed-forward and recurrent connections can improve the regularity of spatial firing. Finally, I show that a connectivity supporting these functions could self-organize in an unsupervised manner.

Altogether, this thesis contributes to a better understanding of the principles governing the neuronal representation of space in the medial entorhinal cortex.
Zusammenfassung


Insgesamt trägt diese Arbeit zu einem besseren Verständnis der Prinzipien der neuronalen Repräsentation des Raumes im medialen entorhinalen Kortex bei.
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Chapter 1

Introduction

When we visit a new environment—such as a foreign city—we are initially disoriented. To find our way to a museum or a local restaurant, we need to rely on printed maps picked up at the tourist kiosk or electronic maps on our smartphones. Yet, as the environment becomes more familiar, we are soon able to recognize previously encountered routes and landmarks and even get back to our hotel taking detours or shortcuts. But how do we learn spatial concepts? And how is physical space represented in the brain?

A prominent theory in experimental psychology posits that men and other animals can interiorize spatial experiences in a sort of ‘cognitive map’ of the environment, i.e., a mental representation of space that embeds known places and their relations into a common reference frame (Tolman, 1948). For example, when a friend asks for directions to our home, we can create a mental image of the roads, turning points, and landmarks along the way. This representation is a cognitive map.

The cognitive-map theory was introduced by the psychologist Edward Tolman to explain rodents’ spatial behavior (Tolman, 1948). Tolman himself cites an anecdote reported by Karl Lashley in 1929. Lashley once discovered that some rats, after having learned a maze, they “pushed back the cover near the starting box, climbed out and run directly across the top to the goal box where they climbed down again and ate” (Tolman, 1948). Such a behavior was in striking contrast to the common belief at the time that rodents simply use stimulus-response associations to solve mazes—alike to learning the right connections in a complicate telephone switchboard. In fact, through a series of ingenious experiments, Tolman (1948) demonstrated that rats’ spatial behavior resembled more a sophisticated control room than an old-fashioned telephone exchange. Tolman writes: “in the course of learning something like a field map of the environment gets established in the rat’s brain” (Tolman, 1948).

Tolman’s cognitive map, however, remained a purely psychological concept for a long time. It was not until O’Keefe and Dostrovsky (1971) discovered hippocampal place cells that clear correlates of spatial behavior were uncovered in the brain. By recording from the dorsal hippocampus of freely-moving rats, O’Keefe and Dostrovsky
(1971) found neurons that responded “solely or maximally when the rat was situated in a particular part of the testing platform facing in a particular direction”. These neurons—which are now called place cells—were immediately seen by the experimenters as the neural substrate of the cognitive map theorized by Tolman more than twenty years before.

The discovery of hippocampal place cells sparked an enormous interest in the field of systems neuroscience, because, for the first time, a high-level cognitive concept—such as the perception of one’s location in the environment—could be studied at a mechanistic level, bridging a large gap between psychology and physiology.

Thirty-four years after the remarkable report by O’Keefe and Dostrovsky (1971), another major breakthrough was made in the field of systems neuroscience. In a quest of unveiling the inputs to hippocampal place cells, Hafting et al. (2005) discovered neurons in the medial entorhinal cortex that fired at multiple locations in the environment, forming an strikingly-regular triangular pattern. These neurons were termed grid cells.

Entorhinal grid cells represent physical space with periodic tuning curves at multiple spatial scales, a remarkably efficient code which was shown to be optimal in information theoretical terms (Wei et al., 2015; Stemmler et al., 2015)—and which no theorist had predicted to be actually implemented in the brain. After more than ten years of investigation, however, it remains to date unclear how grid patterns emerge and how grid-cell activity is processed within the cortex.

1.1. Aim and scope of the thesis

The aim of the this thesis is to shed light on the neuronal mechanisms underpinning the origin, inheritance, and amplification of grid cell-activity in the medial entorhinal cortex. To this aim, I study mathematical models of neural circuits explaining currently available empirical data and making quantitative predictions for future experiments.

1.2. Outline of the thesis

The thesis is structured as follows. In Part I, I provide the reader with an adequate background to understand the original research presented afterwards. Here, I critically review both experimental and theoretical studies on grid-cell activity and the brain regions where it is found. I start by giving a broad overview to the hippocampal system and the entorhinal cortex, with a focus on the anatomy of the tissue and the physiology of the neurons (Chapter 2). I then summarize the main empirical findings on grid-cell patterns, including their geometrical properties, modular organization, and influence by sensory cues (Chapter 3). Finally, I review the main theories on
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grid-pattern formation, confronting the models with empirical evidence, and pointing out the experimental findings that remain to be explained (Chapter 4).

In Part II, I present the original research work of this thesis. First, I propose a model for the emergence of grid-cell activity (Chapter 5). Through analytical work and simulations, I show that grid-like patterns can emerge from a single-cell learning process based on synaptic plasticity and neuronal adaptation. Next, I study how grid-cell activity may be affected by network dynamics (Chapter 6). I show that grid patterns can be inherited by feed-forward projections and even amplified by both feed-forward and recurrent circuits. Finally, I study how grid-cell microcircuits may develop during ontogeny, and I outline a coherent framework in which both external (sensory) and internal (self-motion) cues could maintain grid-cell activity during exploration.

In Part III, I summarize the results of the thesis, review experimental predictions, and provide directions for future work (Chapter 7). At last, I discuss open questions related to the role of grid-cell activity in high-level cognitive tasks, such as navigation, memory, and abstract cognition (Chapter 8).
Part I.

Literature review
Chapter 2

The hippocampal system and the entorhinal cortex

Here, I review anatomical and physiological data that is relevant to understand grid-cell activity. I start by introducing the reader to the hippocampal system—the brain area where grid cells are found (Section 2.1). In particular, I describe the anatomical architecture of the hippocampal system and its main functions. Next, I focus on the medial entorhinal cortex—the subregion where grid cells are most abundant (Section 2.2). Entorhinal neurons are described in terms of their morphological and physiological traits, identifying local cellular microcircuits that could support grid patterns.

2.1. The hippocampal system

The hippocampal system is a compound cortical structure located in the medial temporal lobe of the mammalian brain (Figure 2.1A). According the nomenclature proposed by Burwell and Agster (2008), it can be subdivided in two main areas: the hippocampal formation (dentate gyrus, hippocampus proper, and subiculum) and the parahippocampal region (entorhinal, perirhinal, postrhinal, presubicular and parasubicular cortices, Figure 2.1B). These two areas are distinguished by the cytoarchitectonic organization of the cortical tissue: the hippocampal formation (allocortex) is characterized by a trilaminar structure and by largely unidirectional internal pathways (Cajal, 1893), whereas the parahippocampal region (periallocortex) is characterized by a six-layered architecture with overwhelmingly reciprocal synaptic connections (Insausti et al., 2017). Within the hippocampal formation, the hippocampus proper—also called the cornu ammonis (CA)—is further subdivided in three major anatomical subfields (CA1-3, Lorente de Nó, 1934).
Figure 2.1. | Anatomy of the hippocampal system. A) The hippocampal system (colored regions) in the human (left), monkey (middle), and rat (right) brain. EC, entorhinal cortex; HF, hippocampal formation; PER, perirhinal cortex; PH, parahippocampal cortex; POR, postrhinal cortex. Note that the primate PH is the homologue of the rodent POR. Image from Burwell and Agster (2008) reproduced with permission from Elsevier. B) Nissl-stained horizontal cross section of the rat hippocampal formation and parahippocampal regions. DG, dentate gyrus; CA, cornu ammonis; Sub, subiculum; PreSub, presubiculum; ParaSub, parasubiculum; MEC, medial entorhinal cortex; LEC, lateral entorhinal cortex. Brodmann areas 35 and 36 form the perirhinal cortex (PER, see panel A). Image from Van Strien et al. (2009) adapted with permission from Nature Publishing Group. C) Simplified diagram of the excitatory connections between the EC and the hippocampal formation. Note that principal cells are nearly absent in layers I and IV. D) Simplified diagram of the parahippocampal inputs to the EC. MEC, medial entorhinal cortex; LEC, lateral entorhinal cortex. E) Simplified diagram of the neocortical inputs to the EC. Note that only the strongest connections are depicted, see main text for details. Diagrams in panels C-E were drawn based on connectivity data reviewed by Burwell and Agster (2008); Van Strien et al. (2009); Witter et al. (2017).
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2.1.1. Anatomy of the hippocampal system

I now describe the main connectivity patterns between components of the hippocampal system. I focus on the anatomy of the rat, which has been studied extensively and is most relevant to grid-cell data. More comprehensive reviews on this topic can be found in (Burwell and Agster, 2008; Van Strien et al., 2009; Witter et al., 2017) and references therein.

The entorhinal-hippocampal circuitry

A key region of the hippocampal system is the entorhinal cortex (EC, Brodmann area 28), which is located at the interface between the hippocampal formation and the neocortex (Figure 2.1B). The EC provides the main input to the hippocampal formation via the perforant pathway (Figure 2.1C), i.e., principal cells in EC layer II target the dentate gyrus and the CA3 field, and principal cells in EC layer III target CA1 and the subiculum (temporoammonic pathway). Between hippocampal fields, synaptic connections are predominantly feed-forward: from the dentate gyrus to CA3 (mossy fibers), from CA3 to CA1 (Schaffer collaterals), and from CA1 to the subiculum. Finally, the CA1 field and the subiculum project back to the EC by forming synaptic contacts with cells in layer V and VI. Such a connectivity pattern—termed the entorhinal-hippocampal loop—suggests that a largely unidirectional flow of information exists from the superficial entorhinal layers, through the hippocampal formation, and back to the deep entorhinal layers (Andersen et al., 1971; Amaral and Witter, 1989).

The parahippocampal circuitry

The EC receives excitatory input from all parahippocampal regions. The parahippocampal input to the EC is restricted to the superficial layers (layers II and III) and is anatomically organized in two parallel pathways targeting the medial entorhinal cortex (MEC) and the lateral entorhinal cortex (LEC) selectively (Figure 2.1D). Fibers originating from the perirhinal cortex (PER, Brodmann areas 35 and 36) preferentially project to the LEC, whereas those originating from the postrhinal cortex (POR) preferentially target the MEC (Naber et al., 1997). Interestingly, the two entorhinal subfields (MEC and LEC) in turn project to distinct sub-populations of principal cells in the hippocampal formation (within field CA1, and subiculum), suggesting that two parallel streams of information can be processed by the hippocampal system (Naber et al., 1997; Witter et al., 2000). Yet the two pathways are also strongly interconnected: the POR strongly projects to the PER (with weaker return projections), and the two entorhinal subfields form reciprocal synaptic contacts across all layers (Witter et al., 2000).

The MEC is further innervated by both the presubiculum and the parasubiculum.
Although both structures project to all entorhinal layers (Canto et al., 2012), parasubicular axons innervate preferentially MEC layer II, whereas presubicular axons terminate preferentially in MEC layer III (Köhler, 1984; Van Groen and Wyss, 1990; Caballero-Bleda and Witter, 1993, 1994; Preston-Ferrer et al., 2016). The presubiculum projects to the superficial layers of parasubiculum, but the reciprocal connection is nearly absent (Burwell and Agster, 2008). Both subicular cortices are interconnected with the subiculum in the hippocampal formation (O’Mara et al., 2001; Burwell and Agster, 2008).

**Neocortical pathways**

Widespread cortical input reaches the hippocampal formation via the parahippocampal region (Figure 2.1E). The POR receives mainly visual and visuospatial information from visual, posterior-parietal, and retrosplenial cortices; whereas the PER is recipient of multiple sensory modalities, including inputs from auditory, olfactory, gustatory, and somatosensory cortices (Agster and Burwell, 2009). This segregation of input modalities is consistent with the hypothesis that two functional pathways could coexist: a POR-MEC pathway conveying information about spatial context, and a PER-LEC pathway conveying non-spatial information about sensory stimuli, e.g., object, odors, or auditory stimuli (Burwell, 2000; Witter et al., 2000; Agster and Burwell, 2009).

The EC is also innervated by neocortical areas directly. In particular, the nearby piriform (olfactory) and insular cortices project both to the LEC (strongly) and to the MEC (moderately). The orbitofrontal cortex preferentially targets the LEC, whereas parietal and occipital cortices project to the MEC (Agster and Burwell, 2009). In summary, the MEC constitutes a crucial anatomical hub connecting posterior cortical areas (including parietal and occipital networks) to the hippocampus.

**Subcortical pathways**

The EC is also heavily interconnected with subcortical structures. Subcortical projections arise in the claustrum, the olfactory bulb, the amygdala, the thalamus, the hypothalamus, the brain stem, and the medial septum (Agster and Burwell, 2009). Septal projections to the EC (and to other areas of the hippocampal system) arise from glutamatergic, GABAergic, and cholinergic neurons (Manns et al., 2001). Specifically, GABAergic and cholinergic projections contribute to the entrainment of the hippocampal theta rhythm (4–12 Hz, Barry et al., 2012b; Gonzalez-Sulser et al., 2014; Colgin, 2016), one of the most regular extracellular oscillations in the rodent brain (Vanderwolf, 1969; Winson, 1974; Buzsáki, 2002). The input from the medial septum is especially relevant to grid-cell activity, because septal inactivations disrupt theta rhythmicity and impair spatial memory and grid-cell firing (Mitchell et al., 1982; Brandon et al., 2011;
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Koenig et al., 2011).

2.1.2. Functions of the hippocampal system

I now discuss the main behavioral correlates of the hippocampal system. Although hippocampal function is still hotly debated (Lisman et al., 2017), a large body of experimental evidence points to two—partially interrelated—cognitive abilities: episodic memory and spatial cognition (e.g., O’Keefe and Nadel, 1978; Squire and Zola-Morgan, 1991; Redish, 1999; Eichenbaum, 1993; Morris, 2007; Eichenbaum, 2017).

Episodic memory

The hippocampal system has been linked to memory processes since the late 1950s, when Brenda Milner and William Scoville reported the clinical case of patient Henry G. Molaison, also known as H.M. in the literature (Scoville and Milner, 1957). Patient H.M. suffered from intractable temporal-lobe epilepsy and underwent a neurosurgical procedure in which the hippocampal formation, the amygdala, and the entorhinal cortex were removed bilaterally (Corkin et al., 1997; Annese et al., 2014). The operation successfully reduced the incidence of epileptic seizures but, unexpectedly, left the patient with profound memory deficits. In particular, H.M. acquired a severe anterograde amnesia, a permanent inability to form new long-term memories about people, places, or objects that were encountered after surgery (Scoville and Milner, 1957; Corkin, 2002).

After patient H.M., a large number of clinical and functional-imaging studies showed that the hippocampal system is important for declarative memory, i.e., the memory of facts and events that can be explicitly declared (Squire, 1992; Burgess et al., 2002; Davachi and Dobbins, 2008; Ekstrom and Ranganath, 2017). Specifically, the hippocampal system was found to be more important for remembering autobiographical events (episodic memory), rather than factual knowledge (semantic memory; Vargha-Khadem et al., 1997; Tulving and Markowitsch, 1998). In line with this view, episode-like memory traces could be manipulated by directly interfering with hippocampal activity in rodents (see e.g., Roy and Tonegawa, 2017, for a review).

Spatial cognition

The second function commonly attributed to the hippocampal system is spatial cognition. The clearest experimental link between spatial cognition and the hippocampus dates back to the early 1970s, when John O’Keefe and Jonathan Dostrovsky discovered hippocampal place cells, i.e., neurons that selectively activate whenever the animal visits a restricted location of the environment (the place field of the cell, O’Keefe and Dostrovsky, 1971; O’Keefe, 1976). Place cells were immediately seen as the neural substrate of a ‘spatial cognitive map’, an allocentric internal representation of space that
could support self-location, navigation, and spatial memory (Tolman, 1948; O’Keefe and Nadel, 1978).

Today, we know that neural correlates of space are found in all regions of the hippocampal system through a variety of functional cell types, e.g., head direction cells, grid cells, border cells, speed cells (see, e.g., Hartley et al., 2014, for a review). Additionally, experimental damage to the hippocampus and the parahippocampal region causes severe behavioral deficits in a wide range of spatial-memory tasks, e.g., the radial-arm maze (Olton et al., 1979), the Morris watermaze (Morris et al., 1982), and the T-maze (Rawlins and Olton, 1982). Finally, clinical and neuroimaging studies indicate that the hippocampal system processes spatial information also in humans (e.g., Burgess et al., 2002; Epstein et al., 2017).

Space as a memory trait

The hippocampal system is thus implicated in both episodic memory and spatial cognition, yet these two functions are probably not independent. Every episode we experience has at least a spatial (where) and a temporal (when) component. Because hippocampal research in rodents has largely focused on the neural correlates of space, the spatial component could have been overemphasized. Indeed, several non-spatial variables are equally represented by the hippocampal system, e.g., time (Manns et al., 2007), sounds (Abbott and Blum, 1996; Aronov et al., 2017), odors (Eichenbaum et al., 1987), objects (Fried et al., 1997; Deshmukh and Knierim, 2011), faces (Fried et al., 1997), social bounds (Tavares et al., 2015; Omer et al., 2018), and conceptual knowledge (Constantinescu et al., 2016). By representing any relevant variable in a given cognitive task, the fundamental function of the hippocampal system may be to form associations between those variables, possibly organizing them into temporal sequences (Hasselmo, 2011; Buzsáki and Moser, 2013).

2.2. Architecture of the medial entorhinal cortex

I now focus on the MEC, the sub-region of the hippocampal system where grid cells are most abundant. To understand how grid-cell activity is generated and possibly propagated to different areas, I summarize the main anatomical (Section 2.2.1) and intrinsic physiological properties (Section 2.2.2) of entorhinal neurons.

2.2.1. Microcircuits of the entorhinal cortex

I start by describing cell-type specific excitatory microcircuits, which attracted considerable attention in recent years (see, e.g., Sürmeli et al., 2015; Fuchs et al., 2016; Winterer et al., 2017).
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Excitatory cell types

The MEC contains two main excitatory cell types: stellate cells and pyramidal cells (Klink and Alonso, 1997). Stellate cells have multiple primary dendrites that stem from a round soma, whereas pyramidal cells have one prominent apical dendrite arising from an elongated soma (Figure 2.2A). Layer II principal cells have either stellate (65%) or pyramidal morphology (32%), whereas principal cells is layers III, V, and VI are mostly pyramidal\(^1\) (Klink and Alonso, 1997; Canto et al., 2008). Stellate and pyramidal cells are characterized by distinct electrophysiological properties (Section 2.2.2) and by differential immunoreactivity to antibodies, i.e., stellate cells are typically reelin positive (and calbindin negative), whereas pyramidal cells are typically calbindin positive (and reelin negative; Varga et al., 2010; Ray et al., 2014; Kitamura et al., 2014). These distinct immunoreactive responses have been particularly important to unveil cell-type-specific connectivity patterns within the entorhinal circuitry.

Aside from stellate and pyramidal cells, Fuchs et al. (2016) recently identified two additional excitatory cell types in the MEC, i.e., intermediate stellate and intermediate pyramidal cells. This classification, however, was based solely on electrophysiological features, and could not be reproduced by Winterer et al. (2017). Therefore, in the following, I shall focus on experimental data that relates to the two best described cell types: stellate and pyramidal cells.

Excitatory circuits

Layer II stellate and pyramidal cells are characterized by strikingly segregated input and output projection patterns (Figure 2.2C). Layer II stellate cells project to the hippocampal formation (DG and CA3 fields, Varga et al., 2010) and to layer V (Sürmeli et al., 2015), whereas layer II pyramidal cells project to the controlateral MEC (Varga et al., 2010) and to CA1 interneurons (Kitamura et al., 2014). In terms of the inputs, it was found that layer II pyramidal (but not stellate) cells are selectively targeted by the parasubiculum (Tang et al., 2016) and by cholinergic neurons in the medial septum (Ray et al., 2014).

Within layer II, recurrent synaptic excitation was originally thought to be very sparse or absent (Dhillon and Jones, 2000; Couey et al., 2013; Pastoll et al., 2013), but recent studies challenged this hypothesis (Fuchs et al., 2016; Winterer et al., 2017; Schmidt et al., 2017); see also (Kumar and Buckmaster, 2006). Notably, Schmidt et al. (2017) found that a typical layer II principal cell makes more than one third of its synaptic contacts onto excitatory neurons of the same layer, which is consistent with recent reports by Fuchs et al. (2016) and Winterer et al. (2017). Yet recurrent excitation is even stronger within layers III and V (Dhillon and Jones, 2000; Winterer et al., 2017).

\(^1\)Layers I and IV are largely devoid of principal cells.
Figure 2.2. | Microcircuits in the superficial layers of the MEC. A-B) Histological reconstructions of a typical entorhinal stellate cell (A) and pyramidal cell (B). Dashed lines indicate boundaries between cortical layers. Image courtesy of Jochen Winterer. C) Diagram of local excitatory connectivity. S2, Layer II stellate cell; P2, Layer II pyramidal cell; P3, layer III pyramidal cell; P5, Layer V pyramidal cell. Black arrows: connections reported by Dhillon and Jones (2000); Van Haeften et al. (2003); Sürmeli et al. (2015); Winterer et al. (2017). Gray arrows: extrinsic projections (Ray et al., 2014; Tang et al., 2016, Figure 2.1C, D). D) Diagram of local inhibitory connectivity. CCK, cholecystokinin-positive interneuron; PV, parvalbumin-positive interneuron; SOM: somatostatin-positive interneuron. Diagram shows connections reported by Varga et al. (2010); Armstrong et al. (2016); Fuchs et al. (2016).
Cell-type specific connectivity within layer II is still debated: pair recordings in vitro revealed unidirectional projections from pyramidal to stellate cells (Winterer et al., 2017), although a developmental study suggests a projection in the opposite direction (Donato et al., 2017). Additionally, Winterer et al. (2017) found moderately large connectivity rates among layer II stellate cells (2.5%) and pyramidal cells (2.9%).

Interlaminar excitatory pathways have been also described in the MEC. Most of the entorhinal input to layer II arises from layer III (Beed et al., 2010), with layer III neurons targeting layer II stellate cells selectively (Winterer et al., 2017). Finally, layer V principal cells receive input from layer II (Sürmeli et al., 2015) and directly innervate layer III (Van Haeften et al., 2003; Kloosterman et al., 2003).

The projection patterns described above suggest that layer II stellate cells mediate connectivity pathways between the MEC and the hippocampal formation and process information across cortical layers (Figure 2.2C). By contrast, layer II pyramidal cells provide parasubicular inputs to the MEC and convey theta-rhythmic activity from the medial septum (Ray et al., 2014).

Inhibitory circuits

To understand how inhibition affects grid-cell activity (e.g., Buetfering et al., 2014; Miao et al., 2017), I shall now review the main types of inhibitory neurons in the MEC and their local connectivity.

The EC, similarly to other neocortical areas, contains three major classes of interneurons: parvalbumin (PV), somatostatin (SOM), and serotonin-3a-receptor (5HT3aR) expressing cells (Lee et al., 2010; Rudy et al., 2011). PV-positive interneurons—the most abundant interneuron type in the area—are typically fast-spiking basket or chandelier cells. Basket cells are characterized by a prominent axonal arborization that resembles a ‘basket’ surrounding the soma of the target cell, whereas chandelier cells are characterized by vertical clusters of synaptic boutons (candles) that contact the axon initial segment of the post-synaptic neuron. By targeting the perisomatic region directly, PV-positive inhibitory cells are in a unique position to control the action-potential output of their post-synaptic targets. In contrast, SOM-positive interneurons preferentially target the dendritic compartments of the post-synaptic cell, possibly gating it synaptic inputs. Finally, the third major interneuron class, the 5HT3aR expressing cells, show a diversity of morphological and electrophysiological profiles, and they are generally less-well characterized in comparison to PV or SOM cells (Vucurovic et al., 2010; Lee et al., 2010).

Local inhibitory circuits in the MEC have been best characterized within layer II (Figure 2.2D). PV-positive basket cells provide somatic inhibition to both stellate and pyramidal neurons (Beed et al., 2013; Couey et al., 2013; Armstrong et al., 2016; Fuchs
et al., 2016; Ray et al., 2017), whereas SOM-positive interneurons preferentially target stellate cells (Fuchs et al., 2016). On the other hand, CCK-positive interneurons (a subgroup of 5HT3AR expressing cells) inhibit pyramidal cells selectively (Varga et al., 2010; Armstrong et al., 2016; Fuchs et al., 2016).

2.2.2. Intrinsic properties of entorhinal neurons

A large number of experimental and theoretical studies, including the work of this thesis, postulate that grid-cell activity may arise via intrinsic cellular properties of entorhinal neurons (e.g., Burgess et al., 2007; Giocomo and Hasselmo, 2008a; Kropff and Treves, 2008; D’Albis and Kempter, 2017, Sections 4.2-4.3, and Chapter 5). To date, in vitro physiology work has largely focused on layer II stellate cells, because of their intrinsic resonant currents that have been linked to theta-rhythmicity and grid-cell firing (e.g., Burgess et al., 2007; Giocomo and Hasselmo, 2008a). In this section, I shall thus summarize the main intrinsic properties of entorhinal stellate cells, with comparisons to layer II pyramidal cells when data was available.

Sag and rebound potentials

A peculiar feature of entorhinal stellate cells is a pronounced membrane-potential sag in response to the injection of a subthreshold current (Alonso and Klink, 1993). That is, when a small current step is applied, the membrane potential reaches an early peak and then decays (or sags) to a lower steady-state level. Such sag responses have been linked to hyperpolarization-activated cation currents (I_h), which slowly activate upon hyperpolarization and slowly de-activate upon depolarization, opposing membrane-potential changes in both directions (Dickson et al., 2000). I_h currents also generate the so-called rebound after hyperpolarization potential, i.e., the membrane voltage overshoots the resting potential—possibly beyond spiking threshold—after a cell is released from prolonged hyperpolarization (Alonso and Klink, 1993). Sag and rebound responses are particularly prominent in stellate cells, but they are found in pyramidal cells too (Alonso and Klink, 1993). Sag responses are faster dorsally than ventrally (Giocomo et al., 2007), and they are considerably faster in stellate than in pyramidal cells (Winterer et al., 2017). I kindly refer the reader to (Hasselmo, 2014; Shay et al., 2016) for grid-cell models based on sag and rebound potentials.

Theta-frequency resonance

Possibly the most striking electrophysiological property of entorhinal stellate cells is the emergence of a rhythmic subthreshold oscillation following a constant depolarization of the membrane potential (Alonso and Llinás, 1989; Alonso and Klink, 1993). Remarkably,
the frequency of this oscillation matches the frequency of the hippocampal theta rhythm (4 – 12 Hz, Vanderwolf, 1969; Winson, 1974; Buzsáki, 2002), which has been implicated in spatial memory and grid-cell firing (Mitchell et al., 1982; Brandon et al., 2011; Koenig et al., 2011). Likewise, when a sinusoidally-modulated current is injected into a stellate cell, the sub-threshold membrane voltage resonates in the theta-frequency range (Haas and White, 2002; Erchova et al., 2004; Schreiber et al., 2004; Pastoll et al., 2012). Similarly to sag and rebound potentials, stellate-cell resonance properties depend on $I_h$ currents (Robinson and Siegelbaum, 2003; Nolan et al., 2007; Haas et al., 2007), and they are modulated along the dorso-ventral axis of the MEC (with higher frequencies dorsally than ventrally; Giocomo et al., 2007).

In contrast to stellate cells, entorhinal pyramidal cells do not show intrinsic rhythmic oscillations in vitro, neither in the subthreshold nor in the suprathreshold regime (Alonso and Klink, 1993; Erchova et al., 2004; Schreiber et al., 2004). This supported the conjecture that stellate (but not pyramidal) cells may contribute theta-rhythmicity and grid-cell firing (Burgess et al., 2007; Giocomo and Hasselmo, 2008a). Yet recent experiments showed that spiking activity in vivo is more strongly theta-modulated in pyramidal than in stellate cells (Ray et al., 2014; Tang et al., 2014).

### After-spike potentials

The action potential of a stellate cell is typically followed by an after-spike potential with three components: a shallow and fast after-spike hyperpolarizing potential (AHP, 2-5 ms), a brief after-spike depolarization, and a longer AHP (20-100 ms; Alonso and Klink, 1993; Pastoll et al., 2012). Similarly to other intrinsic properties, the time constants of these responses show a gradient along the dorso-ventral axis of the MEC, with faster responses dorsally than ventrally (Giocomo et al., 2007; Navratilova et al., 2012; Yoshida et al., 2013). Although stronger in stellate cells, after-spike potentials are found in pyramidal cells too (Alonso and Klink, 1993) as in other cortical projection neurons (Connors et al., 1982). I kindly refer the reader to (Navratilova et al., 2012) for a grid-cell model based on after-spike potentials.

### Spike-rate adaptation

An important intrinsic property of entorhinal cells is spike-rate adaptation, i.e., when a depolarizing current is injected into a cell, its firing frequency rapidly decreases (or adapts) over time. In entorhinal stellate cells, the injection of a relatively large current step (e.g., 1 nA), causes the firing rate to drop logarithmically in the first tens of milliseconds and decay exponentially afterwards (Alonso and Klink, 1993). Typically, cells cease firing completely after 100-200 ms of constant current stimulation, but they may resume firing—forming peculiar spike clusters—if stimulated for longer times.
Spike-rate adaptation is stronger dorsally than ventrally (Yoshida et al., 2013) and is more prominent in stellate than in pyramidal cells (Alonso and Klink, 1993). Spike-rate adaptation is particularly relevant for this thesis because it is part of the grid-cell model I propose in Chapter 5.

2.3. Chapter summary

In this chapter, I described the main components of the hippocampal system, a compound cortical region that is strongly implicated in spatial navigation and episodic memory. A key structure therein is the entorhinal cortex, which sits at the interface between the hippocampal formation and the neocortex. Multimodal sensory inputs reach the entorhinal cortex from widespread cortical areas mostly via the perirhinal and postrhinal cortices. Within the medial entorhinal cortex—where grid cells are most abundant—excitatory microcircuits with stereotyped projection patterns have been recently identified. Intrinsic cellular properties of entorhinal neurons, such as theta-frequency resonance and spike-rate adaptation, have been also characterized in vitro, suggesting possible mechanisms for the formation of grid-cell patterns. In the next chapter, I will introduce the reader to grid cells.
Chapter 3

Grid cells in the entorhinal cortex

Here, I review current empirical knowledge on grid cells. I describe the main properties of their firing patterns (Section 3.1), how they are affected by sensory inputs (Section 3.2), and how they relate to other spatial cells in the hippocampal system (Section 3.3).

3.1. Introduction

The entorhinal cortex has a long research history, mostly because well-studied brain disorders, such as epilepsy and Alzheimer’s disease, often originate in this area (e.g., Van Hoesen et al., 1991; Spencer and Spencer, 1994). Yet nothing has boosted the interest in this brain region more than the discovery of grid cells.

The path that led to this influential breakthrough is marked the currently unsolved quest for the origin of place-cell activity in the hippocampus (see Section 2.1.2 and Moser et al. (2008) for an introduction to place cells). A key finding on this issue was that hippocampal place fields in CA1 were partially maintained after complete ablation of the CA3–CA1 connections, which suggested that the entorhinal cortex—the second major CA1 input—could provide spatially-tuned signals to the hippocampus (Brun et al., 2002). This idea was supported by earlier studies that reported a broad and irregular spatial firing in the MEC (Barnes et al., 1990; Quirk et al., 1992; Frank et al., 2000). Yet early entorhinal recordings mostly targeted the ventral part of the MEC, leaving the more dorsal areas largely unexplored. When the group of Edvard and May-Britt Moser recorded from the dorsal MEC, a truly unexpected discovery was made: not only spatial firing was much sharper than previously reported, but a single cell had multiple firing fields that were arranged in strikingly-regular triangular pattern in the environment (Fyhn et al., 2004; Hafting et al., 2005). These cells were termed grid cells by the experimenters (Figure 3.1A). Place and grid cells are currently one of the hottest topics in the field of systems neuroscience, and, for their discovery, John O’Keefe and Edvard and May-Britt Moser were awarded the 2014 Nobel Prize for
3.1.1. Basic grid-cell properties

The spatial firing pattern of a grid cell is characterized by three fundamental properties: 1) the grid scale, i.e., the distance between two neighboring firing fields; 2) the grid orientation, i.e., the angle between one of the grid axis and a reference direction; and 3) the grid spatial phase, i.e., the two-dimensional spatial offset between the firing fields and a reference point (Figure 3.1B).

Nearby grid cells, i.e., cells simultaneously recorded from the same electrode, have similar scale and orientation, but scattered phases (Hafting et al., 2005). That is, grid scale and orientation are topographically organized in the cortex, whereas grid phase is largely non-topographic—similarly to the salt-and-pepper distribution of orientation preference in the rodent visual cortex (but see Heys et al., 2014, for a weak anatomical clustering of grid phases in linear tracks).

Grid scale and field size monotonically increase from the dorsal to the ventral MEC (Hafting et al., 2005, Figure 3.1C), mirroring a dorso-ventral gradient of many intrinsic properties of entorhinal cells (Section 2.2.2) and an increase of place-field size along the dorso-ventral axis of the hippocampus (Jung et al., 1994).

3.1.2. Modular organization of grid-cell activity

Only two years after grid-cell activity was first reported, Barry et al. (2007) added another interesting bit to this discovery. By sampling several dorso-ventral locations in the MEC, they observed that grid scale did not vary continuously in the tissue, but rather in discrete steps (Figure 3.1D). Interestingly, the ratio between two subsequent grid scales in a given animal was a constant number, about 1.7, which roughly matched theoretical predictions for the optimal coding of space with periodic signals (Stemmler et al., 2015; Wei et al., 2015). A similar scale ratio (in the range 1.4–1.7) was later reported by two other independent studies (Stensola et al., 2012; Krupic et al., 2015).

The finding by Barry et al. (2007) motivated the Moser’s group to further investigate the anatomical organization of grid-cell properties within the cortex (Stensola et al., 2012). By recording hundreds of cells per animal across large portions of the MEC, Stensola et al. (2012) not only confirmed the step-like increase in grid scale observed by Barry et al. (2007), but also found that grid-cell activity was generally organized in a small number of discrete functional modules. Within a module, grid patterns had a similar scale, orientation, elliptic distortion, and theta-frequency modulation (Figure 3.1E), but the same properties varied substantially across modules. By sampling about a half of the dorso-ventral extent of the MEC, Stensola et al. (2012) counted four to five modules per animal, hinting that the total number of grid modules in the
Figure 3.1. | Entorhinal grid-cell patterns: basic properties and modular organization. A) Spatial firing pattern of a grid cell recorded in the rat’s MEC. The gray trace shows the trajectory of the animal foraging in a square enclosure. The black dots indicate the locations in which cell fired. B) Cartoons of two grid patterns (blue and green), illustrating the differences between grid scale (left), grid orientation (middle) and grid spatial phase (right). Grid scale, orientation, and phase for the green (blue) pattern are marked in black (red). C) Example grid firing patterns (black dots) recorded at successive dorsoventral locations in the MEC (left: dorsal, right: ventral). Dorsoventral location from the brain surface is indicated above the panels. Animal trajectory is depicted in gray. D) Left: Grid spacing for 176 grid cells recorded in a single animal. Right: kernel-density estimate of the distribution of grid spacings. Dashed lines and red stars indicate local peaks in the distribution (see also panels E and F). E) Scatterplots showing spacing and orientations of 176 grids recorded in the same animal (see panel D). Grid modules are color coded (see panel F). Orientation and spacing are measured for the three grid axes independently (three circles per grid). Gray dashed lines indicate the mean spacing of each module. F) Outlines of the anatomical extent of the grid modules in panels D and E depicted on a flat map of the medial half of the MEC. Images in panels A and B are adapted from (Moser et al., 2014) with permission from Nature Publishing Group. Images in panels D–F are adapted from (Stensola et al., 2012) with permission from Nature Publishing Group.
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MEC is of the order of ten. Surprisingly, these modules also showed a large degree of overlap in anatomical space (Figure 3.1F), spanning multiple cortical layers and extending to pre- and parasubiculum (Stensola et al., 2012). Such a configuration suggests that functionally-identified grid-cell modules do not directly map onto anatomical cell clusters in the MEC, e.g., calbindin-positive (Fujimaru and Kosaka, 1996; Ray et al., 2014; Kitamura et al., 2014), zinc-positive (Slomianka and Geneser, 1997), or acetylcholinesterase-positive patches (Slomianka and Geneser, 1991); although more complex function-structure relationships may still exist (Naumann et al., 2018).

3.2. The role of sensory inputs in grid-cell firing

The discovery of grid cells raised a number of fundamental questions regarding the origin of spatial signals in the MEC. Do grid patterns emerge from a constellation of external sensory cues, or rather from a continuous integration of self-motion inputs? Are grids affected by the local geometry of the enclosure? Are they stable across environments? And do they provide a local or a global representation of space? In this section, I shall review the current knowledge on these topics as it emerged over more than ten years of investigation.

3.2.1. Self-motion inputs versus external sensory cues

When grid cells were first reported, Hafting et al. (2005) observed that grid fields remained stable in the dark, indicating that they could arise from the integration of idiothetic self-motion cues (e.g., vestibular signals or somatosensory feedback), which inform the animal about its own movements in the environment (see also Barry et al., 2012a). In the very same study, however, grid patterns were also found to rotate with polarizing visual cues in circular arenas, similarly to head-direction cells in presubiculum (Taube et al., 1990), and place cells in the hippocampus (Muller and Kubie, 1987). In the light of these findings, and inspired by previous models of place-cell activity (McNaughton et al., 1996; Samsonovich and McNaughton, 1997, Section 4.1.2), it was thus proposed that grid patterns may initially emerge from the integration of self-motion cues (path integration) and then get anchored to external landmarks with experience (McNaughton et al., 1991). It was hypothesized that grid cells could provide a “universal path integration-based neuronal map of the spatial environment” (McNaughton et al., 2006)—a conjecture that is currently dominating the field (Moser et al., 2017, see also Sections 4.1 and 4.2).

However, the relative contribution of self-motion inputs to grid-cell activity might have been initially overestimated: grid patterns in the dark could be sustained by olfactory cues or by somatosensory inputs resulting from the encounter of the arena
boundaries—factors that were initially not well controlled by experimenters (Hafting et al., 2005; Barry et al., 2012a). Consistent with this hypothesis is that in elevated arenas (Pérez-Escobar et al., 2016), and in conditions where olfactory cues are minimal (Chen et al., 2016), grid patterns are rapidly disrupted in darkness. Yet the relative role of idiothetic and allothetic signals may also differ across species: stable grids in the dark were observed in rats (Hafting et al., 2005; Barry et al., 2012a), but not in mice (Pérez-Escobar et al., 2016; Chen et al., 2016).

Carpenter et al. (2015) investigated how sensory inputs affect grid-cell activity in an interesting experiment. Rats were allowed to forage between two identical enclosures connected by a single hallway, similarly to a person visiting two identical hotel rooms on the same corridor. The authors hypothesized that, if grid-cell firing was dominated by self-motion cues, a global pattern (comprising the two rooms) should emerge. Alternatively, if external sensory inputs were prevailing, two local and identical patterns could emerge. The result was the following. Initially, identical patterns formed in the two rooms; however, after prolonged experience (2–3 weeks), the two grid maps merged, approaching a more global representation of space (Carpenter et al., 2015). This experiment suggests that external sensory inputs exert a strong control on grid-cell activity initially, and that self-motion cues may become important with experience—a conjecture that will be further elaborated in Chapter 6.

3.2.2. Influence of the local geometry of the enclosure

That grid-cell activity is controlled by external sensory cues is further supported by studies in which the local geometry of the environment is manipulated. Grid patterns are typically unaffected by the size or the aspect ratio of a familiar enclosure. However, when a square arena is suddenly rescaled along one or two directions, grid patterns either stretch accordingly (Barry et al., 2007), or rearrange their firing fields completely (Savelli et al., 2008). Similarly, grid fields are displaced locally when animals are allowed to move freely between previously discontinuous enclosures (Wernle et al., 2018). Remarkably, grid patterns deform coherently within (but not across) modules (Stensola et al., 2012; Yoon et al., 2013; Wernle et al., 2018), suggesting that functionally-independent grid-cell networks may coexist in the MEC.

The grid deformations reported by Barry et al. (2007) and Savelli et al. (2008) indicated that arena boundaries might control grid-cell activity more than previously expected. Indeed, Krupic et al. (2015) found that grids tend to align to the arena walls in square environments, and that this alignment is preserved after the arena is rotated within the room (despite prominent visual cues remaining stationary). Notably, grid orientations across rats seemed to cluster at a specific angular offset relative to the walls of the enclosure (Krupic et al., 2015; Stensola et al., 2015). The average angle to the walls
was $8.8 \pm 4.7$ degrees (mean ± s.d.) in the study by Krupic et al. (2015), and $7.2 \pm 3.5$ degrees in a second study by Stensola et al. (2015).

The observed grid alignment to the boundaries has also implications for the modular organization of grid-cell activity in the MEC: because grids of different modules oriented to the walls similarly, they could be either perfectly aligned to each other (0 degrees offset) or rotated by 30 degrees (i.e., 90 modulo 60 degrees). In fact, Krupic et al. (2015) observed that relative grid orientations across modules cluster around 0 and 30 degrees in single animals (with a large preference for 0 degrees), and that such cross-module alignment is maintained in non-square arenas, such as circles or hexagons (Krupic et al., 2015).

Finally, when grid cells were recorded in more complex arena shapes, such as the hairpin maze (Derdikman et al., 2009) or trapezoidal enclosures (Krupic et al., 2015, 2018), the distinctive triangular symmetry of grid-cell firing was largely lost—further supporting the idea that grid-cell activity is strongly influenced by environmental factors.

### 3.2.3. Grid cells across environments

Here, I describe how grid-cell patterns change across environments. To this end, I first explain the concept of ‘remapping’, a term originally introduced in the context of hippocampal place cells. Place-cell activity changes (or remaps) in two different ways depending on how the spatial context around the animal is manipulated. When a rat experiences two different boxes in the same room or similar boxes in two different rooms, hippocampal activity undergoes *global remapping*, i.e., place cells in one condition are either completely silent in the other condition or they have fields in different locations (Wills et al., 2005; Leutgeb et al., 2005, 2007). By contrast, when the physical recording room is kept constant but salient features of the arena are changed (such as wall colors, arena shape, or odors), place cells undergo *rate remapping*, i.e., firing fields are stable but firing rates vary substantially (Hayman et al., 2003; Leutgeb et al., 2005); see also (Latuske et al., 2017) for a recent review.

Fyhn et al. (2007) recorded the activity of entorhinal grid cells in conditions in which hippocampal firing undergoes either global or rate remapping. Interestingly, entorhinal activity was significantly more stable compared to the hippocampal counterpart, i.e., grid cells always maintained their spatially-periodic firing across contexts, even when place fields globally remapped. Additionally, when different boxes were tested in the same room, grid patterns shifted coherently within modules, i.e., cells recorded from the same electrode had similar phase-shift offsets. Similarly, when two identical boxes were tested in different rooms, grids rotated and translated, but, within modules, their relative-phase relationships remained constant—a phenomenon termed ‘coherent
remapping’ in the literature (Fyhn et al., 2007; Yoon et al., 2013). Furthermore, in conditions where place fields underwent rate remapping, grids either remained completely stable (Fyhn et al., 2007) or shifted coherently (Marozzi et al., 2015), although peak firing rates within fields varied substantially (Diehl et al., 2017; Ismakov et al., 2017).

Place- and grid-cell remapping are typically studied in environments that are already familiar to the animal. In this case, grid fields maintain similar size and spacing across conditions (Fyhn et al., 2007; Marozzi et al., 2015; Diehl et al., 2017; Ismakov et al., 2017). By contrast, grid patterns expand and become less regular in novel environments, i.e., in arenas that are experienced by the animal for the first time (Barry et al., 2012a).

3.3. Relation between grid cells and other spatial cells

Grid cells are only one of many spatially-modulated cell types in the hippocampal system, including place cells (O’Keefe, 1976), head-direction cells (Rank, 1984), border cells (Solstad et al., 2008), speed cells (Kropff et al., 2015), goal-direction cells (Sarel et al., 2017), and object-vector cells (Hoydal et al., 2018). In this section, I shall summarize the key findings that relate grid-cell activity to the best-characterized spatial neurons in the hippocampal system, i.e., place, head-direction, and border cells (Figure 3.2; see Hartley et al., 2014, for a review).

3.3.1. Relation between grid and place cells

The link between grid- and place-cell activity is rather intricate, and it is currently unsettled whether grid cells contribute to place-cell firing or vice versa (see, e.g., Bush et al., 2014, for a review). The hippocampus is directly innervated by the superficial layers of the MEC (Section 2.1.1, Figure 2.1), where grid cells are most abundant (Hafting et al., 2005; Sargolini et al., 2006). This led to the hypothesis that hippocampal place fields are generated from entorhinal grid fields (e.g., Solstad et al., 2006; Rolls et al., 2006; Cheng and Frank, 2011). Consistently, it was found that hippocampal neurons receive monosynaptic connections from entorhinal grid cells (Zhang et al., 2013), and that genetic manipulations of entorhinal neurons affect the spatial scale of both grid and place fields (Mallory et al., 2018). Yet two lines of evidence indicate that grids are not required for place fields to emerge. First, place cells develop prior to grid cells during ontogenesis (Langston et al., 2010; Wills et al., 2010). Second, place fields are largely spared by entorhinal lesions (Brun et al., 2008; Van Cauter et al., 2008; Schlesiger et al., 2018) and by disruption of grid-cell activity via septal inactivation (Koenig et al., 2011); although place fields could still emerge from degraded grids (Azizi et al., 2014).

On the other hand, grid fields could be generated (Section 4.3) or anchored to the
Figure 3.2. | Spatial cells in the hippocampal system. Examples of four spatially-modulated cell types in the hippocampal system: grid cell (A), place cell (B), head-direction cell (C), and border cell (D). At the top row, the locations at which spikes occurred (green squares) are superimposed on the movement trajectory of the animal (black line). At the bottom row, average firing-rate maps (A,B,D) or average directional tuning curves (C) are shown. In the firing-rate maps, warm colors depict high rates. Peak firing rates in spikes/s are indicated at the bottom-left corner. For the experiment in panel D, a bar parallel to the south wall was inserted in the arena to demonstrate the emergence of a second field on the north-side of the barrier. Grid, head-direction, and border cells were recorded in a 1 x 1 square box with 50 cm high walls. The place cell in panel B was recorded in a 62 x 62 cm arena. N, north; E, east; S, south; W, west. Figure adapted from (Hartley et al., 2014) with permission from the Royal Society.

environment (Section 4.1.5) via hippocampal place fields. In fact, the deep entorhinal layers (layers V and VI) receive direct synaptic projections from the hippocampus (Tamamaki and Nojyo, 1995; Sürmeli et al., 2015, Section 2.1.1), and hippocampal inactivations (Bonnevie et al., 2013) or hippocampal lesions (Fyhn et al., 2004) disrupt grid-cell firing.

3.3.2. Relation between grid and head-direction cells

Head-direction (HD) cells are neurons that fire according to the orientation of the animal’s head in the environment, regardless of the animal’s physical location (Figure 3.2C; Taube et al., 1990). Originally discovered in dorsal presubiculum (Rank, 1984; Taube et al., 1990), HD cells have been later reported in multiple brain areas, including the anterior thalamus (Taube, 1995a), the parasubiculum (Taube, 1995b), and the entorhinal cortex (Sargolini et al., 2006). Within the MEC, HD cells are most abundant in layers III, V, and VI, where grid cells are also found (Sargolini et al., 2006); and neurons with
conjunctive grid-by-HD tuning have also been recorded in the same layers (Sargolini et al., 2006). Because HD cells could provide self-motion information to grid cells, their discovery has been particularly relevant for computational models of grid-cell activity (Section 4.1). Additionally, the existence of conjunctive grid-by-HD cells has been predicted by theorists (McNaughton et al., 2006).

Interestingly, inactivations or lesions of the anterior thalamic nucleus (where HD cells are abundant), degrade both HD fields and grid-firing patterns in the MEC (Winter et al., 2015). On the other hand, septal inactivations—which reduce theta rhythmicity throughout the hippocampal system—disrupt grid patterns but spare the HD signal, i.e., grid patterns disappear, conjunctive grid-by-HD cells become pure HD cells, and HD cells are largely unaffected (Brandon et al., 2011; Koenig et al., 2011).

3.3.3. Relation between grid and border cells

Border cells are neurons that selectively fire as the animal approaches the boundaries of an enclosure (Figure 3.2D). They are found in the MEC (Solstad et al., 2008; Savelli et al., 2008) and in parasubiculum (Boccara et al., 2010), and they are functionally related to the boundary-vector cells in subiculum, i.e., neurons that fire whenever the animal is at a certain distance to a boundary (Barry et al., 2006; Lever et al., 2009).

Because arena boundaries influence the symmetry and alignment of grid fields (Section 3.2), it is likely that border cells provide input to grid cells. Accordingly, border cells have been proposed to correct path-integration errors in models of grid-cell activity (Hardcastle et al., 2015, Section 4.1.5).

3.4. Chapter summary

In this chapter, I introduced the reader to grid cells. First, I described the basic geometrical properties of grid patterns and their modular organization in the cortical tissue. I then discussed the relative role of self-motion and sensory inputs in controlling grid-cell firing. I argued that grid-cell activity is primarily driven by environmental rather than self-motion cues, and that the latter could only be used for short time stretches. Finally, I discussed how grid cells relate to other spatially-modulated neurons in the hippocampal system. In the next chapter, I will present the main theories for the origin of grid-cell activity in the medial entorhinal cortex.
Chapter 4

Theories of grid-pattern formation

Here, I discuss the most-important computational models for the origin of grid-cell patterns. I shall focus on three classes of models: continuous-attractor models, which emphasize the role of recurrent connectivity (Section 4.1); oscillatory-interference models, which emphasize the role of rhythmic oscillations (Section 4.2); and single-cell plasticity models, which emphasize the role of external sensory cues and learning (Section 4.3).

4.1. Continuous-attractor models

Continuous-attractor networks (CANs) have been very influential in the field of computational neuroscience and they underlie one of the most-prominent theories for the origin of grid-cell patterns. The core idea behind those models is that a properly-wired recurrent network can sustain a continuum of stable states in the activity of its neurons (Amari, 1977; Taylor, 1999). Because all states are neutrally stable, small external perturbations can push the network to a nearby configuration so that the network activity at any time reflects the cumulative effects of the external inputs onto the system (Wu et al., 2008).

As CANs effectively function as neural integrators (Robinson, 1989), they have been implicated in models of many brain structures that track continuously-changing stimuli. For example, CAN models have been used to track eye position in the oculomotor system (Cannon et al., 1983; Seung, 1998), movement direction in the motor cortex (Georgopoulos et al., 1993), stimulus orientation in the visual cortex (Ben-Yishai et al., 1995), memory cues in prefrontal cortex (Camperi and Wang, 1998), head direction in the thalamus (Skaggs et al., 1995; Blair, 1996; Zhang, 1996), and animal position in the hippocampal system (McNaughton et al., 1996; Samsonovich and McNaughton, 1997; McNaughton et al., 2006; Fuhs and Touretzky, 2006).

Attractor states can be represented by CANs in two different ways: with either a ‘rate code’ or a ‘location code’ (Goldman et al., 2010). In a rate-coding scenario, the network
maintains a state of graded persistent firing, and the stimulus value is encoded by the firing rate of the neurons—as for example in the oculomotor system (Cannon et al., 1983; Seung, 1998). By contrast, in a location-coding scenario, the network generates an activity packet or ‘bump’ at the population level, and the stimulus value is encoded by the bump location on the neural sheet, i.e., by the identity of the active neurons. CANs with a location code have been used in models of head-direction, place, and grid cells, and they are thus particularly relevant for the aim this thesis. Because all CANs with a location code share the same basic architecture, I shall first introduce the network setup for the simplest scenario, the head-direction system.

4.1.1. Continuous-attractor models of head-direction cells

Figure 4.1A schematically illustrates the architecture of a typical CAN model for head-direction cells (e.g., Skaggs et al., 1995; Blair, 1996; Zhang, 1996; Stringer et al., 2002b). Neurons that will acquire head-direction tuning are arranged on a ring (panel A1). Nearby neurons on the ring are strongly excitatorily connected, whereas distant neurons are weakly excitatorily connected or inhibited. Such a connectivity pattern generates a localized activity bump on the ring (panel A1 warm ball colors). The bump is then moved in concert with the rotation of the animal’s head by two groups of ‘rotation neurons’: clockwise-rotation (inner ring in panel A2) and anticlockwise-rotation neurons (inner ring in panel A3). Rotation neurons are conjunctively activated by head-direction cells (black arrows) and by vestibular inputs (dashed arrows). The former inform about the head’s current direction, the latter about the head’s turning velocity, i.e., when the animal turns its head right (left), clockwise (anticlockwise) rotation neurons are activated, and the activation strength is proportional to the turning speed. Crucially, rotation neurons project back to the head-direction ring asymmetrically, e.g., a clockwise-rotation cell that is innervated by head-direction cell $\phi$ projects back to head-direction cell $\phi + \Delta$, where $\Delta$ is a small angle in the clockwise direction.

Such a network effectively generates a head-direction signal by integrating angular velocity from the vestibular system. At any given time, head orientation can be decoded from the location of the activity bump on the (outer) ring, where each cell acquires a bell-shaped directional tuning curve. Importantly, the topology of the network matches the nature of the signal that is encoded, i.e., cells are connected on a ring because head-direction is a one-dimensional periodic variable. Note, however, that a ring-like connectivity does not necessarily imply a topographical arrangement of preferred head orientations on the neural tissue—which in fact is not observed in mammals (Taube et al., 1990; Taube, 1995a). CAN models of head-direction cells, first theorized in the 1990s, have recently found direct experimental support from imaging studies in the fly brain (Seelig and Jayaraman, 2015; Kim et al., 2017; Turner-Evans et al., 2017).
Figure 4.1. Continuous attractor models of head-direction, place, and grid cells. 

A) Head-direction-cell CAN model. A1) Head-direction cells (balls) are topologically arranged on a ring. Nearby neurons are excitatorily connected (red and gray lines), and an activity bump emerges on the ring (warm ball colors). Bump rotation is achieved by means of two additional layers of neurons: clockwise-rotation neurons (inner ring in A2, blue outlines) and anticlockwise-rotation neurons (inner ring in A3, pink outlines). Blue (pink) dashed arrows indicate vestibular inputs for clockwise (anticlockwise) rotation. See main text for details.

B) Place-cell CAN model. Two-dimensional extension of the ring attractor in A. Place cells (balls) are arranged on a plane with connection strengths declining with distance (B1). An activity bump emerges on the plane (B2). Conjunctive place-by-velocity cells (B2, colored layers) project to the place-cell plane asymmetrically, and shift the bump in concert with the animal movements. To avoid edge effects, connections with periodic boundaries may be considered (B3 top), which result in a connectivity with toroidal topology (B3 bottom).

C) Grid-cell CAN model. The network setup is analogous to the place-cell model in B with periodic boundaries (B3), but the neuronal plane is tilted, i.e., with axes that are 60 degrees apart (C1). Conjunctive grid-by-velocity cells (not shown) shift the population activity bump (C2) in concert with the animal movements, and a triangular pattern emerges in physical space (C3). Images in panels A and B adapted from (McNaughton et al., 2006) with permission from Nature Publishing Group.
4.1.2. Continuous-attractor models of place cells

Place-cell activity in the hippocampus has been also explained by CAN models (Figure 4.1B, McNaughton et al., 1996; Samsonovich and McNaughton, 1997; Stringer et al., 2002a; Conklin and Eliasmith, 2005; McNaughton et al., 2006). Similarly to head-direction models, feedback connections within a network sustain an activity bump at the population level (Figure 4.1B1), and conjunctive place-by-velocity cells shift the bump on the neural sheet according to the animal’s movements in physical space (Figure 4.1B2). As a result, a spatially-localized packet of neural activity (a place field) also emerges in single cells. Because spatial location on a plane is intrinsically two-dimensional, the network connectivity is now defined on a two-dimensional neuronal sheet. To update the bump position on the sheet, at least three layers of conjunctive place-by-velocity cells are required, i.e., a minimum of three movement directions shall be represented independently. Yet the model would work equally well with an arbitrary number of conjunctive layers, given that head direction—a proxy for movement direction—seems to be smoothly represented in the brain (Taube et al., 1990).

A critical point of this theory is that the size of the neural sheet should somehow scale with the size of the environment, which seems biologically unrealistic. To circumvent this problem, Samsonovich and McNaughton (1997) used periodic boundary conditions on the neural sheet, i.e., they assumed a recurrent connectivity with toroidal topology (Figure 4.1B3). This solution, however, directly implies that hippocampal place fields would periodically re-occur in large environments, which has never been observed experimentally (Fenton et al., 2008).

4.1.3. Continuous-attractor models of grid cells

Since periodic tuning has been discovered in the entorhinal cortex (Hafting et al., 2005), CAN models of hippocampal place cells have been quickly adapted to explain the activity of grid cells (McNaughton et al., 2006; Fuhs and Touretzky, 2006). One of the problems that remained to be solved concerned the geometry of the spatial patterns: the toroidal connectivity proposed by Samsonovich and McNaughton (1997) generated fields on a square grid of locations, whereas grid fields are typically arranged on a triangular lattice (Figure 3.1A). To overcome this issue, one could change the connectivity structure of the network to a twisted-torus topology (Guanella et al., 2007), where the ‘twist’ consists in tilting the axes of the neuronal sheet from 90 degrees (Figure 4.1B3) to 60 degrees (Figure 4.1C1). Such a tilt, affects the way the population-activity bump moves on the periodic network, and generates a triangular grid at the single-cell level (Figure 4.1C2, C3). The grid scale (Section 3.1.1) could be controlled by the speed-modulation gain of the conjunctive cells, i.e., the cells that shift the bump on the neuronal sheet with the animal’s movements. For high speed gains, the bump...
moves fast across the network, and small grid scales arise. Conversely, for lower speed gains, the bump moves slower, and larger grids emerge. Equivalently, keeping the speed gain constant, periodic networks of different sizes could also produce multiple grid scales.

An alternative way of implementing a CAN model for grid cells is to generate multiple bumps of activity at the population level (Fuhs and Touretzky, 2006; Burak and Fiete, 2009; Couey et al., 2013; Widloski and Fiete, 2014). If such population bumps are already arranged on a triangular lattice, rigidly shifting the bumps with the animal’s movements also produces triangular grids at the single-cell level. But how to generate multiple activity bumps in the first place? The answer lies in the connectivity profile of the network. If the recurrent-connectivity strength smoothly decays with distance on the neural sheet (e.g., following a Gaussian profile), only a single bump of activity can emerge at the population level—as in all examples of Figure 4.1. However, if the connectivity function follows a Mexican-hat (short-range excitation and long-range inhibition) or a Lincoln-hat (a step-like change in connection strength) profile, the network can sustain multiple activity bumps simultaneously. Mathematically, it is the Fourier spectrum of the connectivity function that matters: if the spectrum peaks at zero frequency (e.g., for a Gaussian or a cosine function) a single bump will emerge; but if it peaks at a positive frequency (e.g., for a Mexican hat or Lincoln hat function), multiple bumps can arise. Furthermore, when a non-linearity is present in the system, such bumps can also spontaneously arrange on a triangular grid on the neuronal sheet—similarly to the spontaneous patterning of chemical concentrations in reaction-diffusion systems (Turing, 1952; Borckmans et al., 2002). Multi-bump attractor networks have the advantage that they can form single-cell triangular grids even in the absence of periodic connectivity. However, due to edge effects, such aperiodic networks are inherently poor velocity integrators, and they are unlikely to generate stable grids at the single-cell level (Burak and Fiete, 2009, see Section 4.1.5).

### 4.1.4. The problem of learning continuous attractors

CAN models of grid-cell activity crucially rely on specific connectivity patterns between the neurons. But how such a connectivity structure could arise in the biological system? It is often assumed that Mexican-hat connectivity (i.e., short-range excitation and long-range inhibition) reflects physical distance between neurons. This assumption, however, predicts that grid spatial phases shall be topographically organized in the cortex, which is not observed experimentally (Hafting et al., 2005).

To overcome this problem, McNaughton et al. (2006) proposed a two-step learning process that guides the formation of CANs during development. The idea is the following. Initially, a population-activity pattern emerges in a ‘teaching layer’ of neurons,
which is transient and will disappear in the adult animal. Such an activity pattern arises via a Mexican-hat connectivity that mirrors physical distance between the neurons. Synaptic noise then randomly translates the pattern across the teaching layer, and provides downstream neurons (or modules) with the right correlation structure to form periodic recurrent connections locally (McNaughton et al., 2006). Crucially, these modules do not require a topographic organization of grid phases in the tissue, which is consistent with experimental data (Hafting et al., 2005). The developmental model by McNaughton et al. (2006) is theoretically intriguing, but has been challenged mathematically (Burak and Fiete, 2006, 2009) and has found little experimental support so far. I kindly refer the reader to (Fuhs and Touretzky, 2006) for a similar developmental model based on spontaneous cortical waves.

Widloski and Fiete (2014) proposed an alternative method to learn grid-cell CANs. In contrast to previous proposals (McNaughton et al., 2006; Fuhs and Touretzky, 2006), their model requires spatial exploration during ontogenesis. As the animal explores a familiar space, an initially random network is activated by both place-selective and self-motion inputs. With these inputs, temporally-asymmetric synaptic plasticity generates a network connectivity similar to the one of hard-wired CANs (see, e.g., Figure 4.1B2). After all connections have been learned, synaptic plasticity is turned off and the dynamics of the mature network is probed with self-motion inputs alone. In this ‘activation’ phase, the recurrent connections sustain multiple bumps of activity that shift coherently with the animal’s movements in physical space.

Here, I would like to point out a few issues of this model. First, as highlighted by the authors, the population-activity pattern moves across the mature network inconsistently with the spatially-tuned inputs that were active during learning (Widloski and Fiete, 2014). This inconsistency is advertised as a feature of the model, because it makes the functioning of the mature network independent of the initial learning experience. It seems however conceptually odd that feed-forward and recurrent inputs shall be in contradiction in a cue-rich and familiar environment where learning initially occurred. Second, because the learned connectivity structure is aperiodic, the model is inherently brittle to any source of noise present in the system (Burak and Fiete, 2006, 2009). Finally, because pattern formation depends on the details of the synaptic plasticity rules, it remains unclear whether the proposed mechanism is realistic in biological terms. I kindly refer the reader to Chapter 6 for a more thorough discussion of this model.

4.1.5. Integration accuracy and anchoring

To obtain a single-cell grid from a population pattern, CAN models require precise integration of the animal’s velocity and heading. Yet any integrating system is inherently prone to errors if left to run freely without external calibrating signals. In the case of
grid-cell CANs, an integration error of the order of the grid spacing (tens of centimeters) is sufficient to disrupt single-cell patterns completely. Burak and Fiete (2009) estimated that a stochastic periodic network of $\sim 10^4$ neurons accumulates errors at a rate of $\sim 1 \text{ cm/min}$—suggesting that velocity integration shall be corrected (or reset) every few minutes of exploration. In the biological system, however, errors may accumulate faster, due to smaller network sizes, inhomogeneities in the connectivity patterns, or spatially-irregular feed-forward inputs. Additionally, because velocity integration is a relative process, coherent grid firing across exploration sessions requires anchoring the network activity to stable landmarks in the environment.

Landmark-based error correction and anchoring have been often discussed only in abstract terms in the grid-cell literature (e.g., Welinder et al., 2008) with just a few studies attempting to model such processes explicitly (Guanella et al., 2007; Pastoll et al., 2013; Hardcastle et al., 2015). A possibility is that grid-cell CANs are constantly calibrated by hippocampal place cells (Guanella et al., 2007; Pastoll et al., 2013)—similarly to visual cues calibrating CAN models of head-direction cells (McNaughton et al., 1991; Skaggs et al., 1995; Zhang, 1996). As the animal explores a new environment, Hebbian synaptic plasticity could rapidly form associations between simultaneously active place and grid cells. In this case, place-cell firing could correct CAN integration errors within sessions, and anchor single-cell grids across sessions (Guanella et al., 2007; Pastoll et al., 2013). However, because place-cell activity remaps across environments (Section 3.2), this solution requires a ‘one-shot learning’ of many place-to-grid associations in each environment.

A more parsimonious solution to the same problem uses border-cell inputs for calibration (Hardcastle et al., 2015). In fact, Hardcastle et al. (2015) have empirically observed that the spatial dispersion of grid-cell spikes is consistent with integration drifts predicted by CAN models, and that such drifts are reduced after the encounter of an arena boundary (Hardcastle et al., 2015). Additionally, grid-cell firing appears more precise in the direction perpendicular to the latest-encountered boundary, consistent with the hypothesis that border cells could provide error-correction signals to grid cells (Hardcastle et al., 2015). Because border cells are typically stable across spatial contexts (Solstad et al., 2008), border-based calibration does not need rapid learning in novel environments. Border inputs, however, provide spatial information only in the direction perpendicular to the boundary, which is not sufficient to anchor single-cell grids across sessions.

### 4.1.6. Evidence in favor and against grid-cell attractor models

A fundamental feature of all attractor models of grid-cell activity is that spatial firing is driven by self-motion cues. This is in line with the facts that rodents can use self-motion
cues to navigate for short distances (Etienne and Jeffery, 2004; Gil et al., 2018; Tennant et al., 2018); that grid fields can in some cases persist in darkness (Hafting et al., 2005; Barry et al., 2012a; Chen et al., 2016; Pérez-Escobar et al., 2016, Section 3.2.1); that head-direction and conjunctive cells have been observed in the MEC (Sargolini et al., 2006; Kropff et al., 2015); and that grid patterns are degraded after suppressing head-direction signals in the thalamus (Winter et al., 2015). Finally, the attractor theory is consistent with the modular organization of grid-cell activity and its coherent remapping across environments (Stensola et al., 2012; Yoon et al., 2013, and Section 3.1.2); though the same effects could arise from a recurrent coupling that develops after the initial pattern-formation process (see Chapter 6).

On the other hand, attractor models require a sophisticated neural architecture whose developmental origin is unclear (Section 4.1.4); they need anchoring to the physical space (Section 4.1.5); and they cannot explain how grid fields are distorted by external sensory cues and the geometry of the environment (Sections 3.2.1 and 3.2.2).

4.2. Oscillatory-interference models

A second class of grid-cell models is based on temporally-interfering oscillations in single neurons (e.g., O’Keefe and Burgess, 2005; Burgess et al., 2007; Burgess, 2008; Blair et al., 2008; Zilli and Hasselmo, 2010; Navratilova et al., 2012).

4.2.1. The dual-oscillator theory of place-cell activity

Oscillatory-interference (OI) models of grid-cell activity originate from a theory proposed in the early 1990s to explain the origin of place fields and their relationship with the hippocampal theta rhythm. At that time, O’Keefe and Recce (1993) observed that place cells preferentially activate in bursts, with an inter-burst interval that is slightly shorter than a period of the extracellular theta. When the animal enters a place field, spikes typically occur at the trough of the theta rhythm, and they gradually advance in phase as the animal runs through the field—a phenomenon termed ‘phase precession’ by the authors (Figure 4.2A, black trace and bottom plot); see also (Skaggs and McNaughton, 1996; Huxter et al., 2008; Schmidt et al., 2009).

O’Keefe and Recce (1993) proposed that place fields and phase precession could be simultaneously generated by the interference of two oscillations impinging onto a single cell, i.e., a cell-intrinsic oscillation (green trace in Figure 4.2A) and a global theta-frequency oscillation (red trace in Figure 4.2A). If the cell-intrinsic frequency was slightly higher than the theta frequency, a beating interference pattern could emerge in the membrane potential of the cell. The pattern’s envelope would set the place-field temporal extent, while its carrier frequency would provide the right spike timing to
generate phase precession (Figure 4.2A, blue and pink traces). This temporal beating pattern would then be translated into a spatial signal by modulating one of the two oscillations with the animal’s running speed (O’Keefe and Recce, 1993; Lengyel et al., 2003).

The ‘dual-oscillator’ theory by O’Keefe and Recce (1993) may thus explain the emergence of place fields and phase precession at the same time. However, as highlighted in Figure 4.2A, such a mechanism also generates fields that periodically repeat in the environment. To solve this problem, O’Keefe and Recce (1993) assumed that constructive interference (beating) only occurs within restricted spatial regions (the place fields), whereas destructive interference (equal frequencies but opposite phases) occurs in the rest of the environment. Yet it remained unclear how such a frequency switch (from constructive to destructive interference) could be implemented in the brain. This issue was easily circumvented with the discovery of periodic firing in the entorhinal cortex.

4.2.2. Oscillatory-interference models of grid-cell firing

Because the dual-oscillator model intrinsically generates periodic patterns, it was immediately proposed as a mechanism for grid-cell activity (O’Keefe and Burgess, 2005). Consistently, it was soon observed that grid cells—like place cells—also show phase precession, both in linear tracks (Hafting et al., 2008; Reifenstein et al., 2012) and in open fields (Climer et al., 2013; Jeewajee et al., 2014; Newman and Hasselmo, 2014; Reifenstein et al., 2014).

The original dual-oscillator model was then extended to explain grid-cell activity in two-dimensional environments (Burgess et al., 2007). It was initially assumed that, within a single cell, a somatic oscillation at theta frequency interfered with multiple dendritic oscillations at slightly higher frequencies. To obtain a planar interference pattern, the frequencies of the dendritic oscillators were modulated by the running speed and direction of the animal (velocity-controlled oscillators, VCO). It was soon realized, however, that dendritic and somatic oscillations inevitably lead to phase locking in single cells (Remme et al., 2010). Therefore, VCOs were later modeled as separate groups of afferent units, often termed ‘theta cells’ in the literature (Burgess, 2008; Blair et al., 2008).

To generate a triangular grid, VCOs must be tuned to animal’s movement directions differing by multiples of 60 degrees (Figure 4.2B). Two VCOs are sufficient to generate grid-like patterns (Figure 4.2B), but six are required to account for omnidirectional phase precession as observed experimentally (Figure 4.2C; Climer et al., 2013; Jeewajee et al., 2014; Reifenstein et al., 2014). Yet none of the proposed configurations can fully account for the path-dependent features of phase precession that were empirically described (Reifenstein et al., 2014).
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Figure 4.2. Oscillatory-interference models for place and grid cells. A) As a virtual rat runs across a linear track at constant speed, two oscillators with frequencies $f_0 = 7$ Hz (red) and $f_i = 8$ Hz (green) interfere with each other generating a 1 Hz beating pattern riding on a 7.5 Hz carrier (blue). Place fields are defined by the envelope of the oscillation (magenta). The cell fires when its membrane potential (blue) exceeds a spike threshold (dashed line). Action potentials are generated in bursts (black lines) at the 7.5 Hz carrier frequency and undergo phase precession against the baseline 7 Hz theta rhythm (bottom).

B) Two velocity-controlled oscillators (VCOs, red circles) and a baseline theta rhythm (blue arrow) impinge onto a grid cell (light blue circle). The top plots show the spike phases of the two VCOs with respect to the baseline theta in a circular environment (see colorbar). The VCOs have different preferred running directions (gray arrows). The grid cell fires whenever it receives coincident input from the two VCOs (i.e., similar spike phases, locations denoted by white circles). The bottom-right plot shows the output spike locations and phases over the virtual-rat trajectory (black). Note that grid-cell spike phases are location dependent, i.e., the cell does not show omnidirectional phase precession.

C) Spike locations and phases of a grid cell in a circular arena for three different configurations of VCOs (gray arrows). Omnidirectional phase precession is obtained only with six VCOs that are 60 degrees apart. Image in panel A is reproduced from (Blair, 1996; Blair et al., 2008) with permission from John Wiley and Sons. Images in panel B and C are adapted from (Burgess, 2008) with permission from John Wiley and Sons.
4.2. Oscillatory-interference models

A weakness of OI models is that the characteristic 60-degree periodicity of grid-cell patterns must be manually inserted into the system via the preferred VCOs directions. Additionally, when more than two VCOs are employed—as needed to explain phase precession—the phases of such oscillators must precisely match to form triangular patterns. It has been proposed that VCOs with a 60-degree angular offset could spontaneously emerge via self-organizing process (Burgess et al., 2007; Mhatre et al., 2012), but such a scenario has never been explicitly simulated in OI models.

Another problem of the OI theory is that grid-like periodicity could be rapidly disrupted by noise, e.g., due to the incoherence of the theta rhythm beyond a few oscillation cycles (Welinder et al., 2008; Zilli et al., 2009). Although network synchronization mechanisms could potentially alleviate the problem (Zilli and Hasselmo, 2010), it remains unclear whether such mechanisms could be still effective in biologically realistic networks.

4.2.3. Evidence in favor and against grid-cell interference models

OI models are consistent with entorhinal neurons exhibiting sub-threshold oscillations in vitro (Alonso and Llinás, 1989; Alonso and Klink, 1993); with grid-cell activity being theta-modulated and phase-precessing in vivo (Hafting et al., 2005; Domnisoru et al., 2013; Schmidt-Hieber and Häusser, 2013); and with velocity-modulated theta cells (reminiscent of VCOs) being experimentally identified (Welday et al., 2011). Additionally, the intrinsic resonance of stellate cells exhibits a dorso-ventral frequency gradient that mirrors an increase of the grid spacing along the same anatomical axis (Giocomo et al., 2007). Finally, abolishing theta modulation originating in the medial septum disrupts grid-cell firing in the MEC (Brandon et al., 2011; Koenig et al., 2011).

Nevertheless, experimental evidence against OI models also exists: intrinsic resonance is not required for grid patterns to emerge (Giocomo et al., 2011); grid-like activity is observed without theta modulation in crawling bats (Yartsev et al., 2011); and the membrane-potential dynamics of grid cells is inconsistent with a purely interference-based mechanism (Domnisoru et al., 2013; Schmidt-Hieber and Häusser, 2013). The latter is probably the strongest piece of evidence against OI models, as will be further discussed in the next section.

4.2.4. Hybrid interference-attractor models

OI models posit that grids emerge from the temporal interference between multiple VCOs and a baseline theta rhythm, generating a beating signal in the membrane potential of the output cell. This predicts that grid-cell firing is mainly driven by the amplitude modulation of the intracellular theta (Figure 4.3A). By contrast, CAN models generate a bump of neural activity that is displaced across the network by
velocity-modulated signals (conjunctive cells). This predicts that output spikes are generated by periodically occurring ramps of synaptic depolarization (Figure 4.3B).

To test these predictions, Domnisoro et al. (2013) and Schmidt-Hieber and Häusser (2013) recorded the membrane voltage of entorhinal grid cells during virtual spatial exploration. A typical intracellular trace is shown in Figure 4.3C. Within firing fields, a clear depolarizing ramp was present in the membrane potential of the cell (red trace). Yet both the membrane voltage and the output spikes were also clearly theta modulated, and the intracellular power typically increased within firing fields (green trace). Although, these features are partially consistent with both OI and CAN models, further analysis revealed that the depolarizing ramp (and not the theta power) is highly predictive of the output spiking of the cell (Domnisoru et al., 2013; Schmidt-Hieber and Häusser, 2013), which favored CAN over OI models. It also became clear, however, that the intracellular theta-modulation observed experimentally was not explained by CAN models, leading to consider hybrid interference-attractor models of grid-cell firing (Schmidt-Hieber and Häusser, 2013; Bush and Burgess, 2014).

The main idea of hybrid interference-attractor models is to synaptically connect an ensemble of grid cells whose spatial firing is driven by temporal interference. The assumed connectivity profile is symmetric, i.e., synaptic connections are strongest between cells with similar spatial phases and gradually decrease in strength for cells with distant phases. Asymmetric connections with conjunctive cells (as assumed by CAN models) are instead not required, because the shift of the activity bump is directly controlled by the VCOs projecting to the recurrent network. Therefore, spatial periodicity and intracellular theta modulation are generated by the interference mechanism, whereas the sub-threshold depolarization ramps are generated by the recurrent connections. This mechanism predicts that removing lateral connectivity between grid cells shall abolish the depolarization ramps but spare a sub-threshold beating pattern in the membrane voltage (Figure 4.3A).

Because hybrid models are driven by temporal interference they also generate phase precession (Schmidt-Hieber and Häusser, 2013; Bush and Burgess, 2014). However, intracellular theta modulation and phase precession could be also generated by CAN models alone. In fact, Navratilova et al. (2012) proposed that an attractor network could generate grid fields and phase precession by using only theta-modulated conjunctive cells and intrinsic synaptic currents (Navratilova et al., 2012). To reproduce realistic grid scales, however, the model required very long synaptic delays (300–600 ms) and intrinsic currents whose temporal dynamics was modulated by the animal’s running speed.
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Figure 4.3. Membrane potential dynamics of grid cells. A) Schematics of a grid-cell membrane potential as predicted by oscillatory-interference (OI) models. The membrane potential ($V_m$, black trace) is decomposed into a low-frequency ramp component (red) and a theta-frequency component (gray, envelope in green). Dashes at the bottom indicate periods of in-field activity (black) and out-of-field activity (gray). B) Schematics of a grid-cell membrane potential as predicted by continuous attractor network (CAN) models. Colors as in A. C) The intracellular membrane potential (gray, spikes truncated) of a typical entorhinal grid cell recorded on a virtual linear track (Domnisoru et al., 2013). The signal is decomposed in a theta-frequency component (gray) and a low-frequency ramp (red, see also panels A, B). The sum of the two components (black overlay) closely approximates the original signal. Images in panels A-C adapted from (Domnisoru et al., 2013) with permission from Nature Publishing Group.
4.3. Single-cell plasticity models

Finally, I discuss a third class of models in which grid patterns originate at the single-cell level via spatially-tuned feed-forward inputs and Hebbian synaptic plasticity (Kropff and Treves, 2008; Mhatre et al., 2012; Castro and Aguiar, 2014; Stepanyuk, 2015; Dordek et al., 2016; D’Albis and Kempter, 2017; Monsalve-Mercado and Leibold, 2017; Weber and Sprekeler, 2018). The model I propose in Chapter 5 also belongs to this category. Differently to the theories discussed earlier (Sections 4.1 and 4.2), periodic spatial patterns emerge here from the integration of external sensory inputs rather than self-motion signals.

4.3.1. The Kropff-and-Treves model

Kropff and Treves (2008) suggested that grid patterns may originate when synaptic excitation and cell-intrinsic mechanisms compete to control the output firing of a neuron. In particular, a competition could arise between spatially-selective synaptic inputs and spike-rate adaptation—a cell-intrinsic process that hinders a neuron to fire for long time stretches. In this case, Hebbian synaptic plasticity at the input synapses could imprint a spatially-periodic pattern in the output activity of the cell.

The model architecture is depicted in Figure 4.4A. A single cell (the output neuron, black disk) receives spatially-selective input from an ensemble of presynaptic cells (white disks). For simplicity, each input neuron is active in a single location of the environment, i.e., the input activity resembles that of hippocampal place cells. Input synapses are plastic and the output neuron is subject to spike-rate adaptation. Figure 4.4B illustrates the pattern-formation mechanism. As the animal traverses a place field (dark-red disk), the corresponding presynaptic input is active, the output firing rate increases, and the related synaptic weight is potentiated by Hebbian plasticity. After a short time, however, the output firing rate decreases due to spike-rate adaptation, i.e., the neuron is less active in a ring of positions around the current location of the animal (light-blue disk). Inputs with place fields within this ‘adaptation ring’ are uncorrelated with the output spiking and the corresponding weights are depressed. As the output activity recovers, a new input place-field association can be learned (light-red disk). Such a learning process reaches an equilibrium when the output place fields are roughly equally-distributed in the arena. Assuming isotropic spatial exploration (i.e., roughly circular adaptation rings), an optimal equilibrium in terms of coverage is obtained when the output fields are arranged in a lattice of equilateral triangles (Figure 4.4C; Thue, 1910)—a configuration that is reminiscent of grid-cell patterns (Hafting et al., 2005). Figure 4.4D shows the results of such a learning process in a simulation by Kropff and Treves (2008).
Figure 4.4. The Kropff-and-Treves model of grid-cell firing. A) Schematics of the model architecture. A single cell (black disk) receives synaptic input from spatially-tuned neurons (white disk). Input spatial-tuning maps are shown at the top (warm colors denote high activity). B) Illustration of the pattern-formation mechanism. Input place fields cover the entire environment evenly (small disks). The dark-red disk at the center denotes a place field at the current location of the animal. Initially, input and output firing rates are high and the associated synaptic weight is potentiated by the Hebbian rule. Subsequently, the output neuron decreases firing due to spike-rate adaptation, i.e., the neuron is less active within an ‘adaptation ring’ around the current location of the animal (light-blue disk). After recovery from adaptation, the animal has moved outside the adaptation ring, and a new association is learned (light-red disk). The dashed circle denotes the following adaptation ring. C) Illustration of a possible equilibrium of the learning process. The hexagonal packing is a theoretical optimum. D) Example of the evolution of the synaptic weights during learning. Top row: each map shows the synaptic weights to the output neuron at a given time point (eight snapshots). Weights are arranged according to the positions of the corresponding input place-field centers (warm colors denote high weights). Bottom row: spatial auto-correlograms of the maps at the top row. Image in panels D reproduced from (Kropff and Treves, 2008) with permission from Wiley and Sons.
The spacing between the potentiated input fields (hence the scale of the output pattern) is controlled by the time constant of adaptation and the average running speed of the animal. Because learning requires a considerable amount of time to stabilize (hours of spatial exploration), variations of the animal’s running speed on short time scales (e.g., seconds) do not hinder the pattern-formation process (Kropff and Treves, 2008). Additionally, the assumption of a place-like input tuning can be relaxed to inputs with multiple firing fields randomly distributed in the environment (Kropff and Treves, 2008).

**Grid alignment through recurrent collaterals**

Leveraging on an inherently single-cell mechanism, the Kropff-and-Treves model in its simplest form cannot explain the common alignment of grid patterns within modules (Hafting et al., 2005; Fyhn et al., 2007; Stensola et al., 2012, Section 3.1.2). To overcome this problem, recurrent collaterals and head-direction tuning have been later added to the model (Kropff and Treves, 2008; Si et al., 2012). Assuming that cells initially show head-direction tuning, recurrent collaterals are set up such that cells with similar directional selectivity are strongly interconnected. This recurrent connectivity guides the learning of the feed-forward connections such that grids with similar orientations emerge at the output (Kropff and Treves, 2008; Si et al., 2012). Note, however, that because cells maintain their directional selectivity after learning, this model is more suitable to describe the origin of conjunctive grid-by-head-direction cells rather than the one of pure grid cells.

The common grid orientation at the output is random in circularly-symmetric environments, but may be biased towards the edges in quadrangular arenas (Si et al., 2012)—which is consistent with empirical observations (Krupic et al., 2015; Stensola et al., 2015). Si et al. (2012) proposed that such an alignment to the boundaries could stem from anisotropies of the animal’s running speed and direction during development. Additionally, Si et al. (2012) showed that the same recurrent collaterals that align the grids could also constrain the learning of the feed-forward inputs across environments, thus explaining the phenomenon of coherent remapping observed experimentally (Fyhn et al., 2007). Finally, Si and Treves (2013) proposed that a recurrent connectivity suitable for grid alignment could be learned in an unsupervised manner.

In summary, these studies predict that head-direction tuning is required for grid alignment, and that this alignment may arise at a later stage during development, i.e., after the initial formation of the grid patterns.
4.3. Single-cell plasticity models

4.3.2. Other single-cell plasticity models

Following the initial proposal by Kropff and Treves (2008), several other investigators considered models of the same type (e.g., Mhatre et al., 2012; Castro and Aguiar, 2014; Stepanyuk, 2015; Dordek et al., 2016; Monsalve-Mercado and Leibold, 2017; Weber and Sprekeler, 2018). In all these models, grid-spatial tuning originates from a single-cell process based on spatially-selective inputs and Hebbian synaptic plasticity. However, the mechanisms underlying the emergence of spatial periodicity and triangular symmetry differ across models and often generate distinct predictions. In the following, I shall briefly summarize the core ideas underlying those models and highlight their most distinctive features.

A model based on spatially-periodic stripe cells

Mhatre et al. (2012) proposed that grid patterns could arise by combining inputs that activate in spatially-periodic bands in the environment. Such inputs, termed ‘stripe cells’ by the authors, resemble a subset of spatially-tuned cells empirically observed in the MEC and parasubiculum (Krupic et al., 2012), but see also (Navratilova et al., 2015) for a possible confound. Starting from a population of stripe cells with mixed orientations and phases, a Hebbian plasticity rule selects inputs that form a triangular grid at the output (Mhatre et al., 2012). In fact, activity bands with a 60-degree angular offset tend to co-occur more frequently than bands at any other orientation, as the authors demonstrate geometrically in their study (Mhatre et al., 2012). Therefore, the model explains how triangular symmetry could self-organize provided that spatial periodicity is already given at the input. But how to obtain spatially-periodic stripes in the first place? Mhatre et al. (2012) hypothesized that stripe cells are generated by one-dimensional ring attractors, each of which is tuned to a different movement direction of the animal (see also Section 4.1.1). This requires however a large number of cells and precise synaptic connectivity. Extensions of this model have been studied by Pilly and Grossberg (2012, 2013).

Models based on the dynamics of the synaptic-plasticity rule

Castro and Aguiar (2014) and Stepanyuk (2015) studied grid-cell models in which spatial periodicity stems from specific features of the synaptic plasticity rules considered. In particular, it was assumed that synaptic plasticity could switch between long-term potentiation (LTP) and long-term depression (LTD) based on the level of presynaptic firing, alike to the BCM theory (Bienenstock et al., 1982). Such a rule, combined with non-linear homeostatic terms (Stepanyuk, 2015), or inhibitory activity (Castro and Aguiar, 2014), could then generate grid-like patterns from place-selective inputs. Here,
differently from the Kropff-and-Treves model, intrinsic adaptation is not required for learning. Yet the hypothesized plasticity mechanism is rather complex, and it has not been described in the entorhinal cortex. The models by Castro and Aguiar (2014) and Stepanyuk (2015) predict that the grid scale shall be affected by interfering with the dynamics of synaptic plasticity.

A model based on a balance between excitation and inhibition

An alternative explanation for the origin of grid-cell activity is provided by the work of Weber and Sprekeler (2018). In their model, both excitatory and inhibitory inputs impinge onto a single cell. Both input types are spatially-selective and the spatial tuning of inhibition is broader than the one of excitation, e.g., excitatory input place fields are larger than the inhibitory ones. All synaptic connections are plastic: the excitatory weights undergo classical Hebbian learning, whereas the inhibitory weights are subject to an homeostatic learning rule that aims at maintaining the output firing-rate constant over time. However, because inhibition is more broadly tuned than excitation, a perfect balance between the two inputs cannot be obtained, and periodic spatial patterns emerge at the output. This model is conceptually similar to the Kropff-and-Treves model, i.e., spatial periodicity stems from a competition between persistent excitation and the reluctance of a neuron to fire continuously in the environment. In the model by Weber and Sprekeler (2018), however, the neuron stops firing due to synaptic inhibition rather than spike-rate adaptation. This model predicts that inhibitory plasticity is required for grid-cell learning, that inhibition is more broadly tuned than excitation, and that the tuning-width difference between excitation and inhibition scales with the grid spacing in the MEC.

A model based on phase precessing inputs

Monsalve-Mercado and Leibold (2017) proposed a grid-cell model based on place-cell activity and theta-phase precession (see Section 4.2.1). Similarly to other models in this section, a population of place cells project to a single neuron, and the input synapses are plastic. In this case, however, the input place cells also exhibit theta-phase precession, i.e., they activate in sequences within single cycles of the theta oscillation. For this setup, Monsalve-Mercado and Leibold (2017) showed that grid-like patterns could emerge at output. The model is supported by numerical simulations and rigorous analytical calculations, but a clear intuition of how phase precession generates periodic firing is not provided. The model predicts that abolishing phase precession in hippocampal place cells shall disrupt grid-cell firing in the MEC.
4.4. Chapter summary

A model based on principal-component analysis

Finally, I discuss the work of Dordek et al. (2016). Compared to other models presented previously, this study attempts to explain the origin of grid-cell patterns at an algorithmic level, without making specific assumptions on the underlying cellular mechanisms. The core insight is that periodic triangular patterns could arise by performing a principal-component analysis (PCA, Hotelling, 1933) of bell-shaped inputs. Because it has been previously shown that PCA can be implemented by Hebbian plasticity in single neurons (Oja, 1982), Dordek et al. (2016) proposed that the same principle could underlie grid-pattern formation in the MEC. Importantly, to generate a periodic output, it is assumed that the input spatial tuning curves are ‘zero mean’ and resemble Mexican-hat functions. Yet because firing rates are non-negative, this assumption is biologically implausible. The authors discuss that effectively zero-mean inputs could be obtained by either temporal filtering or by spatially-tuned inhibition. In the former case, the model is similar to the proposal by Kropff and Treves (2008), in the latter, it is similar to the proposal by Weber and Sprekeler (2018). In either case, the study by Dordek et al. (2016) does not seem to generate any additional experimental prediction.

4.4. Chapter summary

In this chapter, I presented the main computational models explaining the emergence of grid-cell patterns. I grouped the proposed theories in three main classes: continuous-attractor models, oscillatory-interference models, and single-cell plasticity models. Attractor models posit that grids emerge from recurrent-network dynamics and self-motion inputs. By contrast, oscillatory-interference models propose that grids arise via theta oscillations that produce beating patterns in the intracellular voltage of a neuron. Finally, single-cell plasticity models posit that spatially-selective inputs and Hebbian learning generate spatially-periodic tuning at the single-cell level. In this thesis, I study a grid-cell model which belongs to this third category (Chapter 5). My own research work aims at increasing the biological realism of these models while giving deeper analytical insights on spatial pattern formation. In the next chapter, I describe my model in details.
Part II.

Original research
Chapter 5

The origin of grid-cell patterns

Here, I describe a novel computational model for the origin of grid-cell patterns. The contents of this chapter have been published in a peer-reviewed journal article entitled “A single-cell spiking model for the origin of grid-cell patterns” (D’Albis and Kempter, 2017).

5.1. Introduction

Grid cells are neurons of the medial entorhinal cortex (MEC) tuned to the position of the animal in the environment (Hafting et al., 2005; Rowland et al., 2016). Unlike place cells, which typically fire in a single spatial location (O’Keefe, 1976; Moser et al., 2008), grid cells have multiple receptive fields that form a regular triangular pattern in space. Since their discovery, grid cells have been the object of a great number of experimental and theoretical studies, as they are thought to support high-level cognitive functions such as self-location (e.g., Fiete et al., 2008a; Mathis et al., 2012a), spatial navigation (e.g., Bush et al., 2015; Stemmler et al., 2015; Horner et al., 2016), and spatial memory (Ólafsdóttir et al., 2016; O’Neill et al., 2017). Nevertheless, to date, the mechanisms underlying the formation of grid spatial patterns are yet to be understood (Chapter 4).

The attractor-network theory proposes that grid fields could arise from a path-integrating process, where bumps of neural activity are displaced across a low-dimensional continuous attractor by self-motion cues (e.g., McNaughton et al., 2006; Fuhs and Touretzky, 2006; Guanella et al., 2007; Burak and Fiete, 2009, Section 4.1). The idea that self-motion inputs could drive spatial firing is motivated by the fact that mammals can use path integration for navigation (Etienne and Jeffery, 2004), that speed and head-direction signals have been recorded within the MEC (Sargolini et al., 2006; Kropff et al., 2015), and that grid firing fields tend to persist in darkness (Hafting et al., 2005; Barry et al., 2012a); but see (Chen et al., 2016; Pérez-Escobar et al., 2016) and Section 3.2. However, grid-cell activity may rely also on non-visual sensory inputs—such as olfactory or tactile cues—even in complete darkness (Maaswinkel and
Whishaw, 1999). Additionally, the attractor theory alone cannot explain how grid fields are anchored to the physical space (Section 4.1.5), and how the properties of the grid patterns relate to the geometry of the enclosure (Barry et al., 2007; Savelli et al., 2008; Krupic et al., 2016, 2018; Wernle et al., 2018, and Sections 3.2.2 and 4.1.6).

A different explanation for the formation of grid-cell activity is given by the so-called oscillatory-interference models (e.g., O’Keefe and Burgess, 2005; Burgess et al., 2007, Section 4.2). In those models, periodic spatial patterns are generated by the interference between multiple oscillators whose frequencies are controlled by the velocity of the animal. Speed-modulated rhythmic activity is indeed prominent throughout the hippocampal formation in rodents and primates (Vanderwolf, 1969; Winson, 1974; McFarland et al., 1975; Ślawinska and Kasicki, 1998), particularly within the theta frequency band (4-12 Hz). Additionally, reduced theta rhythmicity disrupts grid-cell firing (Brandon et al., 2011; Koenig et al., 2011), and grid-cell phase precession (Hafting et al., 2008) is intrinsically generated by interference models; but see (Reifenstein et al., 2014). Despite their theoretical appeal, however, these models cannot explain grid-cell activity in the absence of continuous theta oscillations in the bat (Yartsev et al., 2011), and they are inconsistent with the grid-cell membrane-potential dynamics as measured intracellularly (Domnisoru et al., 2013; Schmidt-Hieber and Häusser, 2013, Section 4.2.3).

Here, I focus on the idea that grid-cell activity does not originate from self-motion cues, but rather from a learning process driven by external sensory inputs. In particular, it was proposed that grid patterns could arise from a competition between persistent excitation by spatially-selective inputs and the reluctance of a neuron to fire for long stretches of time (Kropff and Treves, 2008, Section 4.3.1). In this case, Hebbian plasticity at the input synapses could imprint a periodic pattern in the output activity of a single neuron. Spatially-selective inputs, i.e., inputs with significant spatial information, are indeed abundant within the MEC (Tang et al., 2014; Sun et al., 2015; Diehl et al., 2017) and its afferent structures (Cacucci et al., 2004; Hargreaves et al., 2005, 2007; Boccara et al., 2010; Tang et al., 2016). And spike-rate adaptation, which is ubiquitous in the brain (La Camera et al., 2006), could hinder neuronal firing in response to persistent excitation.

Kropff and Treves (2008) explored this hypothesis by means of a computational model. The emergence of grid-like patterns was demonstrated with theoretical arguments and with numerical simulations of a rate-based network. However, because of a relatively abstract level of description, the outcomes of the model could not be easily confronted with experimental data. Specifically, the simulations included a network-level normalization mechanism that constrained the mean and the sparseness of the output activity, and it remained unsettled whether grid patterns could emerge in a single-cell scenario. Additionally, the synaptic weights did not obey Dale’s law. And
the robustness of the model was not tested against shot noise due to stochastic spiking. Finally, the link between the numerical simulations and the underlying mathematical theory remained rather loose.

To overcome these issues, I propose here a single-cell spiking model based on similar principles as the model by Kropff and Treves (2008), but that is, on the one hand, more biologically realistic, and on the other hand, better suited for mathematical treatment. Importantly, I show that grid patterns can emerge from a single-cell feed-forward mechanism needless of any network-level interaction. To increase biological plausibility, I consider a stochastic spiking neuron model, and I constrain the synaptic weights to non-negative values (Dale’s law). Finally, by studying the model analytically, I quantitatively predict the requirements for grid-pattern formation, and I establish a direct link to classical pattern-forming systems of the Turing type (Turing, 1952).

5.2. Model of grid-pattern formation

5.2.1. Model of neural activity

I consider a single cell that receives synaptic input from \( N \) spatially-tuned excitatory neurons (Figure 5.1A). Input spike trains \( S_{\text{in}}^i(t) := \sum_k \delta(t - t_{\text{in}}^i,k) \) for \( i = 1, 2, \ldots, N \) are generated by independent inhomogeneous Poisson processes with instantaneous rates \( r_{\text{in}}^i(t) \) where \( \delta(t) \) is the Dirac delta function, and \( t^i_{\text{in}},k \) is the timing of the \( k \)th input spike at synapse \( i \). Similarly, the output spike train \( S_{\text{out}}(t) := \sum_k \delta(t - t_{\text{out}},k) \) is generated by an inhomogeneous Poisson process with instantaneous rate \( r_{\text{out}}(t) \) where \( t_{\text{out}},k \) denotes the timing of the \( k \)th output spike.

I assume that inputs are integrated linearly at the output, and that the output neuron is equipped with an intrinsic spike-rate adaptation mechanism, that is,

\[
r_{\text{out}}(t) := r_0 + \int_0^\infty d\tau \ K(\tau) \sum_{i=1}^N w_i S_{\text{in}}^i(t - \tau)
\]

where \( r_0 \) is a baseline rate, \( w_i \) is the synaptic weight of input neuron \( i \), and the function \( K \) is a temporal filter modeling the spike-rate adaptation dynamics. Note that the instantaneous output rate \( r_{\text{out}} \) depends only on the temporal history of the input spikes and that there is no reset mechanism after the emission of an output spike.

The adaptation kernel \( K \) is the sum of two exponential functions:

\[
K(t) := \begin{cases} 
\frac{1}{\tau_S} \exp \left( -\frac{t}{\tau_S} \right) - \frac{\mu}{\tau_L} \exp \left( -\frac{t}{\tau_L} \right) & \text{for } t \geq 0 \\
0 & \text{for } t < 0
\end{cases}
\]
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Figure 5.1. | Model of grid-pattern formation. A) Illustration of the model architecture. A set of spatially-tuned inputs (firing-rate maps at the top) project to a single cell (output neuron, gray disk). The input synapses are plastic and the output neuron shows spike-rate adaptation. After learning, the output cell develops a grid-like firing pattern (firing-rate map at the bottom). Warm colors in the firing-rate maps denote locations of high activity in the environment. B) Model of spike-rate adaptation. B1) The adaptation kernel $K$ (Equation 5.2). A positive peak with amplitude $K(0) = 1/\tau_S - \mu/\tau_L \approx 3.4$ spikes/s is followed by a slow negative response. Note that the kernel is small for $t > \tau_{\text{max}}$, i.e., $|K(t)| < 0.01|K(0)|$ for $t > \tau_{\text{max}}$, with $\tau_{\text{max}} = 5\tau_L = 0.8$ s. B2) Frequency response of the adaptation kernel. The dashed vertical line indicates the kernel’s resonance frequency $k_{\text{res}} = 1.23$ s$^{-1}$. Parameter values: $\tau_S = 0.1$ s, $\tau_L = 0.16$ s, $\mu = 1.06$. The integral of the kernel is $1 - \mu = -0.06$. C) Learning window for spike-timing dependent plasticity (Equation 5.5). The horizontal axis denotes the time difference between input and output spikes. D) Model of spatial exploration. Colored lines denote example virtual-rat trajectories starting at the center of the black dashed circle (Equation 5.11). Filled dots indicate the position of the virtual rat at time $\tau_{\text{max}} = 5\tau_L = 0.8$ s. Movement trajectories are smooth within time stretches shorter than $\tau_{\text{max}}$. Parameter values: $v = 0.25$ m/s, $\theta_v = 0.7$. The circle radius is $v\tau_{\text{max}} = 20$ cm.
where $\tau_S$ and $\tau_L$ are the short and long kernel time constants ($0 < \tau_S < \tau_L$), and the parameter $\mu > 0$ sets the kernel integral $\int_0^\infty dt K(t) = 1 - \mu$ (Figure 5.1B1). Intuitively, at the arrival of an input spike, the firing probability of the output neuron is first increased for a short time that is controlled by the time constant $\tau_S$, and then decreased for a longer time that is controlled by the time constant $\tau_L$. This second hyper-polarization dynamics effectively hinders the neuron to fire at high rates for long stretches of time, mimicking a spike-rate adaptation mechanism (Alonso and Klink, 1993; Van der Linden and da Silva, 1998; Yoshida et al., 2013). From a signal-processing perspective, the adaptation kernel $K$ performs a temporal band-pass filtering of the input activity (Figure 5.1B2), and the two time constants $\tau_S$ and $\tau_L$ control the resonance frequency $k_{\text{res}}$ at which the filter response is maximal. Note that in Section 5.A.5 I study a variant of the present model where neuronal adaptation is obtained through after-spike hyperpolarizing potentials associated to the output activity of the neuron.

### 5.2.2. Model of synaptic plasticity

I assume spike-timing dependent plasticity (STDP) at the input synapses (e.g., Gerstner et al., 1996; Markram et al., 1997; Kempter et al., 1999; Song et al., 2000; Zhou et al., 2005). Input and output spikes trigger weight changes $\Delta w_i$ according to the following rule:

1. For each pair of a postsynaptic spike and a presynaptic spike at synapse $i$, I set
   \[ \Delta w_i = \eta W(\Delta t) \]  
   (5.3)

2. For each presynaptic spike at synapse $i$, I set
   \[ \Delta w_i = \eta (\beta - \alpha w_i) \]  
   (5.4)

where $\eta \ll 1$ is a small learning rate, and the STDP learning window $W(\Delta t)$ sets the weight change as a function of the time difference $\Delta t := t_{\text{pre}} - t_{\text{post}}$ between pre- and postsynaptic spikes. I consider a symmetric STDP learning window (Mishra et al., 2016, Figure 5.1C)

\[ W(\Delta t) := \frac{W_{\text{tot}}}{2\tau_W} \exp(-|\Delta t|/\tau_W) \]  
(5.5)

where the time constant $\tau_W > 0$ controls the maximal time lag at which plasticity occurs, and $W_{\text{tot}} = \int_{-\infty}^{\infty} dt W(t)$ is the integral of the learning window. The first part of the learning rule (Equation 5.3) is the classical Hebbian term whereas the second part (Equation 5.4) is a local normalization term that stabilizes the average synaptic strength $w_{\text{av}} = N^{-1} \sum_{i=1}^{N} w_i$ and prevents the individual weights to grow
unbounded. This normalization term mimics local homeostatic processes observed experimentally (O’Brien et al., 1998; Davis and Goodman, 1998; Turrigiano et al., 1998); see also (Turrigiano and Nelson, 2004) for a review. The parameters $\alpha > 0$ and $\beta$ set, respectively, the rate of weight decay and the target average weight $w_{av}$ (Section 5.A.1). Importantly, the synaptic weights are constrained to non-negative values by imposing the hard bounds

$$w_i \geq 0 \ \forall i. \quad (5.6)$$

### 5.2.3. Model of input spatial tuning

I consider excitatory inputs with firing rates $r_{in}^i$ that are tuned to the spatial position of a virtual rat exploring a square arena of side-length $L$, i.e.,

$$r_{in}^i(t) := \Psi_{in}^i(x_t) \quad (5.7)$$

where $x_t$ is the position of the virtual rat at time $t$, and $\Psi_{in}^i$ is a spatial tuning curve. I characterize the spatial tuning curves $\Psi_{in}^i$ in two alternative scenarios:

1. **spatially-regular** inputs, i.e., each input has a single spatial receptive field;
2. **spatially-irregular** inputs, i.e., each input has multiple spatial receptive fields at random locations (see examples in Figure 5.1A).

The first scenario, which is reminiscent of hippocampal place-cell activity (O’Keefe, 1976; Keefe and Burgess, 1996; Mizuseki et al., 2012), is easier to study analytically and cheaper to simulate numerically. The second scenario, which is reminiscent of parasubicular activity (Cacucci et al., 2004; Hargreaves et al., 2005, 2007; Boccara et al., 2010; Tang et al., 2016), is motivated by the anatomy of the entorhinal circuit (Section 2.1.1). In both cases, I consider circularly-symmetric receptive fields that cover the arena evenly. Indeed, place fields in open environments do not show systematic shape biases, and, in the absence of reward or goal locations, they are roughly homogeneously distributed (O’Keefe, 1976; Keefe and Burgess, 1996; Mizuseki et al., 2012; Cacucci et al., 2004; Hargreaves et al., 2005, 2007; Boccara et al., 2010; Tang et al., 2016). Note, however, that border-like inputs (Solstad et al., 2008; Lever et al., 2009)—which are not radially-symmetric—are present in the real system, but not explicitly modeled here. Finally, for simplicity, I assume periodic boundaries at the edges of the arena.

#### Spatially-regular inputs

In the case of **spatially-regular** inputs, I assume tuning curves of the form

$$\Psi_{in}^i(x) := G(|x - r_i|) \quad \text{with} \quad i = 1, 2, \ldots, N \quad (5.8)$$
where \( r_i \) is the receptive-field center of neuron \( i \) and \( G \) is a Gaussian function:

\[
G(r) := \frac{L^2 r_{av}^2}{2\pi \sigma^2} \exp \left( -\frac{r^2}{2\sigma^2} \right).
\]  

(5.9)

The parameter \( \sigma > 0 \) sets the width of the receptive field, and \( r_{av} \) is the average firing rate in the environment. I assume that the input receptive-field centers \( r_i \) cover the entire arena evenly.

This input scenario is considered for the mathematical derivations in Section 5.3.2 and for the numerical simulations in Sections 5.4.1 and 5.4.2.

**Spatially-irregular inputs**

In the case of spatially-irregular inputs, each tuning curve \( \Psi_{in}^i \) is the sum of \( M > 1 \) Gaussian receptive fields with random amplitudes \( A_{ij} \) and random receptive-field centers \( r_{ij} \) with \( i = 1, 2, \ldots, N \) and \( j = 1, 2, \ldots, M \), that is,

\[
\Psi_{in}^i(x) := \frac{1}{\beta_i} \sum_{j=1}^{M} A_{ij} G(|x - r_{ij}|).
\]  

(5.10)

The scaling factors \( \beta_i = \sum_{j=1}^{M} A_{ij} \) normalize the inputs \( \Psi_{in}^i \) to the same average rate \( r_{av} \), and all the superimposed fields share the same field size \( \sigma \) (Equation 5.9). The field amplitudes \( A_{ij} \) are uniformly distributed in the range \((0, 1)\), and the receptive-field centers \( r_{ij} \) are uniformly distributed in the environment.

This input scenario is considered for the mathematical derivations in Section 5.A.4 and for the numerical simulations in Section 5.A.3.

**5.2.4. Model of spatial exploration**

The movement of the virtual rat follows a smooth random walk that satisfies the following three assumptions: (i) the movement speed \( v \) is constant in time; (ii) the random walk is isotropic and ergodic with respect to the auto-covariance; (iii) the virtual-rat trajectories are smooth within time stretches shorter than the time length \( \tau_{max} = 5\tau_L \) of the adaptation kernel \( K \) (Figure 5.1D). Note that assumption (i) is obviously not valid in general. However, because synaptic plasticity acts on a time scale that is much slower than behavior, the relevant variable for pattern formation is the rat running speed averaged over long stretches of time (e.g. minutes), which can be considered approximately constant. I assume an average running speed of 25 cm/s, which is experimentally plausible (Reifenstein et al., 2014). Assumptions (ii) and (iii) hold by ignoring directional anisotropies deriving from the geometry of the environment, and by observing that experimental rat trajectories are approximately straight over short
Mathematically, the two-dimensional virtual-rat trajectories $x_t$ are sampled from the stochastic process
\[ \frac{dX_t}{dt} = v \left[ \cos(\theta_t), \sin(\theta_t) \right] \quad \text{with} \quad \theta_t = \sigma_0 W_t, \]
where the angle $\theta_t$ sets the direction of motion and $W_t$ is a standard Wiener process. The parameters $v$ and $\sigma_0$ control the speed of motion and the tortuosity of the trajectory. Note that I also perform simulations with variable running speeds. In this case, the speed is sampled from an Ornstein-Uhlenbeck process with long-term mean $\bar{v} = v$.

5.3. Analytical results on grid-pattern formation

The grid-cell model presented in Section 5.2 is studied both analytically and numerically. In this section, I obtain an equation for the average dynamics of the synaptic weights, and I derive analytical requirements for spatial pattern formation. In Section 5.4, I demonstrate the emergence of grid-like activity by simulating both the detailed spiking model and the averaged system. The results presented here may be skipped by the less mathematically-inclined reader.

5.3.1. Average weight dynamics

I study structure formation in the activity of an output cell by averaging the weight dynamics resulting from the stochastic activation of input and output neurons (Section 5.2.1) and the STDP learning rule (Section 5.2.2), while a virtual rat explores a two-dimensional enclosure and the inputs are spatially tuned (Sections 5.2.3 and 5.2.4). I take both ensemble averages across spike-train realizations and temporal averages within a time window of length $T$. The averaging time length $T$ separates the time scale of neural activation (of the order of the width $\tau_W$ of the learning window $W$) from the time scale $\tau_{str}$ of structure formation, i.e., $\tau_W \ll T \ll \tau_{str}$. Because $\tau_{str}$ is inversely proportional to the learning rate $\eta$ (Equation 5.29), such averaging is always possible provided that the learning rate $\eta$ is small enough. In other words, I assume that within a time $T$, the virtual rat has roughly explored the entire environment, but the synaptic weights did not change considerably. In this case, the dynamics of the synaptic weights $w_i$ is approximated by a drift-diffusion process, where the deterministic drift term reads (Kempter et al., 1999)

\[ \eta^{-1} \frac{d\bar{w}_i}{dt} = (\beta - \alpha \bar{w}_i) \langle S_{in}^i(t) \rangle + \int_{-\infty}^{\infty} ds W(s) \langle S_{in}^i(t+s) S_{out}^i(t) \rangle \]  

(5.12)
with $\bar{w}_i \geq 0$. The functions $S_{i}^{\text{in}}$ and $S_{\text{out}}$ denote input and output spike trains (Section 5.2.1), the angular brackets denote ensemble averages over input and output spike trains, and the overbars denote temporal averages, i.e., $\bar{f}(t) := T^{-1} \int_{t-T}^{t} ds f(s)$. Following Kempter et al. (1999), I derive

$$\langle S_{i}^{\text{in}}(t+s) S_{\text{out}}(t) \rangle = \langle S_{i}^{\text{in}}(t+s) \rangle \langle S_{\text{out}}(t) \rangle + \bar{w}_i \langle S_{i}^{\text{in}}(t) \rangle K(-s), \quad (5.13)$$

where the ensemble averages read

$$\langle S_{i}^{\text{in}}(t) \rangle = r_{i}^{\text{in}}(t) \quad (5.14)$$

$$\langle S_{\text{out}}(t) \rangle = \langle r_{\text{out}}(t) \rangle = r_0 + \int_{0}^{\infty} d\tau K(\tau) \sum_{j=1}^{N} w_j r_{i}^{\text{in}}(t-\tau). \quad (5.15)$$

Finally, from Equations 5.12-5.15, I obtain

$$\eta^{-1} \frac{d}{dt} \bar{w}_i = \sum_{j=1}^{N} C_{ij} \bar{w}_j - a \bar{w}_i + b \quad \text{with} \quad \bar{w}_i \geq 0 \quad (5.16)$$

where I defined

$$C_{ij} := \int_{0}^{\infty} d\tau K(\tau) \int_{-\infty}^{\infty} ds W(s) r_{i}^{\text{in}}(t+s) r_{j}^{\text{in}}(t-\tau) \quad (5.17)$$

$$a := r_{av} \left[ \alpha - \int_{-\infty}^{\infty} ds W(s) K(-s) \right] \quad (5.18)$$

$$b := r_{av} \left( W_{\text{tot}} r_0 + \beta \right). \quad (5.19)$$

Note that in deriving Equation 5.16 I approximated the temporal average of the input rates $r_{i}^{\text{in}}$ with the spatial average $r_{av}$ of the input tuning curves $\Psi_{i}^{\text{in}}$. This approximation holds with the assumption that in a time $T$ the virtual rat roughly covers the entire space evenly.

By ignoring the non-linear weight constraints $\bar{w}_i \geq 0$, the average weight dynamics is described by a linear system with coupling terms $C_{ij}$ (Equation 5.16). The coefficients $C_{ij}$ are given by the temporal correlations of the input rates $r_{i}^{\text{in}}$ and $r_{j}^{\text{in}}$, filtered by the adaptation kernel $K$ and the STDP learning window $W$ (Equation 5.17).

To further simplify the calculations, I assume that the low-pass filtering introduced by the STDP learning window can be neglected for the purpose of studying pattern formation. In particular, I assume that the learning window $W$ decays much faster than the changes in the input correlations $r_{i}^{\text{in}}(t+s) r_{j}^{\text{in}}(t-\tau)$ (Equation 5.17), which holds for $\tau_W \ll \sigma/v$. In this case, I obtain

$$C_{ij} \approx W_{\text{tot}} \int_{0}^{\infty} d\tau K(\tau) r_{i}^{\text{in}}(t) r_{j}^{\text{in}}(t-\tau) \quad (5.20)$$
where $W_{\text{tot}}$ is the integral of the learning window (Equation 5.5).

Finally, by assuming smooth virtual-rat trajectories at constant speed $v$, the correlation matrix $C_{ij}$ can be estimated solely from the input tuning curves $\Psi_{i}^{\text{in}}$ and the adaptation kernel $K$ (Section 5.A.2, Equation 5.47):

$$C_{ij} \approx \frac{W_{\text{tot}}}{L^2} \int_{0}^{\infty} d\tau K(\tau) \int_{|z|=\tau v} dz \Psi_{i}^{\text{in}} \star \Psi_{j}^{\text{in}}$$

(5.21)

where $L^2$ is the area explored by the virtual rat. In Equation 5.21, the matrix element $C_{ij}$ is obtained by integrating the spatial cross-correlation of the input tuning curves $\Psi_{i}^{\text{in}} \star \Psi_{j}^{\text{in}}$ over circles of radius $\tau v$, and by weighting each integral with the amplitude of the adaptation kernel $K$ at time $\tau$. Note that Equation 5.21 holds for generic spatial tuning curves $\Psi_{i}^{\text{in}}$.

### 5.3.2. Weight dynamics for spatially-regular inputs

To study the emergence of spatial patterns, I now consider the simplified scenario of spatially-regular inputs (Section 5.2.3). That is, the input tuning curves $\Psi_{i}^{\text{in}}$ are circularly-symmetric Gaussian functions that cover the entire space evenly (Equations 5.8 and 5.9). This input representation is particularly useful because it establishes a direct mapping between the neuron identity (the index $i$) and a position in physical space (the receptive-field center $r_i$). Therefore, studying pattern formation in the activity of the output neuron is reduced to studying pattern formation in the space of the synaptic weights. Note, however, that such a simple input scenario is not necessary for the emergence of grid patterns in general, as shown in Section 5.4.3.

With spatially-regular inputs, the average weight dynamics in Equation 5.16 can be rewritten by labeling the synaptic weights according to the corresponding receptive-field centers $r_i$:

$$\eta^{-1} \frac{d}{dt} \bar{\omega}(r_i) = \sum_{i=1}^{N} C(r_i, r_j) \bar{\omega}(r_j) - a \bar{\omega}(r_i) + b$$

(5.22)

where $\bar{\omega}(r_i) = \bar{\omega}_i$ and $C(r_i, r_j) = C_{ij}$. Additionally, in the limit of a large number $N \gg 1$ of input neurons and receptive fields that cover the environment with constant density $\rho = N / L^2$, the sum in Equation 5.22 can be replaced by an integral over all the receptive-field centers $r'$:

$$\eta^{-1} \frac{d}{dt} \bar{\omega}(r) = \rho \int d(r') C(r, r') \bar{\omega}(r') - a \bar{\omega}(r) + b$$

(5.23)

where the correlation function $C(r, r')$ is the continuous extension of the correlation matrix $C_{ij} = C(r_i, r_j)$. Because the inputs are translation invariant (Equation 5.8), the correlation function $C$ is also translation invariant, i.e., $C(r, r') = C(r - r', 0) = C(r - r')$,
where I omit the second argument \(0 := (0,0)\) for readability. In this case, the integral in Equation 5.23 can be expressed as a two-dimensional convolution in space:

\[
\eta^{-1} \frac{d}{dt} \tilde{w}(r) = \rho \int dr' C(r-r')\tilde{w}(r') - a\tilde{w}(r) + b . \tag{5.24}
\]

Figure 5.2 shows the correlation \(C\) as a function of the input receptive-field distance \(|r-r'|\) for the adaptation kernel \(K\) in Figure 5.1B1 and Gaussian input fields with size \(\sigma = 6.25\) cm (Equation 5.9). The function \(C\) has the shape of a typical Mexican-hat kernel, i.e., it is positive for short receptive-field distances (attraction domain), negative for intermediate distances (repulsion domain), and zero otherwise. In this case, the synaptic weights of close-by input fields grow together whereas the synaptic weights of input fields that are further apart are repelled from each other (Equation 5.24). Such a competitive Mexican-hat interaction is at the basis of many pattern-forming systems found in nature, and it is directly related to diffusion-driven instabilities of the Turing type (see, e.g., Murray, 2002).

### 5.3.3. Eigenvalue spectrum for spatially-regular inputs

To study spatially-periodic solutions, I take the two-dimensional Fourier transform with respect to \(r\) at both sides of Equation 5.24:

\[
\eta^{-1} \frac{d}{dt} \hat{w}(k) = (\rho \hat{C}(k) - a) \hat{w}(k) + \delta(k) b \tag{5.25}
\]

where I defined the Fourier transform pair

\[
\hat{w}(k) := \int dr \tilde{w}(r) \exp(-2\pi j k \cdot r) , \quad \tilde{w}(r) = \frac{1}{(2\pi)^2} \int dk \hat{w}(k) \exp(2\pi j k \cdot r) , \tag{5.26}
\]

\(k\) is a two-dimensional wave vector, and \(j = \sqrt{-1}\) is the imaginary unit. Solving Equation 5.25 for \(k \neq (0,0)\), I obtain

\[
\hat{w}(k) = \hat{w}_0(k) \exp(\eta \lambda(k) t) \tag{5.27}
\]

where \(\hat{w}_0(k)\) denotes the weight spectrum at time \(t = 0\), and I defined

\[
\lambda(k) := \rho \hat{C}(k) - a \quad \text{for} \quad k \neq (0,0) . \tag{5.28}
\]

The function \(\lambda(k)\) defines the eigenvalue spectrum of the dynamical system in Equation 5.24, and the corresponding eigenfunctions are the elements of the Fourier basis \(\exp(2\pi j k \cdot r)\). Equation 5.28 is also called the dispersion relation of the system. Note that solving Equation 5.25 for \(k = (0,0)\) one obtains the dynamics of the total synaptic
Figure 5.2. | Input correlation function $C$ for spatially-regular inputs. The function is circularly symmetric, i.e., it depends only on the distance $|\mathbf{r} - \mathbf{r}'|$ between the receptive-field centers $\mathbf{r}$ and $\mathbf{r}'$ (Equation 5.54). In the attraction domain (red shaded area), the correlation is positive and the synaptic weights grow in the same direction. In the repulsion domain (blue shaded area), the correlation is negative and the synaptic weights grow in opposite directions. Parameter values: $\sigma = 6.25$ cm, $r_{av} = 0.4$ s$^{-1}$, $\tau_S = 0.1$ s, $\tau_L = 0.16$ s, $\mu = 1.06$, $W_{tot} = 1$ s, $L = 1$ m, $v = 0.25$ m/s

weight, which is kept normalized by the learning rule (Section 5.A.1).

From Equation 5.27, the Fourier modes of the synaptic weights $\hat{w}(k)$ grow or decay exponentially with rates proportional to the eigenvalues $\lambda(k)$. Therefore, a structure in the synaptic weights emerges on a time scale

$$\tau_{str} := \frac{1}{\eta \lambda_{max}} \quad (5.29)$$

where $\lambda_{max} := \max_k[\lambda(k)]$ is the largest eigenvalue in the system.

Importantly, the eigenvalues $\lambda(k)$ are linearly related to the Fourier transform of the input-correlation function $\hat{C}(k)$ (Equation 5.28), which is circularly-symmetric for circularly-symmetric inputs. In this case, in Section 5.A.3 (Equation 5.62) I derive

$$\hat{C}(k) \approx \frac{W_{tot}}{L^2} \frac{4\pi^2}{\eta^2} G^2(k) K_{sp}(k) \quad \text{with} \quad k := |k| \quad (5.30)$$

where $G$ and $K_{sp}$ (Equations 5.63 and 5.64) are the zeroth-order Hankel transforms (Equation 5.59) of the input tuning curve $G$ (Equation 5.8) and of the equivalent adaptation kernel in space

$$K_{sp}(r) \overset{(5.61)}{=} \frac{1}{rv} K\left(\frac{r}{v}\right) \quad . \quad (5.31)$$

Finally, by plugging Equation 5.30 into Equation 5.28, I obtain

$$\lambda(k) \approx \rho \frac{W_{tot}}{L^2} \frac{4\pi^2}{\eta^2} G^2(k) K_{sp}(k) - a \quad \text{with} \quad k \neq 0. \quad (5.32)$$
From Equations 5.27 and 5.32, I recognize a necessary condition for spatial patterns to emerge: the eigenvalue spectrum $\lambda(k) = \lambda(\kappa)$ shall have a global maximum at a frequency $k_{\text{max}} > 0$ with $\lambda_{\text{max}} = \lambda(k_{\text{max}}) > 0$. In this case, all the Fourier modes $\kappa$ at the critical frequency $|\kappa| = k_{\text{max}}$ are unstable (Equation 5.25), and spatially-periodic patterns could emerge.

Figure 5.3 shows the critical frequency $k_{\text{max}}$ (panels A1 and B1) and the largest eigenvalue $\lambda_{\text{max}}$ (panels A2 and B2) as a function of the parameters of the adaptation kernel $K$, i.e., the short time constant $\tau_S$, the long time constant $\tau_L$, and the kernel integral $1 - \mu$ (Equation 5.2). The input receptive-field width $\sigma$ is kept constant. In panels A1 and B1, the green-shaded regions correspond to parameter values where periodic grid-like patterns could emerge ($k_{\text{max}} > 0$). Conversely, the white regions denote parameter values where place-cell-like receptive fields could emerge ($k_{\text{max}} = 0$) (D’Albis et al., 2015). Note that the spatial scale of the periodic patterns depends on the long adaptation time constant $\tau_L$ (panel A1), but is largely unaffected by the short time constant $\tau_S$ (panel B1). Additionally, the largest spatial frequencies are obtained for small values of $\tau_L$ and negative kernel integrals (panel A1). This leads me to the following predictions: the grid scale shall depend on the long temporal dynamics of the adaptation kernel, and the smallest grid scales require adaptation kernels with an overall inhibitory effect on the activity of the output neuron. Also note that larger values of $\tau_L$ correspond to larger values of $\lambda_{\text{max}}$ (panel A2). Thus, I predict that grids at larger scales shall develop faster than grids at smaller scales (Equation 5.29).

Importantly, the formation of grid-like patterns also requires a nonlinearity in the system. Indeed, for triangular lattices to emerge, only three wave vectors $\kappa$ of the same length $|\kappa|$ shall survive. But this cannot be achieved in a linear system where all Fourier modes develop independently from each other (Equation 5.27). Yet the non-linear weight constraints imposed in the model (Equation 5.6) are sufficient to generate triangular patterns (Section 5.4.1).

In summary, the theory presented here gives necessary conditions for spatial pattern formation, and it predicts how the shape of the adaptation kernel influences the scale of the grids and the relative time required for their formation. The theory remains however agnostic about the specific two-dimensional periodicity of the resulting patterns, i.e., it cannot predict whether the final solutions are, e.g., planar waves, square, rhomboidal, or triangular lattices. Further mathematical insights on this topic could be obtained by using perturbation methods (see e.g. Ermentrout and Cowan, 1979), but this is beyond the scope of the present study.
Figure 5.3 | Impact of the adaptation kernel on grid-pattern formation. A) Critical spatial frequency $k_{\text{max}}$ (A1) and largest eigenvalue $\lambda_{\text{max}}$ (A2) as a function of the kernel integral $1 - \mu$ and the long kernel time constant $\tau_L$. The short time constant is $\tau_S = 0.1$ s. The black lines are iso-levels (see annotated values). Regions enclosed by two adjacent iso-lines are colored uniformly (darker colors denote larger values). Within the black region in A1, I obtain $\lambda_{\text{max}} \leq 0$ s$^{-1}$ (see white region in A2). Within the black region in A2, I obtain $k_{\text{max}} = 0$ m$^{-1}$ (see white region in A1). The dashed horizontal line indicates zero-integral kernels. The star denotes the parameter values $\tau_S = 0.1$ s, $\tau_L = 0.16$ s, $\mu = 1.06$ of the kernel in Figure 5.1B1. B) Same as in A, but varying the short kernel time constant $\tau_S$. The long time constant is $\tau_L = 0.16$ s. The eigenvalue spectrum is estimated from Equation 5.32. Further parameter values: $\sigma = 6.25$ cm, $r_{\text{av}} = 0.4$ s$^{-1}$, $W_{\text{tot}} = 1$ s, $\rho = 900$ m$^{-2}$, $L = 1$ m, $v = 0.25$ m/s, $a = 1.1$ s$^{-1}$.
5.4. Numerical results on grid-pattern formation

In Section 5.3, I derived an equation for the average dynamics of the synaptic weights $w_i$, under the STDP learning rule and the stochastic activation of input and output neurons (Equation 5.16). In the case of spatially-regular inputs, I then computed the systems eigenvalue spectrum $\lambda(k)$ in terms of the Gaussian input tuning curve $G$ and the temporal adaptation kernel $K$ (Equation 5.32). I showed that periodic spatial patterns could emerge if the eigenvalue spectrum $\lambda(k)$ had a global maximum at a frequency $k_{\text{max}} > 0$ with $\lambda(k_{\text{max}}) > 0$ (Figure 5.3).

Figure 5.4A shows the eigenvalue spectrum $\lambda(k)$ for a choice of the parameter values such that this condition is satisfied. With adaptation time constants $\tau_S = 0.1$ s and $\tau_L = 0.16$ s (Equation 5.2, Figure 5.1B1, star in Figure 5.3), and Gaussian input receptive fields of size $\sigma = 6.25$ cm (Equation 5.9), the eigenvalue spectrum peaks at the critical frequency $k_{\text{max}} = 3 \text{ m}^{-1}$. The evolution of the synaptic weights is simulated in this scenario.

5.4.1. Emergence of grid spatial patterns

First, I simulate the detailed spiking model with spatially-regular inputs (Section 5.2.3). The results are shown in Figure 5.4B-E. In line with the theory, a structure emerges in the synaptic weights (Figure 5.4B and C) on a time scale of $\tau_{\text{str}} = 1/(\eta \lambda_{\text{max}}) \approx 5 \cdot 10^4$ s (Equation 5.29) where $\eta = 2 \cdot 10^{-5}$ is the learning rate and $\lambda_{\text{max}} \approx 1 \text{ s}^{-1}$ is the largest eigenvalue in the system. Additionally, the weight spectrum is quickly dominated by the critical frequency $k_{\text{max}} = 3 \text{ m}^{-1}$ (Figure 5.4C, bottom row) at which the eigenvalue spectrum has a global maximum (Figure 5.4A).

Importantly, the synaptic weights also develop a periodic triangular symmetry, which is reminiscent of grid-cell patterns. Such triangular symmetry emerges after a substantial fraction of weights has hit the low saturation bound (Equation 5.6, Figure 5.4B, inset). Periodic pattern formation is indeed a strictly non-linear phenomenon, and excluding the spike generation process, weight saturation is the only non-linearity present in the system. In the linear regime, all Fourier modes $k$ with frequency $|k| = k_{\text{max}}$ exponentially grow with equal rate $\eta \lambda(k_{\text{max}})$ and independently from each other (Equation 5.25). In this case, the random weight pattern at time $t = 0$ s is amplified at the frequency $k_{\text{max}}$, but no periodic structure emerges. In the non-linear regime, instead, the exponentially growing modes are mutually coupled, and a spontaneous symmetry breaking occurs: only three Fourier modes with wave vectors that are 60 degrees apart survive in my simulations (see Figure 5.4C and D).

In the example of Figure 5.4, a triangular symmetry starts to emerge after $2 \cdot 10^5$ s, i.e., about 50 hours of exploration of the virtual rat. Yet the time scale of learning depends
Figure 5.4. Grid-pattern formation with spatially-regular inputs. A) Eigenvalue spectrum $\lambda(k)$ of the averaged weight dynamics (Equation 5.32). The black solid line shows the continuous spectrum in the limit of infinite-size environments; the red dots show the discrete eigenvalues for a square arena of side length $L = 1$ m with periodic boundaries. The horizontal dashed line separates positive and negative eigenvalues. The vertical gray line indicates the critical spatial frequency $k_{max} = 3$ m$^{-1}$. The eigenvalue at frequency $k = 0$ is not shown. Parameter values: $\tau_S = 0.1$ s, $\tau_L = 0.16$ s, $\sigma = 6.25$ cm. B) Time-resolved distribution of $N = 900$ synaptic weights updated according to the STDP rule in Equations 5.3-5.6. Red triangles indicate the time points shown in C. Inset: fraction of weights close to the lower saturation bound ($w_i < 5 \cdot 10^{-3}$). C) Top row: evolution of the synaptic weights over time. Weights are sorted according to the two-dimensional position of the corresponding input receptive-field centers. Note that each panel has a different color scale (maximum weight at the bottom-left corner, see B for distributions). Bottom row: Fourier amplitude of the synaptic weights at the top row. The red circle indicates the frequency $k_{max} = 3$ m$^{-1}$ of the largest eigenvalue (see panel A). D) Time evolution of weights’ Fourier amplitudes $|\hat{w}(k)|$ for wave vectors $k$ at the critical frequency $|k| = k_{max}$. Wave vector angles (color coded) are relative to the largest mode at the end of the simulation ($t = 10^6$ s). The black triangles indicate time points in C. E) Gridness score of the weight pattern over time. The gridness score quantifies the degree of triangular periodicity. See Section 5.A.6 for further details and parameter values.
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Figure 5.5. Time scales of learning. (A) Median gridness scores of the input synaptic weights for 40 random weight initializations and different learning-rate values, i.e., \( \eta = (2, 3, 5, 10) \cdot 10^{-5} \). The weight development is simulated with the detailed spiking model with spatially-regular inputs and constant virtual-rat speed (see also Figure 5.4). (B) Median gridness scores of the input synaptic weights simulated with constant (black line) and variable (green line) virtual-rat speeds for 40 random weight initializations. Variable running speeds are obtained by sampling from an Ornstein-Uhlenbeck process with long-term mean \( \bar{v} = 0.25 \text{ m/s} \), volatility \( \sigma_v = 0.1 \text{ m/s}^{-1.5} \) and mean-reversion speed \( \theta_v = 10 \text{ s}^{-1} \). The inset shows the distribution of running speeds (mean: 0.25 m/s std: 0.02 m/s). Note that the long-term mean \( \bar{v} \) of the process equals the speed \( v \) in constant-speed simulations. See Section 5.A.6 for further details and additional parameter values.

on the learning rate \( \eta \) and on the largest eigenvalue \( \lambda_{\text{max}} \) (Equation 5.29), which are under-constrained by experimental data (see Equation 5.32 for the dependence of \( \lambda_{\text{max}} \) on other model parameters). From a theoretical standpoint, the speed of learning is limited by the noise in the system, which is due to the virtual-rat random walk and the stochastic spiking of the neurons. To theoretically explore this limit and test the robustness of the model against noisy initial conditions, I simulated the development of the synaptic weights for different values of the learning rate and multiple random initializations of the synaptic weights. The results are reported in Figure 5.5A. With larger learning rates, grid-like patterns emerge faster. However, if the learning rate is too large, e.g., \( \eta = 10 \cdot 10^{-5} \) in my simulations, the gridness score fluctuates at low levels and no stable grid pattern emerges (yellow line in Figure 5.5A). Therefore, my results suggest that tens of hours of spatial exploration are required for stable grid patterns to emerge. Finally, the model is robust to random initializations of the synaptic weights, and to variations of the running speed of the virtual rat (Figure 5.5B).
5.4.2. Geometrical properties of the grid patterns

I now discuss the geometrical properties of the simulated grid patterns. A periodic triangular grid is characterized by three fundamental properties: i) the grid scale, i.e., the distance between two neighboring peaks; ii) the grid spatial phase, i.e., the spatial offset of the grid peaks with respect to a reference point; and iii) the grid orientation, i.e., the angle between one of the three grid axes and a reference direction (Section 3.1.1, Figure 3.1B).

Grid scale

In my model, the grid scale is set by the critical frequency $k_{\text{max}}$ at which the eigenvalue spectrum has a global maximum (Equation 5.32 and Figure 5.4). This critical frequency depends only on the movement speed $v$ of the virtual rat, the width $\sigma$ of the input tuning curve $G$, and the temporal dynamics of the adaptation kernel $K$ (Figure 5.3). Therefore, grid patterns at different scales are obtained, for example, by varying the width $\sigma$ of the input receptive fields or the long time scale $\tau_L$ of the adaptation kernel (Figure 5.6, see also Figure 5.3). This theoretical result is consistent with the facts that spatial tuning in the hippocampal formation is typically broader ventrally than dorsally (Jung et al., 1994; Fyhn et al., 2004; Kjelstrup et al., 2008), and that grid scales vary in the same direction (Hafting et al., 2005; Stensola et al., 2012). Additionally, I predict that the adaptation time scale may also have a dorso-ventral gradient, similarly to other intrinsic cellular properties in the MEC (e.g., Giocomo et al., 2007; Giocomo and Hasselmo, 2008b; Garden et al., 2008; Pastoll et al., 2012; Yoshida et al., 2013, Section 2.2.2).

Grid spatial phase

With evenly-distributed input fields and periodic boundaries, the spatial phases of the grid patterns depend only on the initial condition of the synaptic weights, i.e., random weight initializations result in uniformly-distributed grid phases (Figure 5.7A1 and B1). This result is in line with the phases of nearby grid cells being roughly evenly distributed in experimental data (Hafting et al., 2005), but see also (Heys et al., 2014). Yet it remains unclear whether the same results would be obtained in the case of non-periodic boundaries.

Grid orientation

With periodic boundary conditions, the model produces grid orientations that are distributed non-uniformly. Precisely, the distribution of grid orientations depends on the scale of the pattern relative to the size of the environment, e.g., in the same
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Figure 5.6. Spatial scale of the grid patterns. Example grid patterns obtained with different adaptation kernels $K$ (Equation 5.2, top row) and different input tuning curves $G$ (Equation 5.9, left-most column). For each choice of the functions $K$ and $G$, the synaptic weights (left) and their corresponding Fourier spectra (right) at the end of the simulation are shown ($t = 10^6$ s). The synaptic-weight maps have different color scales (maximal values at the bottom-left corner). The red circles indicate the spatial frequency $k_{\text{max}}$ of the weight patterns. Synaptic weights were obtained by simulating the average weight dynamics in Equation 5.16. Note that I used a larger enclosure ($L = 2$ m) as compared to the one in Figure 5.4 ($L = 1$ m). See Section 5.A.6 for further details and parameter values.

Environment patterns at different scales tend to align differently (compare panels A2 and B2 in Figure 5.7). In the examples of Figure 5.7A3, one of the grid axes tends to align to a border of the arena whereas in the examples of Figure 5.7B3 one of the grid axes tends to align to a diagonal of the arena. Similar results are obtained by keeping the grid scale fixed and varying the size of the environment, e.g., compare Figure 5.7A2 ($k_{\text{max}} = 3$ m$^{-1}$ and $L = 2$ m) and Figure 5.8F ($k_{\text{max}} = 3$ m$^{-1}$ and $L = 1$ m). In general, I expect grid orientations to be uniformly distributed only in infinite-sized environments, or in environments that are much larger than the pattern size. Nevertheless, because grid orientation depends on the boundary conditions, it remains difficult to compare the distributions obtained here with the ones observed experimentally (Hafting et al., 2005; Stensola et al., 2012; Krupic et al., 2015; Stensola et al., 2015). Finally, in order to explain grid alignment across cells and/or environments (Hafting et al., 2005; Stensola
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Figure 5.7 | Geometric properties of the grid patterns. A) Distribution of grid spatial phases (A1) and grid orientations (A2) for patterns at frequency $k_{\text{max}} = 3 \, \text{m}^{-1}$ in an arena of side-length $L = 2 \, \text{m}$ ($\sigma = 6.25 \, \text{cm}$, $\tau_L = 0.16 \, \text{s}$; see also Figure 5.6, bottom-left panel). Distributions were obtained from the average weight dynamics in Equation 5.16 for 200 random initial configurations of the synaptic weights ($t = 10^6 \, \text{s}$). Only patterns with gridness scores larger than 0.5 were considered (197/200). Panel A3 shows example weight patterns for the two most common orientations in A2 (maximal values at the bottom-left corner). B) Same as in A but for patterns at spatial frequency $k_{\text{max}} = 2 \, \text{m}^{-1}$ in an arena of side-length $L = 2 \, \text{m}$ ($\sigma = 6.25 \, \text{cm}$, $\tau_L = 0.35 \, \text{s}$; see also Figure 5.6, bottom-right panel). A fraction of 182/200 grids had a gridness score larger than 0.5. See Section 5.A.6 for further details and parameter values.

et al., 2012), collateral interactions between developing grid cells may be required (Si et al., 2012; Si and Treves, 2013; Urdapilleta et al., 2017, Sections 5.5.4 and 4.3.1).

5.4.3. Pattern formation with spatially-irregular inputs

In Section 5.4.1, I demonstrated the emergence of grid-like patterns in the case of spatially-regular inputs, i.e., for each input cell having a single Gaussian receptive field in space (Section 5.2.3). I now show that similar results are obtained in the case of spatially-irregular inputs (Section 5.2.3). I generate spatially-irregular input tuning curves $\Psi^\text{in}_i$ by superimposing $M > 1$ Gaussian functions with equal width $\sigma$, but random centers and random amplitudes (Equation 5.10, see Figure 5.8A for examples). The functions $\Psi^\text{in}_i$ are normalized such that their average firing rate $r_{av}$ is constant for all input neurons and independent from the number $M$ of superimposed receptive
Figure 5.8. | Grid-pattern formation with spatially-irregular inputs. A) Four examples of irregular input firing-rate maps (top row) and the corresponding Fourier spectra (bottom row). The maximal firing rate (spikes/s) is reported at the bottom-left corner. The red circles indicate the spatial frequency $k_{\text{max}} = 3 \text{ m}^{-1}$. B) Four examples of output firing-rate maps (top row) and the corresponding Fourier spectra (bottom row). The gridness score is reported at the bottom-right corner. Output firing-rate maps were estimated from the average weight dynamics in Equation 5.16 ($t = 10^6 \text{ s}$) for four different realizations of the spatial inputs. C-F) Distribution of gridness scores (C), grid spatial frequencies (D), grid spatial phases (E), and grid orientations (F) for 100 random realizations of the spatial inputs. The red vertical line in C indicates the mean score (0.77). See Section 5.A.6 for further details and parameter values.
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I test grid-pattern formation in this scenario by simulating the average dynamics of the synaptic weights (Equations 5.16 and 5.21) for random realizations of the input tuning curves $\Psi_i^{\text{in}}$, with $N = 3600$ input neurons and $M = 10$ receptive fields per neuron. I then estimate output firing-rate maps from the synaptic weights at the end of the simulations ($t = 10^6$ s). The results are shown in Figure 5.8 B and C. In the majority of the cases (73/100) a regular grid-like pattern emerges at the output.

Like in the case of spatially-regular inputs, the spatial scale of the output patterns depends on the long adaptation time constant $\tau_L$ and on the width $\sigma$ of the input receptive fields. Indeed, for $\sigma = 6.25$ cm and $\tau_L = 0.16$ s, I obtain output grid patterns with spatial frequency $k_{\text{max}} = 3$ m$^{-1}$ (Figure 5.8D), which is equal to the one obtained for spatially-regular inputs with the same parameter values (Figure 5.4 and Figure 5.6, bottom-left panel). This can be understood by the fact that the expected eigenvalue spectrum for spatially-irregular inputs $\langle \lambda_{\text{irr}}(k) \rangle$ is qualitatively similar to the eigenvalue spectrum $\lambda(k)$ for spatially-regular inputs (Section 5.A.4, Equation 5.72):

$$\langle \lambda_{\text{irr}}(k) \rangle \approx \Phi \lambda(k) + \text{const.} \quad (5.33)$$

where $0 \leq \Phi \leq 1$ is a scale factor. I also find that the scale factor $\Phi$ depends on the number $M$ of superimposed fields, i.e., $\Phi \approx 4/(3M)$ for $M > 3$ (Equation 5.82), meaning that structure formation is slower for larger numbers of superimposed fields (Equation 5.29).

Finally, like in the case of spatially-regular inputs, with periodic boundary conditions the spatial phases of the simulated grids distribute evenly in the arena (Figure 5.8E), and the grid orientations tend to cluster according to the grid scale and the size of the environment (Figure 5.8F, see also Figure 5.7A2 for the same grid scale in a larger environment).

5.5. Discussion

I studied the origin of grid-cell patterns in a single-cell spiking model relying solely on 1) spatially-tuned feed-forward inputs, 2) spike-rate adaptation, 3) and synaptic plasticity at the input synapses. I considered two input scenarios: spatially-regular inputs (reminiscent of place-cell activity), and spatially-irregular inputs (reminiscent of parasubicular activity). First, I studied the average dynamics of the system analytically, and I derived necessary conditions for the emergence of spatially-periodic solutions (Section 5.3). I then simulated the model numerically, and showed that grid-like patterns emerge both with spatially-regular and spatially irregular inputs (Section 5.4). In the following, I discuss the main assumptions and predictions of my model.
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5.5.1. Input spatial tuning and the origin of grid-cell patterns

I assumed that the feed-forward input activity is spatially tuned. Such spatial tuning could be provided by hippocampal place cells, or by other cortical or sub-cortical structures with less regular spatial tuning. From a theoretical point of view, I find that grid patterns emerge faster with place-cell-like inputs, i.e., with inputs having a single receptive field in space. From an anatomical point of view, both scenarios seem plausible. On the one hand, grid-cell activity requires excitatory drive from the hippocampus (Bonnevie et al., 2013), which projects to the deep layers of the MEC (Tamamaki and Nojyo, 1995; Sürmeli et al., 2015) where grid cells are found (Sargolini et al., 2006; Bocca et al., 2010). On the other hand, parasubiculcular inputs target layer II of the MEC (Van Groen and Wyss, 1990; Caballero-Bleda and Witter, 1993, 1994; Canto et al., 2012; Tang et al., 2016) where grid cells are most abundant (Sargolini et al., 2006; Bocca et al., 2010). Although a small fraction of parasubiculcular cells already shows grid-like tuning (Bocca et al., 2010; Tang et al., 2016), the activity in parasubiculum is often characterized by multiple spatially-irregular fields (Cacucci et al., 2004; Hargreaves et al., 2005, 2007; Bocca et al., 2010; Tang et al., 2016) similar to those assumed in my model (Figure 5.8).

That grid-cell activity could originate from parasubicular inputs is further supported by the detailed layout of the entorhinal circuit. Layer II principal neurons segregate into stellate and pyramidal cells, which are distinguished by their morphology, intrinsic properties (Alonso and Klink, 1993), and immunoreactivity (Varga et al., 2010; Ray et al., 2014; Kitamura et al., 2014). Interestingly, pyramidal-cell somata cluster into anatomical patches (Ray et al., 2014; Kitamura et al., 2014), which are preferentially targeted by parasubiculcular axons (Tang et al., 2016). And the spiking activity in parasubiculum precedes the activity of layer II pyramidal cells by a few degrees in the theta cycle (Tang et al., 2016). Such a network configuration suggests that grid patterns may originate in the layer II pyramidal cells via parasubiculcular inputs, and be inherited by the stellate cells via feed-forward projections. Consistent with this view is that both stellate and pyramidal cells show grid spatial tuning (Sun et al., 2015), and that direct intra-laminar connections are found from pyramidal onto stellate cells and not vice-versa (Fuchs et al., 2016; Winterer et al., 2017); but see (Donato et al., 2017).

In summary, my model is consistent with entorhinal grid-cell activity originating either in the superficial layers via parasubiculcular input or in the deep layers via hippocampal input. It is also possible that multiple sites of origin exist, and that grid-like tuning is inherited—and even sharpened—via feed-forward projections from the deep to the superficial layers (Iijima et al., 1996; Van Haeften et al., 2003; Kloosterman et al., 2003; Beed et al., 2010; Tocker et al., 2015) or from the superficial to the deep layers (Sürmeli et al., 2015). The reader is kindly referred to Chapter 6 for results on the
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inheritance and amplification of grid-cell patterns.

5.5.2. Spike-rate adaptation

My model relies on the presence of a spike-rate adaptation mechanism. Spike-rate adaptation has been observed throughout the cortex (La Camera et al., 2006), and is prominent in layer II of the MEC, in both stellate and pyramidal neurons (Alonso and Klink, 1993; Van der Linden and da Silva, 1998, Section 2.2.2). Yoshida et al. (2013) also reported a dorso-ventral gradient in the adaptation strength of layer II entorhinal cells. However, because adaptation was found to be stronger ventrally than dorsally, Yoshida et al. (2013) interpreted their results as evidence against grid-cell models based on adaptation. Yet the critical variable controlling the grid scale is not the strength of adaptation, but rather its temporal dynamics (Figure 2.1), which was not systematically analyzed (Yoshida et al., 2013); see also (Urdapilleta et al., 2017) for a similar discussion on this point.

I modeled spike-rate adaptation by applying a temporal kernel $K$ to the input spike trains (Equation 5.1). The kernel $K$, was composed of a brief depolarization peak and a slower hyper-polarizing potential (on a time scale of hundreds of milliseconds). Such a slow hyper-polarizing potential reduced the output firing rate in response to persistent excitation, and it filtered the input activity in a low-frequency band (i.e. with a resonance frequency of about 1 Hz, see Figure 5.1B2). The shape of the kernel was motivated by long-lasting hyper-polarizing potentials following excitatory postsynaptic potentials found in hippocampal CA1 pyramidal neurons (Nicoll and Alger, 1981), although similar responses have not been observed in the MEC yet.

However, the formation of grid-cell patterns could rely on any other cellular or synaptic mechanism that effectively acts as a band-pass filter on the input activity. A candidate mechanism is the after-spike hyperpolarizing potential (AHP). AHPs are indeed observed in the superficial layers of the MEC where single action potentials are followed by both a fast (2-5 ms) and a medium AHP (20-100 ms Alonso et al., 1990; Alonso and Klink, 1993; Pastoll et al., 2012, Section 2.2.2). To assess whether such hyperpolarizing potentials could underlie grid-pattern formation, I extended my model to account for AHPs (Section 5.A.5). However, I found that grids at typical spatial scales cannot be obtained by AHPs alone. Yet after-spike potentials could amplify the effects of a band-pass filtering mechanism that is already present at the input.

Spike-rate adaptation could also rely on hyperpolarization-activated cation currents ($I_h$), which depend on HCN channels (Accili et al., 2002; Robinson and Siegelbaum, 2003). Fast $I_h$ currents (mediated by HCN1 channels) have been shown to control the theta-frequency resonance of entorhinal stellate cells in vitro (Richter et al., 2000; Dickson et al., 2000; Nolan et al., 2007; Giocomo and Hasselmo, 2008b; Pastoll et al.,
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Instead, slower $I_h$ currents (mediated by HCN2-4 channels) could generate in entorhinal cells the low-frequency resonance assumed by my model (Figure 5.1B2).

5.5.3. Synaptic plasticity

I propose that grid-cell patterns emerge from a synaptic reorganization of the MEC network, which is assumed to be plastic. This is in line with both LTP and LTD being reported in the entorhinal cortex (Alonso et al., 1990; de Curtis and Llinas, 1993; Yun et al., 2002; Solger et al., 2004; Yang et al., 2004), but see also (Deng and Lei, 2007). Additionally, asymmetric STDP was observed in the MEC (Zhou et al., 2005). Although I used a symmetric learning window, the exact window shape has little effect on grid-pattern formation, provided that its temporal width (on the order of tens of milliseconds) is much shorter than the correlation length of the input activities (on the order of hundreds of milliseconds). However, the window integral shall be strictly positive (Equation 5.32), i.e., an odd learning window would not lead to any learning in this model.

Structure formation via Hebbian learning is typically a slow process. In my model, grid-like patterns emerge on a time scale that is inversely proportional to the learning rate $\eta$ and to the maximal eigenvalue $\lambda_{\text{max}}$ (Equation 5.29). The latter depends on the spatial density $\rho = N/L^2$ of input receptive fields, on the integral $W_{\text{tot}}$ of the learning window, on the shapes of the input-tuning curves $G$, and on the dynamics of the adaptation kernel $K$ (Equation 5.32). Because most of these quantities are under-constrained by empirical data, a direct comparison with experimental time scales remains difficult. Yet learning shall be slow enough such that the input correlations that drive structure formation dominate over random fluctuations of the synaptic weights, which are due to the random walk of the virtual rat and the shot noise of the stochastic spiking. In my simulations, I find that this requires tens of hours of spatial exploration (Figure 5.5A).

Such slow process may seem in contrast with grid-cell activity appearing immediately in a novel environment (Hafting et al., 2005; Fyhn et al., 2007). However, grid-like tuning may not need to be learned in each environment anew, but rather recalled—and possibly refined—from the experience of similar environments explored in the past. Although hippocampal place cells (Muller and Kubie, 1987; Bostock et al., 1991) and entorhinal non-grid spatial cells (Diehl et al., 2017) seem to remap completely in novel spaces, less is known on the remapping of parasubicular cells. Additionally, grid-cell learning could generalize across spatial contexts through border and boundary-vector inputs (Solstad et al., 2008; Lever et al., 2009), which are invariant across environments.

I suggest that a structure in the synaptic weights may be formed during the animal’s ontogenetic development, i.e., within a two-week period after the animal leaves the
nest (Langston et al., 2010; Wills et al., 2010, 2012). Consistent with this hypothesis is that stable spatial firing is observed before grid-cell maturation, e.g., hippocampal place cells develop prior to grid cells (Langston et al., 2010; Wills et al., 2010), and that grid patterns are disrupted in adult animals following knock-out of NMDA receptors in pups (Dagslott et al., 2016; Gil et al., 2018).

5.5.4. Recurrent dynamics

I studied the emergence of grid patterns in a purely single-cell model, ignoring any network-level interaction between the neurons. However, because excitatory and inhibitory recurrent circuits have been described in the MEC (Dhillon and Jones, 2000; Couey et al., 2013; Pastoll et al., 2013; Fuchs et al., 2016; Winterer et al., 2017), grid cells are likely to be mutually coupled (Yoon et al., 2013; Dunn et al., 2015). Such recurrent connections could explain the modular organization of grid-cell properties (Stensola et al., 2012; Urdapilleta et al., 2017, Section 3.1.2) and the coherent remapping across environments (Fyhn et al., 2007; Yoon et al., 2013). Feedback interactions within a module may also amplify an initially broad grid-tuning given by the feed-forward inputs, similarly to the sharpening of receptive fields in visual cortex (Ben-Yishai et al., 1995; Carandini and Ringach, 1997, Chapter 6). Finally, recurrent dynamics may sustain grid-like activity when the feed-forward inputs are temporally untuned, like in attractor models (McNaughton et al., 2006, Section 4.1).

5.5.5. Related models

The present work—and the one by Kropff and Treves (2008)—belong to a broad category of grid-cell models based on spatially-tuned feed-forward inputs and Hebbian synaptic plasticity (Castro and Aguiar, 2014; Stepanyuk, 2015; Dordek et al., 2016; Monsalve-Mercado and Leibold, 2017; Weber and Sprekeler, 2018, Section 4.3.2). In all these models, periodic spatial patterns arise via a common underlying principle: the input correlations that drive the dynamics of the synaptic weights have the form of a Mexican-hat kernel (Figure 5.2). What distinguishes the models among each other—and generates distinct predictions—is the specific mechanism by which such Mexican-hat interactions are obtained.

In my model, a Mexican-hat kernel results from the intrinsic adaptation dynamics of the output neuron, which controls the grid scale directly (Figure 5.6 and Section 5.5.6). By contrast, in the models by Castro and Aguiar (2014) and Stepanyuk (2015), Mexican-hat correlations arise from the learning rule itself, i.e., by assuming that synaptic plasticity switches between LTP and LTD based on pre- and postsynaptic activities (Bienenstock et al., 1982). In this case, the grid spatial scale shall be affected by interfering with the learning rule.
In a different model, Dordek et al. (2016) obtain Mexican-hat correlations by constraining the input activity to be effectively zero-mean. The authors discuss that such a zero-mean constraint could originate either from lateral inhibition or from a zero-mean temporal filter controlling the output activity of the neuron. In the latter case, the model by Dordek et al. (2016) is analogous to the present one. I note, however, that effectively zero-mean inputs are neither necessary nor sufficient for grid patterns to emerge. Instead, pattern formation depends on the dynamics of the temporal filter and on the shape of the input tuning curves, but not on their means. This can be easily understood by considering the system’s eigenvalue spectrum in Fourier space (Equation 5.30), where the zero-frequency mode \(k = 0\) is not relevant for the emergence of spatially-periodic solutions. Also note that the smallest grid scales in my model are obtained with negative-mean temporal filters (Figure 5.3). Yet my results agree with the ones of Dordek et al. (2016) in that the non-linearity introduced by imposing non-negative synaptic weights is sufficient for a triangular symmetry to emerge.

Alternatively, Mexican-hat correlations could emerge from phase-precessing feed-forward inputs (Monsalve-Mercado and Leibold, 2017). In this case, grid-cell activity shall be impaired when phase precession is disrupted.

Finally, Weber and Sprekeler (2018) proposed a model where the interplay between spatially-narrow feed-forward excitation and spatially-broad feed-forward inhibition generates a Mexican-hat kernel. This model predicts that the grid scale shall be affected by manipulating inhibitory inputs to the MEC.

5.5.6. Model predictions and conclusion

I presented a single-cell model for the origin of grid-cell activity based on Hebbian synaptic plasticity and spike-rate adaptation. My work builds upon the model by Kropff and Treves (2008) and improves its original formulation in several aspects: 1) grid-like patterns emerge from a purely single-cell mechanism independently of any network-level interaction; 2) neuronal activities are spike-based and stochastic; 3) the input synaptic weights are purely excitatory; 4) the dynamics of the synaptic weights is studied analytically and linked to classical Turing-like patterns.

The present model makes similar experimental predictions as the model by Kropff and Treves (2008). First, grid-cell patterns shall be affected by disrupting synaptic plasticity during ontogenesis. Consistently, abolishing NMDA receptors in young animals results in degraded grid patterns in adulthood Dagslott et al. (2016); Gil et al. (2018). Second, grid-cell activity shall be influenced by systematic behavioral or environmental biases in the first weeks of spatial exploration, e.g., by rising animals in environments without boundaries or with non-zero surface curvature (Kruse et al., 2016; Stella et al., 2013). Third, the grid scale shall be affected by three factors: 1) the
average speed of the rat during ontogenetic development; 2) the time constant of the recovery from spike-rate adaptation; 3) the spatial tuning-width of the feed-forward inputs. Fourth, grids at larger scales shall develop faster as compared to grids at smaller scales (Figure 5.3). Note that the dependence of the grid scale on the input-tuning width and the relative time of spatial pattern formation have not been explicitly studied in previous models, and they thus constitute novel predictions.

I believe that manipulations of the intrinsic adaptation properties of single cells are key to distinguish my model from other feed-forward models based on Hebbian learning (Section 5.5.5). To this end, further experimental work shall be devoted to pinpoint the biophysical mechanisms underlying adaptation in the MEC. Extensions of the present model could also explain how the geometry of the enclosure affects grid-cell symmetry (Krupic et al., 2015, 2018; Wernle et al., 2018), and how grid-like tuning emerges in non-spatial contexts (Constantinescu et al., 2016; Aronov et al., 2017).

To conclude, this study contributes to a better understanding of the fundamental principles governing grid-cell activity, and lays the groundwork for more biophysically-realistic grid-cell models.

5.6. Chapter Summary

In this chapter, I studied a computational model for the origin of grid-cell patterns. Building upon previous theoretical work, I proposed that periodic representations of space could arise from a single-cell process based on spatially-selective inputs and spike-rate adaptation. Compared to related proposals, my model achieved a higher level of biological realism, gave unprecedented analytical insights, and generated novel predictions. In the next chapter, I will investigate how grid-cell activity may be affected by excitatory microcircuits in the MEC.

5.A. Appendix

5.A.1. Weight normalization

Here, I derive the dynamics of the mean synaptic weight \( w_{av} = N^{-1} \sum_{i=1}^{N} \bar{w}_i \) for a neuron with \( N \) synapses and temporally-averaged weights \( \bar{w}_i \). I recall the weight dynamics in Equation 5.16

\[
\eta^{-1} \frac{d}{dt} \bar{w}_i = \sum_{j=1}^{N} C_{ij} \bar{w}_j - a \bar{w}_i + b \quad \text{with} \quad \bar{w}_i \geq 0.
\]
By taking the average over the index $i$ at both sides of Equation 5.34, I obtain

$$\eta^{-1} \frac{d}{dt} w_{av} = (N C_{av} - a) w_{av} + b$$

(5.35)

where I defined the mean correlation $C_{av} := N^{-2} \sum_{ij} C_{ij}$. Note that I used the property $\sum_j C_{ij} = N C_{av}$ for all $i$, which holds true for translation-invariant inputs. Therefore, for $N C_{av} < a$, the mean weight $w_{av}$ decays exponentially with time constant

$$\tau_{av} := \frac{1}{\eta(a - N C_{av})}$$

(5.36)

to the normalization level

$$w_{av}^\infty := \frac{b}{a - N C_{av}}.$$  

(5.37)

### 5.A.2. Input correlation for general inputs

In this section, I estimate the input correlation matrix

$$C_{ij} \overset{(5.20)}{=} W_{tot} \int_0^\infty d\tau K(\tau) \bar{r}_{i}^{\text{in}}(t) \bar{r}_{j}^{\text{in}}(t - \tau)$$

with $i, j = 1, \ldots, N$ (5.38)

for general spatial tuning curves $\Psi_i^{\text{in}}$ and smooth movement trajectories of the virtual rat (Section 5.2.4). I start by computing the temporal average $\bar{r}_{i}^{\text{in}}(t) \bar{r}_{j}^{\text{in}}(t - \tau)$ of the product between the input activities $r_i^{\text{in}}(t)$ and the delayed input activities $r_j^{\text{in}}(t - \tau)$. I assume that the stochastic process $X_t$ controlling the virtual-rat trajectory (Equation 5.11) is ergodic with respect to the auto-covariance, i.e.,

$$\frac{1}{T} \int_0^T dt \ x_t \ x_{t-\tau} = \langle X_t, X_{t-\tau} \rangle \quad \text{for} \quad T \to \infty$$

(5.39)

where the angular brackets denote statistical expectation. By using this ergodicity property (Equation 5.39) and the spatial tuning of the inputs (Equation 5.7), I derive

$$\bar{r}_{i}^{\text{in}}(t) \bar{r}_{j}^{\text{in}}(t - \tau) = \Psi_i^{\text{in}}(x_t) \Psi_j^{\text{in}}(x_{t-\tau}) \approx \langle \Psi_i^{\text{in}}(X_t) \Psi_j^{\text{in}}(X_{t-\tau}) \rangle.$$  

(5.40)

Note that Equation 5.40 is only valid in an approximate sense because Equation 5.39 assumes $T \to \infty$, but the averaging time window has finite length $T \ll \tau_{str}$ where $\tau_{str}$
is the structure-formation time constant (Equation 5.29). From Equation 5.40 follows
\[
\overline{r_i^m(t)} r_j^m(t - \tau) \approx \langle \Psi_i^m(X_t) \Psi_j^m(X_{t-\tau}) \rangle 
\]  
(5.41)
\[
:= \int \int dx \, dx' \, \Psi_i^m(x) \Psi_j^m(x') \, p(x,t,x',t-\tau) 
\]  
(5.42)
\[
= \int \int dx \, dx' \, \Psi_i^m(x) \Psi_j^m(x') \, p(x',t-\tau|x,t) \, p(x,t) 
\]  
(5.43)
\[
= \frac{1}{L^2} \int \int dx \, dx' \, \Psi_i^m(x) \Psi_j^m(x') \, p(x',t-\tau|x,t) 
\]  
(5.44)
where the integrals in Equations 5.42-5.44 run over all positions in the environment (a square arena of side-length \(L\)), and \(p(x,t,x',t-\tau)\) is the joint probability density of the virtual rat being at position \(x\) at time \(t\) and at position \(x'\) at time \(t - \tau\). From Equation 5.43 to Equation 5.44, I used the fact that, for large times \(t\), the virtual rat has equal probability of being in any position \(x\), i.e., \(p(x,t) = 1/L^2\).

Equation 5.44 shows that the temporal average \(\overline{r_i^m(t)} r_j^m(t - \tau)\) can be estimated from the input tuning curves \(\Psi_i^m\) and \(\Psi_j^m\), and the conditional probability density \(p(x',t-\tau|x,t)\). This conditional probability density has not yet been solved for correlated random walks in two dimensions (Codling et al., 2008). Nevertheless, an additional approximation is possible. Because the temporal average \(\overline{r_i^m(t)} r_j^m(t - \tau)\) is weighted by the adaptation adaptation kernel \(K(\tau)\) (Equation 5.38), and \(K(\tau)\) is negligible for \(\tau > \tau_{\text{max}} \approx 5 \tau_0\) (Equation 5.2), I am interested in the conditional probability \(p(x',t-\tau|x,t)\) only at lags \(\tau < \tau_{\text{max}}\). In this case, for movement trajectories that are sufficiently smooth, I can assume that in a time \(\tau\) the virtual rat has moved to a position \(x\) at distance \(|x - x'| = \tau v\) from the initial position \(x'\), that is
\[
p(x',t-\tau|x,t) \approx \frac{\delta(|x - x'| - \tau v)}{2\pi \tau v} 
\]  
(5.45)
where \(v\) is the speed of the virtual rat (Equation 5.11), and the denominator ensures that \(\int dx' p(x',t-\tau|x,t) = 1\); see also Figure 5.1D for exemplary virtual-rat trajectories in this scenario. I now use Equation 5.45 in Equation 5.44, and let \(z := x' - x\):
\[
\overline{r_i^m(t)} r_j^m(t - \tau) \approx \frac{1}{L^2} \int dz \, \frac{\delta(|z| - \tau v)}{2\pi \tau v} \int dx \, \Psi_i^m(x) \Psi_j^m(x + z) 
\]  
(5.46)
\[
= \int_{|z| = \tau v} dz \Psi_i^m * \Psi_j^m|_z 
\]
From Equation 5.46, the temporal average \(\overline{r_i^m(t)} r_j^m(t - \tau)\) is approximated by the integral of the spatial cross-correlation \(\Psi_i^m * \Psi_j^m\) over a circle of radius \(\tau v\). Finally, by
using Equation 5.46 in Equation 5.20, I obtain

\[ C_{ij} \approx \frac{W_{\text{tot}}}{L^2} \int_0^\infty d\tau K(\tau) \oint_{|z|=\tau v} \Psi_{\text{in}}^i \star \Psi_{\text{in}}^j \bigg|_z. \]  

(5.47)

5.A.3. Input correlation for spatially-regular inputs

In this section, I compute the input correlation function \( C \) and its Fourier spectrum \( \hat{C} \) in the case of spatially-regular inputs (see Section 5.3.2). First, I rewrite the input correlation matrix \( C_{ij} \) in Equation 5.21 as a continuous function \( C(r, r') \) by labeling neurons according to their receptive-field centers \( r \) and \( r' \):

\[ C(r, r') \approx \frac{W_{\text{tot}}}{L^2} \int_0^\infty d\tau K(\tau) \oint_{|z|=\tau v} \Psi_{\text{in}}^r \star \Psi_{\text{in}}^{r'} \bigg|_z. \]  

(5.48)

where \( \Psi_{\text{in}}^r(x) := \mathcal{G}(|x - r|) \) is a Gaussian input tuning curve centered at position \( r \) (Equation 5.9). Because the inputs are translation invariant, the correlation function \( C \) depends only on the translation vector \( u := r - r' \):

\[ C(r, r') = C(u, 0) = C(u) \approx \frac{W_{\text{tot}}}{L^2} \int_0^\infty d\tau K(\tau) \oint_{|z|=\tau v} \Psi_{\text{in}}^u \star \Psi_{\text{in}}^0 \bigg|_{u+z}. \]  

(5.49)

(5.50)

where \( \Psi_{\text{in}}^0(x) := \mathcal{G}(|x|) \) is the tuning curve centered at the origin \( 0 = (0, 0) \). Next, I substitute in Equation 5.50 the definition of the integral operator in Equation 5.46:

\[ C(u) \approx \frac{W_{\text{tot}}}{L^2} \int_0^\infty d\tau K(\tau) \int dz \frac{\delta(|z| - \tau v)}{2\pi \tau v} \Psi_{\text{in}}^u \star \Psi_{\text{in}}^0 \bigg|_{u+z}. \]  

(5.51)

It is easy to see that the auto-correlation of a Gaussian is still a Gaussian:

\[ \Psi_{\text{in}}^0 \star \Psi_{\text{in}}^0 \bigg|_u = \frac{L^4 r_{av}^2}{4\pi \sigma^2} \exp \left( -\frac{|u|^2}{4\sigma^2} \right) \]  

(5.52)

from which I derive

\[ \Psi_{\text{in}}^u \star \Psi_{\text{in}}^0 \bigg|_{u+z} = \frac{L^4 r_{av}^2}{4\pi \sigma^2} \left[ \exp \left( -\frac{|u|^2 + |z|^2}{4\sigma^2} \right) \exp \left( -\frac{|u| |z| \cos(\varphi)}{2\sigma^2} \right) \right] \]  

(5.53)

where \( \varphi \) is the angle between the vectors \( u \) and \( z \). Finally, by expressing in polar coordinates the vector \( z := |z| [\cos(\varphi), \sin(\varphi)] \), from Equations 5.51 and 5.53, I obtain

\[ C(u) \approx \frac{W_{\text{tot}} L^2 r_{av}^2}{4\pi \sigma^2} \int_0^\infty d\tau K(\tau) \exp \left( -\frac{|u|^2 + (\tau v)^2}{4\sigma^2} \right) l_0 \left( -\frac{|u| \tau v}{2\sigma^2} \right) \]  

(5.54)
where \( I_0(x) := \frac{1}{(2\pi)} \int_0^{2\pi} d\varphi \exp(x \cos(\varphi)) \) is the zeroth-order modified Bessel function of the first kind.

### Fourier spectrum of the input correlation function

Here, I compute the Fourier spectrum of the correlation function \( C \) in Equation 5.51. First, I observe that the second integral in Equation 5.51 is a two-dimensional cross-correlation in the variable \( z \) between the functions \( \delta(|z| - \tau v) \) and \( \Psi_{z}^{in}(\cdot \cdot) \) evaluated at point \( u \). Therefore, by taking the two-dimensional Fourier transform with respect to \( u \) at both sides of Equation 5.51 yields

\[
\hat{C}(k) \approx \frac{W_{\text{tot}}}{L^2} |\hat{\Psi}_{0}^{in}(k)|^2 \int_0^{\infty} d\tau K(\tau) \int dz \frac{\delta(|z| - \tau v)}{2\pi \tau v} \exp(2\pi j z \cdot k) \quad (5.55)
\]

where I defined the Fourier transform pair:

\[
\hat{C}(k) := \int du C(u) \exp(-2\pi j k \cdot u) \quad ; \quad C(u) = \frac{1}{(2\pi)^2} \int dk \hat{C}(k) \exp(2\pi j k \cdot u) \quad (5.56)
\]

with \( k \cdot u = |k||u| \cos(\theta) \), and I used the definition of the zeroth-order Bessel function

\[
J_0(k) := \frac{1}{2\pi} \int_0^{2\pi} d\theta \exp(2\pi j k \cos(\theta)) \quad . \quad (5.57)
\]

Because the tuning function \( \Psi_{0}^{in}(x) := \hat{G}(|x|) \) is circularly symmetric, its two-dimensional Fourier transform \( \hat{\Psi}_{0}^{in}(k) \) is proportional to the zeroth-order Hankel transform of \( \hat{G} \):

\[
\hat{\Psi}_{0}^{in}(k) = 2\pi \hat{G}(k) \quad \text{with} \quad k := |k| \quad , \quad (5.58)
\]

where I defined the zeroth-order Hankel transform pair:

\[
\hat{G}(k) := \int_0^{\infty} dr G(r) J_0(kr) \quad \text{and} \quad G(r) = \int_0^{\infty} dk \hat{G}(k) J_0(kr) \quad . \quad (5.59)
\]

By using Equation 5.58 in Equation 5.55, I obtain

\[
\hat{C}(k) = \frac{4\pi^2}{L^2} G^2(k) \int_0^{\infty} d\tau K(\tau) J_0(\tau v k) \quad \quad (5.60)
\]

and by defining the equivalent adaptation kernel in space

\[
K_{sp}(r) := \frac{1}{r v} K \left( \frac{r}{v} \right) \quad (5.61)
\]
I find
\[ \hat{\mathcal{C}}(k) = W_{\text{tot}} \frac{4\pi^2}{L^2} \mathcal{G}^2(k) \tilde{K}_{\text{sp}}(k). \tag{5.62} \]

Finally, the zeroth-order Hankel transforms of the Gaussian tuning curve \( \mathcal{G} \) (Equation 5.9) and of the adaptation kernel in space \( K_{\text{sp}} \) (Equations 5.61 and 5.2) read
\[ \hat{\mathcal{G}}(k) = \frac{L^2 r_{av}}{2\pi} \exp \left( -\frac{k^2 \sigma^2}{2} \right) \tag{5.63} \]
\[ \hat{\tilde{K}}_{\text{sp}}(k) = \frac{1}{\tau S} \left[ k^2 + \left( \tau_{\text{s}} v \right)^2 \right]^{-0.5} - \frac{\mu}{\tau_L} \left[ k^2 + \left( \tau_{\text{l}} v \right)^2 \right]^{-0.5}. \tag{5.64} \]

5.A.4. Eigenvalue spectrum for spatially-irregular inputs

In this section, I estimate the expected eigenvalue spectrum \( \langle \lambda_{\text{irr}}(k) \rangle \) for spatially-irregular inputs (Sections 5.2.3 and 5.4.3). I recall that, for spatially-regular inputs, in Section 5.3 I obtained (Equation 5.32):
\[ \lambda(k) \approx \rho \frac{W_{\text{tot}}}{L^2} \frac{4\pi^2 \mathcal{G}^2(k)}{L^2} \tilde{K}_{\text{sp}}(k) - a \quad \text{with} \quad k := |k| \neq 0 \tag{5.65} \]
where \( \hat{\mathcal{G}} \) and \( \hat{\tilde{K}}_{\text{sp}} \) are the zeroth-order Hankel transforms of the input tuning curve \( \mathcal{G} \) (Equation 5.9) and of the equivalent adaptation kernel in space \( K_{\text{sp}} \) (Equations 5.31 and 5.61). Note that the parameters \( \rho, L, W_{\text{tot}}, \) and \( a \) do not depend on \( k \). From Equation 5.65, the eigenvalue spectrum \( \lambda(k) \) is linearly-related to the input power spectrum \( \langle \hat{\Psi}_{0}^{\text{in}}(k) \rangle^2 \) where \( \hat{\Psi}_{0}^{\text{in}}(x) := \mathcal{G}(|x|) \) is an input tuning curve centered at the origin \( 0 := (0,0) \) (Section 5.A.3).

Here, in analogy to Equation 5.65, I assume that the expected eigenvalue spectrum \( \langle \lambda_{\text{irr}}(k) \rangle \) for spatially-irregular inputs is linearly-related to the expected input power \( \langle \hat{\Psi}_{0}^{\text{in}}(k) \rangle^2 \), that is,
\[ \langle \lambda_{\text{irr}}(k) \rangle \approx \rho \frac{W_{\text{tot}}}{L^2} \left( \langle \hat{\Psi}_{0}^{\text{in}}(k) \rangle^2 \right) \tilde{K}_{\text{sp}}(k) - a \quad \text{with} \quad k \neq 0 \tag{5.66} \]
where \( \hat{\Psi}_{0}^{\text{in}}(k) \) is the two-dimensional Fourier transform of the spatially-irregular tuning curve \( \Psi_{0}^{\text{in}}(x) \), and the angular brackets denote statistical expectation across input realizations (see Equation 5.56 for a definition of the two-dimensional Fourier transform). The validity of this assumption is confirmed numerically at the end of this section.

Let me compute the expected input power spectrum \( \langle \hat{\Psi}_{0}^{\text{in}}(k) \rangle^2 \). I recall that the input maps \( \Psi_{0}^{\text{in}}(x) \) are obtained by the superimposing \( M \) Gaussian receptive fields.
Chapter 5. The origin of grid-cell patterns

\[ \Phi_{\text{in}}(x) := \frac{1}{\beta_p} \sum_{m=1}^{M} A_{pm} G(|x - r_{pm}|) \quad \text{for} \quad p = 1, 2, \ldots, N \quad (5.67) \]

with

\[ G(r) \approx \frac{L^2 r_{av}}{2\pi \sigma^2} \exp \left( -\frac{r^2}{2\sigma^2} \right) \quad \text{and} \quad \beta_p := \sum_{m=1}^{M} A_{pm}. \quad (5.68) \]

The field amplitudes \( A_{pm} \geq 0 \) are uniformly distributed in the range \((0, 1)\), and the receptive field centers \( r_{pm} \) are uniformly distributed in the environment (see Figure 5.8A for examples). From Equation 5.67, I derive

\[ |\hat{\Phi}_{\text{in}}(k)| = 2\pi \beta_p \tilde{G}(k) \sum_{m=1}^{M} A_{pm} \exp(-2\pi j r_{pm} \cdot k) =: \alpha_p \quad (5.69) \]

where \( \tilde{G}(k) \) is the zeroth-order Hankel transform of the Gaussian function \( G(r) \). In deriving Equation 5.69, I used the shift property of the Fourier transform and the equivalence between the Fourier and the zeroth-order Hankel transforms for circularly-symmetric functions (Equation 5.58). Finally, from Equation 5.69 I obtain

\[ \langle |\hat{\Phi}_{\text{in}}(k)|^2 \rangle = 4\pi^2 \tilde{G}^2(k) \Phi \quad \text{with} \quad \Phi := \left\langle \frac{\alpha_p^2}{\beta_p^2} \right\rangle. \quad (5.70) \]

Therefore, for spatially-irregular inputs, the expected power spectrum \( \langle |\hat{\Phi}_{\text{in}}(k)|^2 \rangle \) is proportional to the power spectrum \( 4\pi^2 \tilde{G}^2(k) \) of a single Gaussian \( G \) with scale factor \( \Phi \geq 0 \). Note that for \( |k| = 0 \) I obtain \( \Phi = 1 \) (Equations 5.69 and 5.70), which means that the average rate \( r_{av} \) is independent of the number \( M \) of input receptive fields and their specific spatial arrangement. Using Equation 5.70 in Equation 5.66 yields

\[ \langle \lambda_{\text{irr}}(k) \rangle \approx \rho \frac{W_{\text{tot}}}{L^2} 4\pi^2 \tilde{G}^2(k) \tilde{K}_{sp}(k) \Phi - a \quad \text{with} \quad k \neq 0. \quad (5.71) \]

Finally, from Equations 5.65 and 5.71 I find (Equation 5.33)

\[ \langle \lambda_{\text{irr}}(k) \rangle \approx \Phi \lambda(k) + a(1 - \Phi). \quad (5.72) \]

In the next section I estimate the scale factor \( \Phi \) for \( |k| > 0 \).
Approximation of the scale factor $\Phi$

The scale factor

$$\Phi \equiv \frac{\alpha_p^2}{\beta_p^2} \begin{pmatrix} (5.70) \end{pmatrix}$$

is the second moment of the ratio of the random variables

$$\alpha_p \equiv \sum_{m=1}^{M} A_{pm} \exp(-2\pi j r_{pm} \cdot k) \quad \text{and} \quad \beta_p \equiv \sum_{m=1}^{M} A_{pm} \begin{pmatrix} (5.74) \end{pmatrix}$$

where the field amplitudes $A_{pm} \geq 0$ are independently and uniformly distributed in the range $(0, 1)$ and the field centers $r_{pm}$ are independently and uniformly distributed in a square of side-length $L$.

In general, for two random variables $x$ and $y$, the first order Taylor expansion of the ratio $f(z) = x/y$ around the expected value $\mu := \langle x, y \rangle$ is

$$f(z) = f(\mu) + f_x(\mu) \Delta x + f_y(\mu) \Delta y + o(\Delta_x^2) + o(\Delta_y^2) + o(\Delta_x \Delta_y) \begin{pmatrix} (5.75) \end{pmatrix}$$

where $z := (x, y)$, $\Delta x := x - \langle x \rangle$, $\Delta y := y - \langle y \rangle$, and $f_x$ and $f_y$ are the derivatives of $f$ with respect to $x$ and $y$. Therefore

$$\text{Var} \begin{pmatrix} \frac{x}{y} \end{pmatrix} = \langle [f(z) - f(\mu)]^2 \rangle = f_x^2(\mu) \text{Var}(x) + f_y^2(\mu) \text{Var}(y) + 2 f_x(\mu) f_y(\mu) \text{Cov}(x, y) + \sum_{k=0}^{4} o(\langle \Delta_x^k \Delta_y^{4-k} \rangle) \begin{pmatrix} (5.76) \end{pmatrix}$$

By neglecting the higher-order joint moments $\sum_{k=0}^{4} o(\langle \Delta_x^k \Delta_y^{4-k} \rangle)$ and substituting $f_x(\mu) = 1/\langle y \rangle$ and $f_y(\mu) = -\langle x \rangle / \langle y \rangle^2$ I obtain

$$\text{Var} \begin{pmatrix} \frac{x}{y} \end{pmatrix} \approx \left( \frac{x^2}{\langle y \rangle^2} \right) \left[ \frac{\text{Var}(x)}{\langle x \rangle^2} + \frac{\text{Var}(y)}{\langle y \rangle^2} - 2 \frac{\text{Cov}(x, y)}{\langle x \rangle \langle y \rangle} \right] \begin{pmatrix} (5.77) \end{pmatrix}$$

and

$$\langle \frac{x^2}{y^2} \rangle \approx \left[ \frac{\langle x^2 \rangle}{\langle y \rangle^2} \right] \left[ \frac{\langle x^2 \rangle}{\langle x \rangle^2} + \frac{\langle y^2 \rangle}{\langle y \rangle^2} - 2 \frac{\text{Cov}(x, y)}{\langle x \rangle \langle y \rangle} - 1 \right] \begin{pmatrix} (5.78) \end{pmatrix}$$

In the following, I use Equation 5.78 to approximate the scale factor $\Phi$ (Equation 5.73).

I start by giving an intuitive interpretation of the random variables $\alpha_p$ and $\beta_p$. Consider a $M$-steps random walk on the complex plane with random directions $r_{pm} \cdot k$ and random step sizes $A_{pm}$. The coefficients $\alpha_p$ measure the total distance traveled by the random walker, and the coefficients $\beta_p$ measure the total length of the path (Equation 5.74). Note that the larger the number of steps $M$, the smaller is the correlation between the distance traveled $\alpha_p$ and the total path length $\beta_p$, i.e., $|\text{Cov}(\alpha_p, \beta_p)| \ll 1$.
for $M \gg 1$. In this case, I can neglect the covariance term in Equation 5.78, and the factor $\Phi$ is approximated by knowing only the first two moments of the distributions of $\alpha_p$ and $\beta_p$.

For $|k| > 1/L$, the random directions $r_{pm} \cdot k \ (\text{mod} \ 1)$ are approximately uniformly distributed in the range $(0, 1)$. Therefore, the traveled distance $\alpha_p$ follows a Rayleigh distribution with density (Beckmann, 1962)

$$f(\alpha_p) = \frac{2\alpha_p}{M\langle A^2_{pm} \rangle} \exp \left( -\frac{\alpha_p^2}{M\langle A^2_{pm} \rangle} \right)$$

(5.79)

where $\langle A^2_{pm} \rangle = 1/3$ for $A_{pm}$ uniformly distributed in interval $(0, 1)$. Hence, the first two moments of $\alpha_p$ read

$$\langle \alpha_p \rangle = \sqrt{\frac{M\pi}{12}} \quad \text{and} \quad \langle \alpha^2_p \rangle = \frac{M}{3}.$$ 

(5.80)

The total path length $\beta_p$ is the sum of $M$ random variables uniformly distributed in $(0, 1)$, which follows an Irwin-Hall distribution. Therefore, the first two moments of $\beta_p$ are

$$\langle \beta_p \rangle = \frac{M}{2} \quad \text{and} \quad \langle \beta^2_p \rangle = \frac{M + 3M^2}{12}.$$ 

(5.81)

Finally, by using Equations 5.80 and 5.81 in Equation 5.73, I obtain

$$\Phi(M) \approx \frac{\pi}{3M} \left( \frac{4}{\pi} + \frac{1}{3M} \right) \quad \text{for} \quad M > 1 \quad \text{and} \quad |k| > 1/L$$

(5.82)

$$\approx \frac{4}{3M} \quad \text{for} \quad M > 3 \quad \text{and} \quad |k| > 1/L.$$ 

(5.83)

Figure 5.9A shows the scale factor $\Phi$ as a function of the number $M$ of superimposed Gaussian fields (Equation 5.82). Note that the approximation is more accurate for large values of $M$, which correspond to lower values of $|\text{Cov}(\alpha_p, \beta_p)|$. Figure 5.9B shows the largest eigenvalue in the system as a function of $M$. The good match between the theoretical curve and the numerical estimations supports the validity of Equation 5.66. Additionally, Equation 5.66 predicts that, irrespectively of the value of $M$, the largest eigenvalue $\lambda_{\text{max}} = \lambda(k_{\text{max}})$ is always at the critical frequency of $k_{\text{max}} = 3 \text{ m}^{-1}$ for $\sigma = 6.25 \text{ cm}$ and $\tau_L = 0.16 \text{ s}$, which matches the numerical results in Figure 5.8.

5.A.5. Pattern formation with after-spike potentials

Here, I study whether grid-like patterns could emerge by means of after-spike hyperpolarizing potentials (see discussion in Section 5.5.2). To this end, I consider a model of the output neural activity that is alternative to the one presented in the main text (Sec-
Figure 5.9. | Scale factor $\Phi$ and largest eigenvalue $\lambda_{\text{max}}$ for spatially-irregular inputs. A) The scale factor $\Phi$ for $M > 1$ superimposed fields (Equation 5.70). The black dots are obtained by estimating the power spectrum at frequency $|k| = 1 \text{ m}^{-1}$ for 3600 input realizations. The red line is the theoretical curve in Equation 5.82. B) The largest eigenvalue $\lambda_{\text{max}}$ as a function of the number of superimposed fields $M$. The black dots are obtained by computing the eigenvalues of the correlation matrix $C_{ij} - a \delta_{ij}$ for $N = 3600$ inputs, where $\delta_{ij}$ is the Kronecker delta (Equation 5.21). The red line is obtained from Equations 5.71 and 5.82. Note that, according to Equation 5.71, the largest eigenvalue is always at the critical frequency $k_{\text{max}} = 3 \text{ m}^{-1}$ for any value of $M$. Parameter values as in Figure 5.8 (see Section 5.A.6).

tion 5.2.1, Equation 5.1). I model input postsynaptic potentials (PSPs) with a kernel $K^{\text{in}}$ applied to the input spike trains $S_{\text{in}}^j$, and I model output after-spike hyperpolarizing potentials (AHPs) with a kernel $K^{\text{out}}$ applied to the output spike train $S^{\text{out}}$:

$$r^{\text{out}}(t) := r_0 + \int_0^\infty ds K^{\text{out}}(s)S^{\text{out}}(t - s) + \int_0^\infty d\tau K^{\text{in}}(\tau) \sum_{j=1}^N w_{ij}S^{\text{in}}_j(t - \tau)$$  \hspace{1cm} (5.84)

where $r_0 \geq 0$ is a baseline firing rate.

First, I show that the average dynamics of Equation 5.84 can be rewritten in terms of an equivalent kernel $K^{\text{eq}}$ applied to the input spikes only. I average Equation 5.84 across input and output spike train realizations:

$$\langle r^{\text{out}}(t) \rangle = r_0 + \int_0^\infty ds K^{\text{out}}(s)\langle r^{\text{out}}(t - s) \rangle + \int_0^\infty d\tau K^{\text{in}}(\tau) \sum_{j=1}^N w_{ij}r^{\text{in}}_j(t - \tau).$$  \hspace{1cm} (5.85)

By taking the Fourier transform

$$\hat{f}(\omega) := \int dt f(t) \exp(-j\omega t) \hspace{1cm} f(t) = \frac{1}{2\pi} \int d\omega \hat{f}(\omega) \exp(j\omega t)$$  \hspace{1cm} (5.86)
at both sides of Equation 5.85, I obtain

\[
\langle \hat{r}_{\text{out}}(\omega) \rangle = r_0 \delta(\omega) + \frac{\hat{K}_{\text{in}}(\omega)}{1 - \hat{K}_{\text{out}}(\omega)} \sum_{j=1}^{N} w_j \hat{r}_{\text{in}}^j(\omega) .
\] (5.87)

From Equation 5.85 to Equation 5.87, I assumed that the input and the output kernels are causal, i.e., \( K_{\text{in,out}}(t) = 0 \) for \( t < 0 \), and that the output kernel has integral different from 1, i.e., \( \hat{K}_{\text{out}}(0) = \int_0^\infty dt K_{\text{out}}(t) \neq 1 \). Finally, by defining the equivalent filter

\[
\hat{K}_{\text{eq}}(\omega) := \left. \frac{\hat{K}_{\text{in}}(\omega)}{1 - \hat{K}_{\text{out}}(\omega)} \right|_{\omega}
\] (5.88)

the inverse Fourier transform of Equation 5.87 reads

\[
\langle r_{\text{out}}(t) \rangle = r_0 + \int_0^\infty d\tau K_{\text{eq}}(\tau) \sum_{j=1}^{N} w_j r_{\text{in}}^j(t - \tau) ,
\] (5.89)

which is equivalent to Equation 5.15 with \( K_{\text{eq}} = K \).

Next, I compute the equivalent filter \( K_{\text{eq}} \) for a simple choice of the input and output kernels

\[
K_{\text{in}}(t) := \begin{cases} 
\frac{1}{\tau_{\text{in}}} \exp \left( -\frac{t}{\tau_{\text{in}}} \right) & \text{for } t \geq 0 \\
0 & \text{for } t < 0 
\end{cases}
\] (5.90)

and

\[
K_{\text{out}}(t) := \begin{cases} 
\frac{\mu_{\text{out}}}{\tau_{\text{out}}} \exp \left( -\frac{t}{\tau_{\text{out}}} \right) & \text{for } t \geq 0 \\
0 & \text{for } t < 0 
\end{cases}
\] (5.91)

where \( \tau_{\text{in}}, \tau_{\text{out}} > 0 \) are decay time constants, and the parameter \( \mu_{\text{out}} > 0 \) scales the integral of the output kernel \( \int_0^\infty dt K_{\text{out}}(t) = -\mu_{\text{out}} \). I assume that the input kernel \( K_{\text{in}} \) (modeling an incoming PSP) decays faster than the output kernel \( K_{\text{out}} \) (modeling an output AHP), i.e., \( \tau_{\text{in}} < \tau_{\text{out}} \). From the definition of the filter \( K_{\text{eq}} \) in Equation 5.88, I obtain

\[
\hat{K}_{\text{eq}}(\omega) = \left. \frac{1/\tau_{\text{in}}}{1/\tau_{\text{in}} - (1 + \mu_{\text{out}})/\tau_{\text{out}}} \right[ \frac{1/\tau_{\text{in}} - 1/\tau_{\text{out}}}{1/\tau_{\text{in}} + j\omega} - \frac{\mu_{\text{out}}/\tau_{\text{out}}}{(1 + \mu_{\text{out}})/\tau_{\text{out}} + j\omega} \right]_\omega
\] (5.92)

where I used

\[
\hat{K}_{\text{in}}(\omega) = \frac{1/\tau_{\text{in}}}{1/\tau_{\text{in}} + j\omega} \quad \text{and} \quad \hat{K}_{\text{out}}(\omega) = -\frac{\mu_{\text{out}}/\tau_{\text{out}}}{1/\tau_{\text{out}} + j\omega} .
\] (5.93)
Figure 5.10. Grid scale with after-spike hyperpolarizing potentials. The critical spatial frequency $k_{\text{max}}$ is plotted as a function of the output-kernel integral $-\mu_{\text{out}}$ and the output-kernel time constant $\tau_{\text{out}}$ (Equations 5.31 and 5.32 with $K = K^{\text{eq}}$). The black lines are iso-levels (see annotated values). Regions enclosed by two adjacent iso-lines are colored uniformly (darker colors denote larger values). The input-kernel time constant is $\tau_{\text{in}} = 5$ ms. Similar results are obtained with different values of $\tau_{\text{in}} < \tau_{\text{out}}$. Parameter values: $\sigma = 6.25$ cm, $v = 0.25$ m/s, $L = 1$ m, $r_{av} = 0.4$ s$^{-1}$.

Finally, the inverse Fourier transform of Equation 5.92 reads

$$K^{\text{eq}}(t) = H \cdot \left[ \left( \frac{1}{\tau_{\text{in}}} - \frac{1}{\tau_{\text{out}}} \right) \exp \left( -\frac{t}{\tau_{\text{in}}} \right) - \frac{\mu_{\text{out}}}{\tau_{\text{out}}} \exp \left( -\frac{t}{\tau_{\text{out}} / (1 + \mu_{\text{out}})} \right) \right]$$

(5.94)

for $t \geq 0$ and $K^{\text{eq}}(t) = 0$ for $t < 0$. Equation 5.94 shows that the equivalent filter $K^{\text{eq}}$ is a difference of two exponentials, similarly to the kernel $K$ in Equation 5.2. Note however that the two exponentials are scaled differently as compared to the original filter $K$. Additionally, if the integral of the output kernel is negative, the integral of the equivalent filter is always positive (Equation 5.88 with $\omega = 0$).

To test whether spatially-periodic patterns could still emerge in this scenario, I compute the eigenvalue spectrum $\lambda(k)$ and the critical spatial frequency $k_{\text{max}}$ by using Equations 5.31 and 5.32 with $K = K^{\text{eq}}$. Surprisingly, I find that typical grid scales (e.g., $k_{\text{max}} > 2$ m$^{-1}$) are obtained for output-kernel time constants of the order of seconds, which seem biologically unrealistic (Figure 5.10). Therefore, I conclude that AHPs alone are not sufficient to generate grid-like patterns. Nevertheless, AHPs could still support structure formation by amplifying the effects of a band-pass filter that is already present at the input.


Model parameters and derived quantities are summarized in Tables 5.1 and 5.2.
## Neural activity

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td></td>
<td>Number of synaptic inputs</td>
</tr>
<tr>
<td>$r_0$</td>
<td>$[s^{-1}]$</td>
<td>Baseline rate of the output neuron</td>
</tr>
<tr>
<td>$\tau_S$</td>
<td>$[s]$</td>
<td>Adaptation kernel short time constant</td>
</tr>
<tr>
<td>$\tau_L$</td>
<td>$[s]$</td>
<td>Adaptation kernel long time constant</td>
</tr>
<tr>
<td>$\mu$</td>
<td></td>
<td>Adaptation kernel scaling parameter</td>
</tr>
</tbody>
</table>

## Spatial exploration

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L$</td>
<td>$[m]$</td>
<td>Side-length of the arena</td>
</tr>
<tr>
<td>$v$</td>
<td>$[m/s]$</td>
<td>Running speed of the virtual rat</td>
</tr>
<tr>
<td>$\sigma_\theta$</td>
<td></td>
<td>Standard deviation of running directions</td>
</tr>
</tbody>
</table>

## Input spatial tuning

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_{av}$</td>
<td>$[s^{-1}]$</td>
<td>Average input rate in the arena</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>$[m]$</td>
<td>Width of the input receptive fields</td>
</tr>
<tr>
<td>$M$</td>
<td></td>
<td>Number of receptive fields per neuron (spatially-irregular inputs)</td>
</tr>
</tbody>
</table>

## Synaptic plasticity

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta$</td>
<td></td>
<td>Learning rate</td>
</tr>
<tr>
<td>$\tau_W$</td>
<td>$[s]$</td>
<td>Decay time constant of the learning window $W$</td>
</tr>
<tr>
<td>$W_{tot}$</td>
<td>$[s]$</td>
<td>Integral of the learning window $W$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td></td>
<td>Multiplicative weight-normalization constant</td>
</tr>
<tr>
<td>$\beta$</td>
<td></td>
<td>Additive weight-normalization constant</td>
</tr>
</tbody>
</table>

## Derived quantities

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>$[s^{-1}]$</td>
<td>Multiplicative weight-normalization rate</td>
</tr>
<tr>
<td>$b$</td>
<td>$[s^{-1}]$</td>
<td>Additive weight-normalization rate</td>
</tr>
<tr>
<td>$\lambda_{max}$</td>
<td>$[s^{-1}]$</td>
<td>Maximal eigenvalue</td>
</tr>
<tr>
<td>$w_{av}^\infty$</td>
<td></td>
<td>Average synaptic weight</td>
</tr>
<tr>
<td>$\tau_{av}$</td>
<td>$[s]$</td>
<td>Weight normalization time scale</td>
</tr>
<tr>
<td>$\tau_{str}$</td>
<td>$[s]$</td>
<td>Structure formation time scale</td>
</tr>
</tbody>
</table>

| **Table 5.1.** | Model parameters |
### Table 5.2

<table>
<thead>
<tr>
<th>Unit</th>
<th>Fig 5.4</th>
<th>Fig 5.5</th>
<th>Fig 5.6 (TL)</th>
<th>Fig 5.6 (TR)</th>
<th>Fig 5.6 (BL)</th>
<th>Fig 5.6 (BR)</th>
<th>Fig 5.7A1-4</th>
<th>Fig 5.7B1-4</th>
<th>Fig 5.8</th>
<th>Fig 5.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N)</td>
<td>900</td>
<td>3600</td>
<td>3600</td>
<td>3600</td>
<td>3600</td>
<td>3600</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(r_0) [s(^{-1})]</td>
<td>10</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\tau_S) [s]</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\tau_L) [s]</td>
<td>0.16</td>
<td>0.16</td>
<td>0.35</td>
<td>0.16</td>
<td>0.35</td>
<td>0.16</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\mu)</td>
<td>1.06</td>
<td>1.06</td>
<td>1.06</td>
<td>1.06</td>
<td>1.06</td>
<td>1.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(L) [m]</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(v) [m/s]</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\sigma_\theta)</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(r_{av}) [s(^{-1})]</td>
<td>0.4</td>
<td>0.21</td>
<td>0.085</td>
<td>0.3</td>
<td>0.1</td>
<td>0.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\sigma) [m]</td>
<td>0.0625</td>
<td>0.045</td>
<td>0.045</td>
<td>0.0625</td>
<td>0.0625</td>
<td>0.0625</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(M)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\eta)</td>
<td>(2 \cdot 10^{-5}) (5 \cdot 10^{-5}) (5 \cdot 10^{-5}) (5 \cdot 10^{-5}) (5 \cdot 10^{-5}) (5 \cdot 10^{-5}) (5 \cdot 10^{-5}) (5 \cdot 10^{-5}) (5 \cdot 10^{-5}) (5 \cdot 10^{-5}) (5 \cdot 10^{-5})</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\tau_W) [s]</td>
<td>0.05</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(W_{tot}) [s]</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\alpha)</td>
<td>3.56</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\beta)</td>
<td>–6.78</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(a) [s(^{-1})]</td>
<td>1.1</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>2.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(b) [s(^{-1})]</td>
<td>0.49</td>
<td>0.69</td>
<td>0.28</td>
<td>1.23</td>
<td>0.31</td>
<td>2.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\lambda_{max}) [s(^{-1})]</td>
<td>1</td>
<td>0.90</td>
<td>0.82</td>
<td>0.80</td>
<td>0.85</td>
<td>1.75</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(w_{av}^\infty)</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\tau_{av}) [s]</td>
<td>(5.13 \cdot 10^3) (1.44 \cdot 10^3) (3.57 \cdot 10^3) (8.12 \cdot 10^2) (3.18 \cdot 10^3) (1.42 \cdot 10^2)</td>
<td>(1.44 \cdot 10^3) (3.57 \cdot 10^3) (8.12 \cdot 10^2) (3.18 \cdot 10^3) (1.42 \cdot 10^2)</td>
<td>(2.23 \cdot 10^4) (2.42 \cdot 10^4) (2.50 \cdot 10^4) (2.36 \cdot 10^4) (1.14 \cdot 10^4)</td>
<td>(2.23 \cdot 10^4) (2.42 \cdot 10^4) (2.50 \cdot 10^4) (2.36 \cdot 10^4) (1.14 \cdot 10^4)</td>
<td>(2.23 \cdot 10^4) (2.42 \cdot 10^4) (2.50 \cdot 10^4) (2.36 \cdot 10^4) (1.14 \cdot 10^4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 5.2.** Default parameter values for the numerical simulations. See also Table 5.1 for short descriptions of the parameters. TL: top-left, TR: top-right, BL: bottom-left, BR: bottom-right. Note that in Figure 5.5A the learning rate \(\eta\) is varied from \(2 \cdot 10^{-5}\) to \(10 \cdot 10^{-5}\) and that in Figure 5.5B the virtual-rat running speed is sampled from an Ornstein-Uhlenbeck process with long-term mean \(\bar{v} = v\).
Simulation of the detailed spiking model

The detailed spiking model (Figures 5.4 and 5.5) is simulated using the Brian2 simulation software (Stimberg et al., 2014). Neural and synaptic variables are integrated with a time step of 1 ms. The random walk of the virtual rat that is updated every 10 ms. The physical space explored by the virtual rat is discretized in $200^2$ square bins.

Simulation of the averaged weight dynamics

The average weight dynamics (Equation 5.16) is integrated by using the forward Euler method with integration time step of 50 s (Figures 5.6-5.8). The input correlation matrix $C$ is computed using Equation 5.54 for spatially-regular inputs, and using Equation 5.21 for spatially-irregular inputs.

Initialization of the synaptic weights

At the initial condition, the synaptic weights are normally distributed around the target normalization level $w_{\infty}^{av} = 5 \cdot 10^{-3}$. The standard deviation of the distribution is $10^{-4}$ for the spiking simulations and $10^{-3}$ for the average weight dynamics.

5.A.7. Data analysis

Grid properties

I compute the grid spatial scale from the two-dimensional Fourier amplitude of the grid pattern. I estimate the radial amplitude profile by averaging over the angular dimension. I then define the grid scale as the frequency where the amplitude profile has a global maximum.

The grid orientation is estimated from the spatial auto-correlogram of the grid pattern. I detect the peak closest to the center in the first quadrant of the auto-correlogram. I then define the grid orientation as the angle between the detected peak and the horizontal axis.

I define the grid spatial phase as the position of the closest peak to the center in the cross-correlation between the grid pattern and a reference grid at the same scale.

Gridness score

I estimate the gridness score similarly to Langston et al. (2010). First, I compute the spatial auto-correlogram of the weight (or firing-rate) pattern and I retain only points within a ring of outer radius $R_i$ and inner radius $R_i/2$. I then compute the gridness
score $g_i$ as

$$g_i := \frac{1}{2} [\rho_i(60) + \rho_i(120)] - \frac{1}{3} [\rho_i(30) + \rho_i(90) + \rho_i(150)] \quad (5.95)$$

where $\rho_i(\varphi)$ is the Pearson’s correlation coefficient between the original ring (of outer radius $R_i$) and the same ring rotated by $\varphi$ degrees. The final gridness score is defined as the maximum $g_i$ by varying the outer radius $R_i$ between $0.7/k_{\text{max}}$ and $2.5/k_{\text{max}}$ where $k_{\text{max}}$ is the spatial frequency of the pattern.

**Estimation of output firing-rate maps**

The output firing-rate maps $\Psi^{\text{out}}$ in Figure 5.8 B are computed as follows:

$$\Psi^{\text{out}}(x) = r_0 + \int d\mathbf{y} K_{\text{sp}}(|\mathbf{y}|) \sum_{i=1}^{N} w_i \Psi^{\text{in}}_i(x - \mathbf{y}) \quad (5.96)$$

where $r_0$ is the baseline firing rate, $w_i$ are the synaptic weights at the end of the simulation, $\Psi^{\text{in}}_i$ are the input spatial maps, and $K_{\text{sp}}$ is the equivalent adaptation kernel in space (Equation 5.31). The convolution with the filter $K_{\text{sp}}$ accounts for the average effect of the temporal kernel $K$ on the output firing rate.
Chapter 6

Inheritance and amplification of grid-cell activity

Here, I study how network dynamics affect grid-cell patterns. In particular, I seek to determine how excitatory feed-forward and recurrent circuits may contribute to the inheritance and amplification of grid-cell tuning. A subset of the results in this chapter (Section 6.2, feed-forward amplification) have been included in a peer-reviewed journal article which I co-authored (Winterer et al., 2017).

6.1. Introduction

Grid cells are neurons of the medial entorhinal cortex (MEC) that are tuned to the animal’s position in the environment and whose firing fields tile the space with a regular triangular pattern. Since their discovery, grid cells have attracted considerable research attention, due to the richness of their responses, and because they are thought to underlie high-level cognitive functions, such as spatial navigation and spatial memory (e.g., McNaughton et al., 2006; Mathis et al., 2012a; Ólafsdóttir et al., 2016; Gil et al., 2018; Tennant et al., 2018, Chapter 8). Nonetheless, it remains to date unclear how grid-cell activity is formed and how it is affected by synaptic connectivity within the cortex (Rowland et al., 2016).

Grid cells have been found in all principal-cell layers of the MEC (Sargolini et al., 2006), and they are most abundant in the superficial layers (II and III). Grid-cell activity in layer II has been reported in both stellate and pyramidal neurons (Schmidt-Hieber and Häusser, 2013; Domnisoru et al., 2013; Tang et al., 2014; Sun et al., 2015)—the two main excitatory-cell types in the area (Klink and Alonso, 1997). Interestingly, cell type and cortical layering also define local microcircuits in the MEC with stereotypical feed-forward pathways, e.g., layer II stellate cells project to pyramidal cells in layer V (Sürmeli et al., 2015) and receive direct synaptic input from pyramidal cells in layer II and III (Fuchs et al., 2016; Winterer et al., 2017, see also Section 2.2.1 and Figure 2.2).
Within local populations, principal neurons are also recurrently connected, i.e., collateral laterals exist among layer III and layer V principal neurons (Dhillon and Jones, 2000; Winterer et al., 2017), and among layer II stellate and pyramidal cells (Fuchs et al., 2016; Winterer et al., 2017; Schmidt et al., 2017).

Although in vitro studies cannot assess the spatial tuning of the connected neurons, three lines of evidence indicate that grid cells could be recurrently coupled. First, grid-cell activity is organized in distinct functional modules characterized by a shared grid scale and orientation (Hafting et al., 2005; Stensola et al., 2012). Second, cells of the same module react in concert to external manipulations of the environment (Stensola et al., 2012; Yoon et al., 2013). Third, the spiking activity of nearby grid cells is temporally correlated beyond what is expected from simple firing-rate covariation (Dunn et al., 2015; Tocker et al., 2015). It was proposed that grid-cell coupling could arise through disynaptic inhibitory circuits (Couey et al., 2013). However, this requires a structured inhibitory connectivity that depends on the spatial phases of the excitatory grids—a scenario that is at odds of available empirical data (Buetfering et al., 2014).

In summary, experimental evidence suggests that grid cells are found in distinct neuronal populations of the MEC, and that these populations are embedded in excitatory feed-forward and recurrent circuits. But what could be the effects of such connections on grid-cell activity? Would they disrupt or rather amplify grid patterns? Do grids originate in different populations independently, or can they be inherited through feed-forward circuits? And how are grids affected by recurrent network dynamics?

In this chapter, I address these questions from a theoretical standpoint. In Section 6.2, I focus on feed-forward networks, and I show that, under certain conditions, grids can be inherited and even amplified by feed-forward projections. Additionally, I demonstrate that a connectivity supporting these functions can self-organize in a Hebbian framework. I then study how grid patterns are affected by recurrent dynamics (Section 6.3). I show that grid amplification can also be obtained in recurrent circuits, and I relate my findings to continuous-attractor models of grid-cell firing. Finally, I propose a minimal mathematical model for the amplification of grid-cell activity on linear tracks (Section 6.4). In this model, I analytically quantify the amount of amplification that a network can achieve as a function of the properties of the input tuning and the connectivity between the neurons.

### 6.2. Dynamics of grid-cell activity in feed-forward networks

First, I study the dynamics of grid-cell activity in feed-forward networks. For clarity, I study inheritance and amplification separately: in Section 6.2.1, I focus on the inheritance problem; in Section 6.2.2, I extend the results to an amplification framework.
6.2. Dynamics of grid-cell activity in feed-forward networks

6.2.1. Feed-forward inheritance of grid-cell activity

I start by assessing whether grid patterns can be inherited by feed-forward projections. To this end, I model the activity of a population of input grid cells in an upstream region that project to a population of output cells in a downstream region (Figure 6.1A1, detailed methods in Section 6.6). Input grids have similar scales and orientations, but distributed spatial phases (Figure 6.1A2)—similar to experimentally observed grids in a single module (Hafting et al., 2005; Stensola et al., 2012). Aside from synaptic excitation, output cells receive inhibition from local interneurons, and inhibition is spatially untuned. This is consistent with the facts that inhibitory connectivity is frequent within the MEC (Couey et al., 2013; Fuchs et al., 2016) and that inhibitory spatial tuning is typically broad (Buetfering et al., 2014).

I first consider the case in which the excitatory feed-forward connectivity is sparse and unstructured, alike to random synaptic wiring. In this scenario, each output cell is connected to input grids with random spatial phases (Figure 6.1B1), and, as a result, spatially-irregular patterns emerge at the output (Figure 6.1B2). Even though random connectivity could occasionally generate periodic outputs (Figure 6.1B2-3), the output rates distribute in a narrow dynamic range, which make such responses virtually indistinguishable from background noise. Therefore, random excitatory connectivity is unlikely to support the inheritance of grid-cell activity in the MEC.

By contrast, grid-field inheritance could result from feed-forward projections that are properly structured. That is, output grids could be obtained by integrating the activity of input grids with similar spatial phases. Additionally, such a connectivity structure could spontaneously emerge in a Hebbian framework.

To test these hypotheses, I simulate the development of the excitatory synaptic weights as a virtual rat explores a quadrangular enclosure. The synaptic plasticity rule is Hebbian, i.e., the weight changes are linearly related to the product of the input and output activities. To prevent an unbounded synaptic growth, the individual connection strengths are constrained to a fixed range (0 and \( w_{\text{max}} \)), and the total synaptic weight is kept constant throughout the simulation; see Section 6.6.2 for detailed methods and (Turrigiano and Nelson, 2004) for experimental evidence on synaptic-weight homeostasis.

Figure 6.1C shows the simulation results for one example output neuron in the network (see also Cell 1 in Figure 6.1B, D). Initially, the cell is driven by a random set of inputs (Figure 6.1C1-2 at \( t = 0 \) min), and the corresponding output firing-rate map is spatially irregular (Figure 6.1C3 at \( t = 0 \) min). With experience, however, a structure emerges in the synaptic weights such that inputs with nearby grid phases are potentiated and all others inputs are depressed (Figure 6.1C1-2 at \( t = 50, 100, 200 \) min). As a result, a nearly-regular grid pattern emerges at the output (Figure 6.1C3 at \( t = 50, \))
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Figure 6.1 | Grid-field inheritance in feed-forward networks. A) Model schematic and input tuning. A1) One cell (gray disk) in a target neuronal population receives excitation (red disks) from an upstream population of grid cells (example spatial patterns at the top row; dark blue: 0 spikes/s, dark red: peak rate in spikes/s at the top-left corner) and inhibition (blue disk) from spatially-untuned interneurons. Input grids have similar spacing and orientation (distributions in A2), but different spatial phases. The excitatory synaptic weights are initially random (binary), and they are plastic according to a Hebbian learning rule. A2) Distributions of the spacings (left) and orientations (right) of the input grids ($N_{in}=400$). B) Synaptic weights and output firing-rate maps before learning. B1) Excitatory weights of three example output cells in the target population. Nearby pixels in the weight maps correspond to inputs with similar grid phases. B2) Output firing-rate maps resulting from the weights at the top row. B3) Distribution of the gridness scores (left) and peak rates of the output firing-rate maps ($N_{out}=200$). C) Development of the synaptic weights and output firing-rate maps during learning. C1) Weights evolution for one example output cell in the target population (see Cell 1 in panels B and D). C2) Snapshots of the synaptic weights at four time steps during learning (see B1 and red triangles in C1). C3) Output firing-rate maps resulting from the weights in C2. D) Synaptic weights and output firing rate maps after learning (see panel B). See Section 6.6 for further details and parameter values.
The spatial phase of the output grid depends on the initial state of the synaptic weights, which was random. Therefore, with an initially random synaptic wiring, the output neurons develop grids with distributed spatial phases (Figure 6.1D1-2). These results show that grid-cell activity can be inherited by structured feed-forward projections (Figure 6.1D3), and that such projections can self-organize via a simple Hebbian rule.

6.2.2. Feed-forward amplification of grid-cell activity

Next, I test whether feed-forward networks could even improve (or amplify) the spatial regularity of noisy grids. From a theoretical point of view, grid-pattern amplification would be particularly desirable if grids originated via a noisy single-cell process, such as the one proposed in Chapter 5. Additionally, grid patterns could be distorted by spatially-irregular inputs, which are often found in the MEC (Diehl et al., 2017). In this scenario, studying amplification in feed-forward circuits could help to identify functionally upstream and downstream grid-cell populations, possibly pointing to the locus of origin of grid-cell activity.

I study grid-pattern amplification in the same feed-forward network described in Section 6.2.1. Here, however, the feed-forward inputs are only weakly grid-tuned. I consider two input scenarios: grids with jittered firing-field centers (Figure 6.2A1) and grids distorted by additive noise (Figure 6.2B1). In the first case, inputs are generated by randomly shifting the firing-field locations of regular triangular grids. In the latter case, regular grids are superimposed to a blanket of spatial noise, which is smooth in space but uncorrelated across neurons (see Section 6.6.5 for detailed methods). In both cases, the underlying regular grids are co-modular and the degraded patterns have low gridness scores (Figure 6.2A2, B2).

Alike to Section 6.2.1, the excitatory synaptic weights are initially random and they are subject to a Hebbian learning rule as a virtual rat explores the environment (see Sections 6.6.2 and 6.6.6 for detailed methods). In this case, despite the degraded inputs, a clear structure develops in the synaptic weights and more regular grids emerge at the output (Figure 6.2A3, B3 and Figure 6.2A4, B4). Indeed, Hebbian synaptic plasticity is sensible to even small correlations at the input ensemble, albeit large distortions of the individual input patterns. Such correlations are then amplified by the network dynamics, increasing the spatial periodicity of the output maps.
Figure 6.2 | Grid amplification in feed-forward networks. A) Amplification of grids with jittered firing-field centers. A1) Example input firing-rate maps (dark blue: 0 spikes/s, dark red: peak rate in spikes/s at the top-left corner). Input maps were generated by jittering the firing-field locations of regular triangular grids. The underlying grids had similar grid spacing and orientation but different phases (see examples and distributions in Figure 6.1A2). A2) Distribution of the input gridness scores ($N_{in} = 400$). A3) Synaptic weights (top row) and firing-rate maps (bottom row) of five example output cells. The synaptic weights were learned directly from the inputs starting from a random initial condition (see also Figure 6.1C). Weights are arranged according to the spatial phase of the underlying regular grids. A4) Distribution of the output gridness scores ($N_{out} = 200$). B) Amplification of grids distorted by additive noise. Input patterns were generated by adding random spatial maps to regular grids with similar spacing and orientation but different phases (see panel A). See Section 6.6 for further details and parameter values.
6.3. Dynamics of grid-cell activity in recurrent networks

I now study the dynamics of grid-cell activity in recurrent networks. First I show that recurrent circuits—similarly to feed-forward networks—can also improve the regularity of grid patterns.

I model the activity of a recurrent network including both excitatory and inhibitory cells (Figure 6.3A). The two neuronal populations are recurrently connected locally and they are mutually coupled via feed-forward projections. The external drive to the network is provided by spatially-tuned feed-forward inputs that project exclusively to the excitatory population.

I assume that the total feed-forward input to each excitatory cell is weakly grid-tuned as a function of space, i.e., it is a regular triangular grid in space distorted by additive noise (Section 6.6.5, see also Figure 6.2B1). Alike to a grid-cell module, the underlying input grids have similar spacing and orientations, and uniformly-distributed spatial phases. Therefore, the total feed-forward input to each excitatory cell is a noisy grid with a particular spatial phase, which I call the preferred phase of the neuron.

To mimic a biologically-realistic network, the excitatory neurons outnumber the inhibitory neurons by a factor of four, i.e., I model the activity of \( N_E = 900 \) excitatory and \( N_I = 225 \) inhibitory neurons. Additionally, in line with experimental data (Fuchs et al., 2016; Winterer et al., 2017), the excitatory connectivity is sparser than the inhibitory one: each neuron in the network receives input from \( \sim 30\% \) of the inhibitory cells, but only \( \sim 6\% \) of the excitatory ones. The synaptic weights of both excitatory and inhibitory connections are initially random.

6.3.1. Self-organization of the excitatory connections

To amplify grid spatial patterns, recurrent (like feed-forward) circuits require structured synaptic connections. Here, I hypothesize that such a structured recurrent connectivity could emerge in the excitatory weights via synaptic plasticity.

To test this hypothesis, I simulate the development of the excitatory weights under a simple Hebbian rule. The rule strengthens inputs that correlate with the output firing, but keeps the overall connectivity rates constant and the individual synaptic weights bounded (see Section 6.6.4 for detailed methods). The weight dynamics is simulated while a virtual rat explores the environment for 500 s.

Figure 6.3B shows the results of such a learning process. Before learning (Figure 6.3B1), the excitatory weights are random, and, accordingly, there is no relation between the preferred phase of an excitatory cell (pink dot) and the phases of the cells it receives input from (black pixels). After learning, however, a structure emerges in the synaptic weights such that only cells with similar preferred phases are excitatorily
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Figure 6.3. | Grid amplification in recurrent networks: model schematic and synaptic connectivity. A) Model schematic. A recurrent network of $N_E = 900$ excitatory neurons (red disks) receive excitation from spatially-tuned cells (three example firing-rate maps in the top row, dark blue: 0 spikes/s, dark red: peak rate in spikes/s at the top-left corner) and inhibition from $N_I = 225$ interneurons (blue disks). The black arrows indicate feed-forward and recurrent connections between neuronal populations. The total feed-forward input to each excitatory cell is a noisy grid (i.e., a regular grid distorted by additive noise). B) Recurrent excitatory connectivity. The recurrent excitatory weights are initially random and they are plastic according to a Hebbian learning rule. The plots show the excitatory connections to nine example principal cells in the network before learning (B1) and after learning (B2). Each synaptic weight map (small rhombus) shows the input connections to a cell whose preferred phase is denoted by the pink dot. Nearby pixels in a synaptic weight map correspond to cells with similar phases (see also Figures 6.1 and 6.1). See Section 6.6 for further details and parameter values.

connected (Figure 6.3B1).

6.3.2. Recurrent amplification of grid-cell activity

Next, I simulate the output activity of the network with the connectivity that developed after learning. Note that the inhibitory connections are still random, i.e., an inhibitory neuron receives input from (and provides output to) a random set of cells. I also assume that the recurrent dynamics is much faster than the movements of the virtual rat, which is reasonable for typical values of synaptic time constants ($2 − 5$ ms), membrane time constants ($\sim 10$ ms), and average exploration speeds of laboratory rats ($10 − 30$ cm/s). With this assumption, I simulate the network activity at all spatial locations independently, i.e., without explicitly modeling a virtual-rat random walk in the environment.
6.3. Dynamics of grid-cell activity in recurrent networks

Figure 6.4A1 shows the evolution of the output activity for one example excitatory cell in the network. Initially, the activity is dominated by the feed-forward inputs, and the output firing is spatially irregular \( (t = 2 - 10 \text{ ms}) \). Within tens of milliseconds, however, the recurrent input is integrated by the network, and the output firing becomes more spatially regular \( (t > 20 \text{ ms}) \). With a network-integration time constant of \( \tau = 10 \text{ ms} \), the output firing approaches a steady state after about 60 ms (Figure 6.4A2). This suggests that recurrent amplification is fast enough to occur within a single cycle of the theta rhythm \( (\sim 100-150 \text{ ms}) \)—an oscillation that strongly paces network activity in the MEC.

The recurrent dynamics increases the spatial periodicity of all excitatory cells in the network (Figure 6.4B1 and B2). By contrast, only a very weak periodic tuning is observed in the inhibitory neurons (Figure 6.4C1 and C2). This result is consistent with experimental data showing spatially-broad inhibitory tuning in the MEC (Bueterfering et al., 2014). Note, however, that the gridness scores of the simulated inhibitory maps are considerably higher than experimentally reported (Bueterfering et al., 2014). Indeed, in spite of a random inhibitory connectivity, interneurons often inherit weak spatial periodicity from the excitatory population, which might be due to the small number of neurons in the simulations shown (see also Figure 6.1B for a similar effect with excitatory neurons). Yet, in line with the experiments, interneurons typically fire throughout the environment, and the dynamic range of their responses is very narrow (Figure 6.4C1).

6.3.3. Relation between amplification and attractor models

Recurrent amplification of grid-cell activity crucially relies on structured feedback connections, i.e., a recurrent connectivity where grids with nearby phases are synaptically coupled. Notably, such a connectivity is also assumed by continuous attractor network (CAN) models for the origin of grid-cell patterns (e.g., McNaughton et al., 2006; Fuhs and Touretzky, 2006; Guanella et al., 2007; Burak and Fiete, 2009, see also Section 4.1). Here, I point out differences and similarities between CAN and amplification models, and I show why recurrent connectivity alone is not sufficient to generate periodic tuning.

To this end, I visualize the activity of the excitatory neurons at two different levels: the single-cell level and the population level. At the single-cell level, the activity of a particular neuron is shown for all positions of the virtual rat in the environment (Figure 6.5A1, A4, B1, B4). At the population level, the activity of all neurons is shown for a particular virtual-rat position in the environment (Figure 6.5A2, A3, B2, B3). Note that, at the population level, a choice has to be made regarding the arrangement of the neuronal activity on a single map. Because the recurrent excitatory connectivity
Figure 6.4. Grid amplification in recurrent networks: temporal dynamics and steady-state patterns. A) Temporal dynamics of grid-pattern amplification. A1) Evolution of the output firing-rate map of one example excitatory cell. The network activity is integrated for each spatial location independently for 200 ms. The network integration time constant is $\tau = 10$ ms. The output firing-rate map is shown at six time points, i.e., $t = 2, 10, 20, 60, 130$ and 200 ms (see also red triangles in A2). Dark blue: 0 spikes/s, dark red: peak rate in spikes/s at the top-left corner. A2) Evolution of the peak firing rate of the spatial maps at the top row. Note that after about 60 ms the output activity approaches as steady state. B) Steady-state spatial tuning of the excitatory neurons. B1) Output firing-rate maps of five example excitatory neurons after 200 ms of integration. B2) Gridness score distribution of the steady-state spatial maps of the excitatory neurons ($N_E = 900$, black bars) and of the total feed-forward inputs ($N_E = 900$, gray bars). C) Steady-state spatial tuning of the inhibitory neurons ($N_I = 225$). See panel B for details. Although inhibitory spatial maps show weak spatial periodicity, the dynamic range of their responses is very narrow. See Section 6.6 for further details and parameter values.
is structured, it is useful to arrange the neurons in a way that mirrors the topology of the underlying network. Therefore, in the population maps of Figure 6.5, neurons are arranged according to the phases of the input grids that structured the excitatory weights during learning. Accordingly, nearby pixels in the population maps correspond to strongly excitatorily connected cells in the network. Note that this arrangement bears no relation to the physical location of the neurons in the anatomical tissue.

A key difference between CAN and amplification models resides in the spatial tuning of the feed-forward inputs, which are assumed to be weakly grid-tuned in the amplification model (Figure 6.6A1), but spatially aperiodic in attractor models (Figure 6.6B1). I study these two scenarios separately.

First, I consider a network that receives weakly grid-tuned feed-forward inputs, as assumed in the amplification scenario. Because the feed-forward inputs are weakly grid-tuned, and these inputs were used to learn the excitatory weights, co-active cells in the network are also likely to be excitatorily coupled. In other words, the input spatial tuning matches the topology of the underlying network. As a consequence, an activity bump emerges at the population input (A2). The bump is formed by co-active cells in a particular location of the environment (e.g., Pos 1 in A2). As the virtual rat moves to a different location, a new set of cells is active, and the population bump moves across the network (see Pos 1-5 in A2). Additionally, owing to the spatial periodicity of the inputs, the bump reoccurs at the same location in phase space (rhombus) after the rat has moved the distance of one grid period (along one of the grid axes) in physical space (square, compare Pos 1 and Pos 5 in A2). In other words, the position of the population bump in phase space tracks the position of the virtual rat in physical space. Importantly, the recurrent connections sharpen this population bump without affecting its location (A3) and, as a result, more regular grids emerge at the single-cell output (compare A1 and A4).

In CAN models, instead, the feed-forward inputs provide noisy excitation to all neurons, but their activity is spatially aperiodic (e.g. Fuhs and Touretzky, 2006; Guanella et al., 2007; Burak and Fiete, 2009). To mimic this scenario, I now assume that the total feed-forward input to each neuron is a random spatial map (one example in B1). In this case, the input tuning bears no relation to the topology of the recurrent connections and, accordingly, there is no activity bump at the population input (B2).

Yet structured recurrent connectivity—if strong enough—can generate an activity bump at the population output by amplifying the noise at the feed-forward input (B3). The location of this bump, however, depends on the input tuning, which is now random and spatially aperiodic. As a consequence, the bump randomly shifts in phase space even for straight virtual-rat trajectories in physical space (one example in B3, Pos 1-5). In other words, a direct link between the location of the bump and the movements of the virtual rat is completely lost. Accordingly, grid-like patterns do not emerge at
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Amplification model: Weakly grid-tuned feed-forward inputs

<table>
<thead>
<tr>
<th>A1</th>
<th>14.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-cell Input</td>
<td>Population Input</td>
</tr>
<tr>
<td>0.5 m</td>
<td>Grid phase</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>A2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pos 1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>A3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population Output</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>A4</th>
<th>25.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-cell Output</td>
<td>Population Output</td>
</tr>
<tr>
<td>0.5 m</td>
<td>Grid phase</td>
</tr>
</tbody>
</table>

Attractor models: Spatially aperiodic feed-forward inputs

<table>
<thead>
<tr>
<th>B1</th>
<th>14.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-cell Input</td>
<td>Population Input</td>
</tr>
<tr>
<td>0.5 m</td>
<td>Grid phase</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>B2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pos 1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>B3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population Output</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>B4</th>
<th>36.6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-cell Output</td>
<td>Population Output</td>
</tr>
<tr>
<td>0.5 m</td>
<td>Grid phase</td>
</tr>
</tbody>
</table>

Figure 6.5. Relation between amplification and attractor models. A) Network dynamics in the amplification model. The total feed-forward input to each excitatory neuron is a noisy grid (one example in A1, see also Figures 6.2B1 and 6.3A). The excitatory recurrent connectivity emerged via Hebbian learning (Figure 6.3B2). The square plots show the total feed-forward input (A1) and the steady-state output (A4) of a particular cell in the network (single-cell level). Dark blue: 0 spikes/s, dark red: peak firing rate in spikes/s at the top-left corner. The rhomboidal plots show the total feed-forward input (A2) and the steady-state output (A3) of all excitatory neurons for five virtual-rat position in the environment (Pos 1-5, see white dots in A1 and A4). Dark blue: 0 spikes/s, dark red: peak firing rate in the map. In the population plots, neurons are arranged according to the input grid phases that shaped the recurrent connections during learning. The network activity shown is the result of the network dynamics simulated for any location in the environment for 200 ms. B) Network dynamics in continuous attractor models. The total feed-forward input to each excitatory neuron is a random and aperiodic spatial map (one example in B1). The excitatory recurrent connectivity has the same structure as in A (Figure 6.3B2), but the synaptic weights are 50% larger. See Section 6.6 for further details and parameter values.
the single-cell output (B4). This case illustrates that recurrent connectivity alone is not sufficient to generate periodic grids at the single-cell level.

Yet CAN models can generate single-cell grids even in the absence of spatially-periodic inputs. For this to happen, CANs assume an additional network mechanism that shifts the population bump in phase space according to the animal’s movements in physical space. Such a mechanism requires an extra set of inputs that inform the cells about the animal’s current speed and direction of movement (see Section 4.1 for details). In this case, the location of the population bump in phase space becomes completely uncoupled from the feed-forward inputs, i.e., it depends only on the initial condition and on the trajectory of the animal. Therefore, by integrating instantaneous velocity signals, the population bump tracks the animal’s location in the environment.

If this integration was carried out without errors, spatially-periodic maps would emerge at the single-cell output due to the periodic recurrent connections. CANs, however, are inherently noisy velocity integrators, and—without anchoring to the physical space—integration errors accumulate rapidly. Therefore, I argue that recurrent dynamics and velocity inputs alone are unlikely to generate grid-cell activity de novo. Instead, recurrent connections could serve to amplify weakly-periodic inputs and—with the help of self-motion signals—even sustain grid-like firing when the feed-forward tuning is temporally lost.

6.4. Mathematical results on grid-pattern amplification

To elucidate the principles underlying the recurrent amplification of grid-cell activity, and to quantify this amplification for different input scenarios, I now study a more abstract mathematical model of the same phenomenon. This model captures the salient features of the amplification dynamics, is analytically tractable, and can be understood intuitively.

6.4.1. Model of neural activity

I model the activity of a recurrent network with weakly grid-tuned feed-forward inputs as a virtual rat runs on a linear track of length $L$. All input grids have the same spatial frequency, but different spatial phases $\phi$, similarly to what is empirically observed within a grid-cell module (Stensola et al., 2012). Therefore, all neurons in the network are labeled according to the spatial phase $\phi$ of their total feed-forward input $h$. I call this phase the preferred spatial phase of a neuron (Figure 6.6A, B).
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Figure 6.6. Model of grid-pattern amplification on linear tracks. A) Cartoon of the modeled neuronal network. The total feed-forward input $h$ to each neuron is weakly grid-tuned as a function of space (see examples in panel B). Neurons (disks) are arranged according to the grid phase $\phi$ of the feed-forward inputs. Colored disks indicate neurons with phases $\phi_1 = 0$, $\phi_2 = \pi/2$, and $\phi_3 = \pi$ (see panel B). The recurrent connectivity is defined by the function $M$, which depends only on the phase difference $\phi - \phi'$ between two neurons (see panel C). B) Feedforward inputs to the network. The feed-forward inputs are weakly grid-tuned as a function of space on a linear track of length $L$. The black traces show the total feed-forward input $h$ to three example neurons with preferred phases $\phi_1 = 0$, $\phi_2 = \pi/2$, and $\phi_3 = \pi$. The colored traces indicate the underlying grid-tuning function $g$ with phases $\phi_1$, $\phi_2$, and $\phi_3$ (Equation 6.3, see colored disks in panel A). C) Recurrent-connectivity function. The parameter $M_{\text{max}} > 0$ scales the maximal connection strength in the network (Equation 6.2).
6.4. Mathematical results on grid-pattern amplification

Output activity

I assume that each neuron integrates its input linearly, and that all preferred phases $\phi$ are evenly sampled in the range $[-\pi, \pi]$. Therefore, in the limit of a large number of neurons, the output activity of the network obeys

$$\tau \frac{d}{dt} v(\phi, x) := -v(\phi, x) + h(\phi, x) + \int_{-\pi}^{\pi} d\phi' M(\phi - \phi') v(\phi', x) \quad (6.1)$$

where $x$ is the position of the virtual rat on the track, $h(\phi, x)$ is the total feed-forward input to neuron $\phi$, the function $M(\phi - \phi')$ defines the connection strength from neuron $\phi'$ to neuron $\phi$, and $\tau > 0$ sets the integration time constant of the network. Note that the connectivity function $M$ is translation invariant, i.e., it depends only on the phase difference $\phi - \phi'$.

Recurrent connectivity

I assume that neurons with similar phases are strongly excitatorily connected, whereas neurons with dissimilar phases are weakly excitatorily connected or inhibited:

$$M(\phi - \phi') := \frac{M_{\text{max}}}{\pi} \cos(\phi - \phi') \quad (6.2)$$

where $M_{\text{max}} > 0$ sets the maximal connection strength in the network, and the factor $1/\pi$ is for mathematical convenience (Figure 6.6C). Such a connectivity resembles the one emerging via Hebbian synaptic plasticity in the more detailed network models of Sections 6.2 and 6.3 (Figures 6.1 and 6.3). Note, however, that the connectivity function $M$ assumes both positive and negative values, i.e., it models the compound effects of both excitatory and inhibitory synapses.

Input spatial tuning

The total feed-forward input $h$ to a neuron with preferred phase $\phi$ is

$$h(\phi, x) := g(\phi, x) + \xi(\phi, x) \quad \text{with} \quad g(\phi, x) := B \cos(2\pi fx + \phi) \quad (6.3)$$

where $g$ is the input grid signal, $\xi$ is the input noise, and the parameter $B > 0$ scales the signal amplitude.

The input noise $\xi(\phi, x)$ is a two-dimensional Gaussian random field with mean $\mu_\xi = 0$ and autocorrelation $C_\xi(\tau_\phi, \tau_x)$. I consider the general case in which correlations may exist both in space and across neurons. Noise correlations in space could stem from slowly-varying sensory inputs. Noise correlations across neurons could stem from convergent feed-forward connectivity upstream to the modeled network. I further
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Figure 6.7. Model of the input noise. Example traces of the input noise $\xi$ (Equations 6.3 and 6.5) for three correlation lengths in space ($\sigma_x$, columns) and three correlation lengths across neurons ($\sigma_\phi$, rows). The bell-shaped curves in the outer frame show the noise autocorrelation function $C_\xi$ in space (bottom) and across neurons (left, Equation 6.5). For each parameter configuration, six example traces of the noise are shown (inner panels). Each trace depicts the noise to a neuron with a particular preferred phase. For illustration purposes, preferred phases are evenly sampled in the range $[0, \pi/2]$. By increasing the correlation length $\sigma_x$ (from left to right), the noise becomes increasingly smooth in space. By increasing the correlation length $\sigma_\phi$ (from bottom to top), more and more neurons receive correlated input. The plots with $\sigma_\phi \to 0$ were generated by drawing the noise independently across neurons. The plots with $\sigma_x \to 0$ were generated by drawing the noise independently across spatial locations.
assume that neurons with similar phases have stronger noise correlations, because they are likely to share more inputs.

Mathematically, I consider noise autocorrelation functions of the form:

\[ C_{\xi}(\tau_\phi, \tau_x) := \left\langle \xi(\phi, x) \xi(\phi + \tau_\phi, x + \tau_x) \right\rangle_{\phi, x} \]  
\[ = \sigma_{\xi}^2 G(\tau_\phi; \sigma_\phi) G(\tau_x; \sigma_x) \]

where \( \sigma_{\xi}^2 > 0 \) is the noise variance and \( G(\tau, \sigma) := \exp\left[-\tau^2/(2\sigma^2)\right] \) is a Gaussian function with standard deviation \( \sigma > 0 \). The parameters \( 0 < \sigma_\phi \ll 2\pi \) and \( 0 < \sigma_x \ll L \) control the correlation lengths across neurons and across space, respectively (Figure 6.7).

For \( \sigma_\phi \to 0 \), the noise is uncorrelated across neurons. For increasing values of \( \sigma_\phi \), larger and larger groups of neurons receive correlated activity, and correlations are stronger between neurons with nearby phases. Similarly, for \( \sigma_x \to 0 \), the noise is uncorrelated across spatial locations, and for larger values of \( \sigma_x \) it becomes increasingly smooth in space. Note that I consider only fully-separable autocorrelation functions \( C_{\xi} \), meaning that correlations across space and neurons are orthogonal. Also note that the input-noise variance \( \sigma_{\xi}^2 \) is independent of the correlation lengths \( \sigma_\phi \) and \( \sigma_x \).

### Network activity at the population and single-cell levels

To quantify grid-pattern amplification in the recurrent network, I compute the network activity at two different levels: the single-cell level and the population level (see also Figure 6.5). To this end, I introduce the following notation. I call \( h(\phi_0, x) \) the single-cell feed-forward input to a neuron with preferred phase \( \phi_0 \), and I call \( h(\phi, x_0) \) the population feed-forward input to the network for the virtual rat being at location \( x_0 \) on the track. Consistently, I call \( v(\phi_0, x) \) the single-cell output of neuron \( \phi_0 \), and \( v(\phi, x_0) \) the population output at location \( x_0 \).

#### 6.4.2. Population-level amplification

In Section 6.B.1, I study the network dynamics in Equation 6.1 at the population level. I show that, if the recurrent connections are not too strong (\( M_{\text{max}} < 1 \)), the population output \( v(\phi, x_0) \) converges to a stable fixed point \( v_\infty(\phi, x_0) \) for any spatial location \( x_0 \) on the track. Importantly, at the steady-state output, the recurrent connections amplify the power of the population input at the first harmonic by a factor

\[ A_{\text{pop}}(6.36) = \frac{1}{(1 - M_{\text{max}})^2} > 1. \]  

Figure 6.8 shows an example of this effect. Because the feed-forward input was assumed to be weakly grid-tuned, a noisy bump of activity emerges at the population
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Figure 6.8. | Recurrent amplification at the population level. A) Population feed-forward input $h(\phi, x_0)$ to the network for the virtual rat being at location $x_0 = 0$ on the track. A1) Example of the population input $h(\phi, x_0)$ for a single realization of the input noise. Note a noisy bump of activity centered at preferred phase $\phi = 0$. A2) Gray bars: power spectrum of the signal in A1 (only the first ten harmonics are shown). Black squares: average power spectrum estimated from multiple realizations of the input noise. Red line: analytical power spectrum (Section 6.B.2, Equations 6.43, 6.44, and 6.47). B) Equivalent population feed-forward filter of the network (B1) and its power spectrum (B2). The red lines in B1 and B2 show the analytical solutions in Equations 6.37 and 6.36, respectively. Gray bars in B2 are obtained by dividing the power spectrum in C2 (gray bars) by the power spectrum in A2 (gray bars). Black squares in B2 are obtained by dividing the average power spectrum in C2 (black squares) by the average power spectrum in A2 (black squares). C) Population stead-state output $v_\infty(\phi, x_0)$ of the network for the virtual rat being at location $x_0 = 0$ on the track (see panel A for further details). The analytical power spectrum in C2 (red line) is derived in Section 6.B.2 (Equation 6.48). Note that the first harmonic of the population input is amplified by a factor $A_{\text{pop}} = 9$ at the steady-state output. Parameter values: $M_{\text{max}} = 2/3, B = 0.5, f = 1 \text{ m}^{-1}, L = 5 \text{ m}, \sigma_\xi^2 = 0.4, \sigma_x = 0.05 \text{ m}, \sigma_\phi = 0.05$. The phase space is discretized in 200 bins ($\Delta_\phi \approx 0.03$).
input (A1), and the input power is dominated by the first harmonic (A2). At the output (C), the first harmonic of the population input is amplified by a factor $A_{\text{pop}} = 9$ whereas all other harmonics are left unchanged (C2). This effect is quantified by the power of the equivalent population feed-forward filter of the network (B), i.e., the ratio of the population output and input power spectra at steady state (Section 6.B.1).

### 6.4.3. Single-neuron amplification

I now show that the recurrent dynamics also improves the spatial regularity of the input tuning at the single-cell level (Figure 6.9). Because the feed-forward input is weakly grid-tuned with frequency $f = 1 \text{ m}^{-1}$ on a track of length $L = 5 \text{ m}$ (A1), the input power spectrum is dominated by the tuning harmonic $L f = 5$ (A2). Crucially, this harmonic is also amplified at the steady-state output (C). Single-cell amplification is quantified by the power of the equivalent single-cell feed-forward filter of the network, i.e., the ratio of the single-cell output and input power spectra at steady state (B, bottom). In the example of Figure 6.9, the feed-forward input is amplified by a factor $A_{\text{cell}} \approx 7.98$ at the tuning harmonic (Equation 6.92) and by a lower factor $A_{\text{noise}} \approx 1.32$ at all other frequencies (Equation 6.83).

#### Amplification index

To measure the improvement of a single-neuron spatial tuning, I define the amplification index $\Psi$ as the ratio between the factors $A_{\text{cell}}$ and $A_{\text{noise}}$:

$$\Psi := \frac{A_{\text{cell}}}{A_{\text{noise}}}. \quad (6.7)$$

The amplification index $\Psi$ depends on (1) the absolute strength of the recurrent connections; (2) the input-noise correlations across neurons; and (3) the strength of the input grid signal relative to the noise.

In Section 6.B.2 (Equation 6.93), I derive

$$\Psi = \frac{A_{\text{pop}}/A_{\text{noise}} \cdot \text{SNR}_{\text{in}} + 1}{\text{SNR}_{\text{in}} + 1} \quad (6.8)$$

where $\text{SNR}_{\text{in}}$ is the input signal-to-noise ratio, that is, the ratio of the single-cell power spectra of the input signal $g$ and of the input noise $\xi$ at the tuning harmonic $k = L f$ (Equation 6.91, Figure 6.9A2). For small values of $\text{SNR}_{\text{in}} \to 0$, the amplification index $\Psi$ approaches 1, meaning that no improvement in spatial tuning is obtained (Figure 6.10A). Conversely, for large values of $\text{SNR}_{\text{in}} \gg 1$, the amplification index $\Psi$ approaches $A_{\text{pop}}/A_{\text{noise}}$, where the factor $A_{\text{pop}}$ depends on the connectivity strength $M_{\text{max}}$. 
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Figure 6.9. | Recurrent amplification at the single-cell level. A) Single-cell feed-forward input \( h(\phi_0, x) \) to a cell with preferred phase \( \phi_0 = 0 \). A1) Example of the single-cell input \( h(\phi_0, x) \) for a single realization of the input noise. A2) Gray bars: power spectrum of the trace in A1 (only the first ten harmonics are shown). Black squares: average power spectrum estimated from multiple realizations of the input noise. Red line: analytical power spectrum (Section 6.B.3, Equations 6.54, 6.55, and 6.58).

B) Equivalent single-cell feed-forward filter of the network (B1) and its power spectrum (B2). The red lines in B1 and B2 depict the analytical solutions in Equations 6.89 and 6.86, respectively. Gray bars in B2 are obtained by dividing the power spectrum in C2 (gray bars) by the power spectrum in A2 (gray bars). Black squares in B2 are obtained by dividing the average power spectrum in C2 (black squares) by the average power spectrum in A2 (black squares).

C) Single-cell steady-state output \( v_\infty(\phi_0, x) \) of a neuron with preferred phase \( \phi_0 \) (see panel A for further details). The analytical power spectrum in panel C2 (red line) is derived in Section 6.B.3 (Equations 6.76, 6.77, and 6.84). The power of the single-cell feed-forward input is amplified by a factor \( A_{\text{cell}} \approx 7.98 \) at the tuning harmonic \( L f = 5 \) (Equation 6.92) and by a factor \( A_{\text{noise}} \approx 1.32 \) at all other frequencies (Equation 6.83). Parameter values: \( B = 0.5 \), \( f = 1 \) m\(^{-1} \), \( L = 5 \) m, \( \sigma^2_\xi = 0.4 \), \( \sigma_x = 0.05 \) m, \( \sigma_\phi = 0.05 \). Derived quantities: \( \text{SNR}_{\text{in}} \approx 6.55 \) (Equation 6.91), \( \Upsilon \approx 6.05 \) (Equation 6.93). The phase space is discretized in 1000 bins (\( \Delta_x = 5 \cdot 10^{-3} \) m).
### 6.4. Mathematical results on grid-pattern amplification

**Figure 6.10. Amplification index.**

**A)** Amplification index $\Psi$ as a function of the input signal-to-noise ratio $SNR_{in}$. The red line (black squares) depicts analytical (numerical) results (Equation 6.8). Different values of $SNR_{in}$ are obtained by varying the signal amplitude $B$ in the range $[0.005, 10]$ (Equation 6.91). Similar results are obtained by varying the noise variance $\sigma^2_x$ or the input-noise correlation length $\sigma_x$. The dashed line indicates the value $SNR_{in} \approx 6.55$ for the inputs in Figures 6.8 and 6.9. Parameter values: $M_{\text{max}} = 2/3$, $\sigma^2_\xi = 0.4$, $\sigma_\phi = 0.05$, $\sigma_x = 0.05$ m. Derived quantities: $A_{\text{pop}} = 9$, $A_{\text{noise}} \approx 1.32$.

**B)** Amplification index $\Psi$ as a function of the input-noise correlation length $\sigma_\phi$. The red line (black squares) depicts analytical (numerical) results (Equations 6.8 and 6.9). Parameter values: $M_{\text{max}} = 2/3$, $B = 0.5$, $\sigma^2_\xi = 0.4$, $\sigma_x = 0.05$. The dashed line indicates the value $\sigma_\phi = 0.05$ for the inputs in Figures 6.8 and 6.9. Derived quantities: $A_{\text{pop}} = 9$, $SNR_{in} \approx 6.55$.

(Equation 6.6) and the factor

$$A_{\text{noise}} \approx 1 + (A_{\text{pop}} - 1) \sqrt{\frac{2}{\pi \sigma_\phi}} \exp \left( -\frac{\sigma_\phi^2}{2} \right)$$

depends on the input-noise correlations across neurons (Equation 6.5).

For uncorrelated input noise ($\sigma_\phi \to 0$), the factor $A_{\text{noise}}$ is close to 1, and the amplification is maximal ($\Psi \to A_{\text{pop}}$, Figure 6.10B). For increasing values of $\sigma_\phi$, the factor $A_{\text{noise}}$ increases and the index $\Psi$ decreases. The worst case scenario is obtained for $\sigma_\phi = 1$, where $A_{\text{noise}}$ its maximal and $\Psi$ is minimal (Figure 6.10B). This is because, for $\sigma_\phi = 1$, the first harmonic of the input noise at the population level is largest, and this first harmonic is amplified by the recurrent network (Figure 6.8).

In summary, I showed that structured recurrent connectivity can amplify grid-pattern tuning at the single-cell level, and I quantified this amplification analytically for different input scenarios. The strongest amplification is obtained when the recurrent connections are strong, the input noise is uncorrelated across neurons, and the input signal-to-noise ratio is large.
6.5. Discussion

I studied the dynamics of grid-cell activity in both feed-forward and recurrent networks. First, I showed that grid-cell activity can be inherited via feed-forward projections (Section 6.2.1). Grid-field inheritance required co-modular input grids (i.e., grids with similar spacing and orientation) and structured (i.e., non-random) feed-forward connectivity. I also showed that such a connectivity structure could self-organize through Hebbian synaptic plasticity.

Second, I demonstrated that structured feed-forward projections could even amplify grid-cell activity, i.e., they could improve the regularity of noisy grid patterns (Section 6.2.2). Similarly, grids could be amplified by feedback connections in recurrent circuits (Section 6.3). In this case, structured excitation and unstructured inhibition led to a strong grid tuning of the excitatory cells while keeping the spatial selectivity of the inhibitory neurons low.

Finally, I proposed a minimal mathematical model for the recurrent amplification of grid-cell activity on linear tracks (Section 6.4). In this model, I analytically quantified the amount of amplification a network can achieve for different input-tuning scenarios. In the following, I discuss the main assumptions of this work and I formulate predictions for future experiments.

6.5.1. Origin and inheritance of grid-cell activity

Throughout this study, I assumed feed-forward inputs that were either regular grids (Section 6.2.1) or noisy grids as a function of space (Sections 6.2.2, 6.3, and 6.4). I propose that such an initial tuning could arise via a single-cell learning process based on place-selective inputs and spike-rate adaptation (Chapter 5). Periodic tuning could thus emerge within a sub-population of the enthorhinal neurons, and then be inherited (and amplified) across different regions of the MEC (Section 6.2); see also (Tocker et al., 2015) for a similar proposal, and (D’Albis et al., 2015) and (Jaramillo et al., 2014) for related studies on the inheritance of place-cell activity and phase precession.

Because feed-forward projections could amplify grid patterns (Section 6.2.2), I suggest that regions where grids are most abundant, e.g., MEC layer II, are functionally downstream to regions where only fewer grid cells are found, e.g., MEC layers III and V (see Boccara et al., 2010, for a comparison of gridness scores across layers). In this view, grids could originate in layer III via presubicular inputs, or in layer V via hippocampal inputs. Indeed, place-selective firing—which could drive the initial pattern formation process (Chapter 5)—has been observed both in the presubiculum (Taub, 1995b; Cacucci et al., 2004; Boccara et al., 2010) and in the hippocampus (O’Keefe, 1976). Consistently, layer V neurons project to the superficial layers (Van Haeften et al., 2003;
Kloosterman et al., 2003), and layer III neurons contact layer II stellate cells with high rates (Winterer et al., 2017).

Note, however, that layer II pyramidal cells, which exhibit strong grid tuning (Tang et al., 2014; Sun et al., 2015), do not receive feed-forward input neither from layer II stellate cells, nor from layer III pyramidal cells (Winterer et al., 2017). This rises the possibility that layer II pyramids develop grid-like tuning independently, possibly integrating spatially-selective inputs from the adjacent parasubiculum (Cacucci et al., 2004; Hargreaves et al., 2005, 2007; Boccara et al., 2010; Tang et al., 2016). In this scenario, layer II stellates may have the strongest periodic tuning in the MEC, as they integrate inputs from at least two grid-cell populations, i.e., the pyramidal cells in layers II and III (Fuchs et al., 2016; Winterer et al., 2017).

6.5.2. Co-modularity of grid-cell activity

In this study, I investigated the effects of cortical connectivity on grid patterns that were assumed to be co-modular, i.e., they had similar spacing and orientation but distributed spatial phases. Consistently with this assumption, excitatory connectivity sharply decays with somatic distance (Holmgren et al., 2003; Stepanyants and Chklovskii, 2005; Perin et al., 2011), and anatomically nearby grid cells are co-modular (Hafting et al., 2005; Stensola et al., 2012). Considering the anatomical extent of a typical grid-cell module (Stensola et al., 2012), the co-modularity assumption is valid for interlaminar connections at similar dorso-ventral locations, and for intralaminar connections (tangential to the pial surface) within distances of ∼ 100 – 200 µm (see Figure 4 in Stensola et al., 2012). Notably, pyramidal-cell somata in MEC layer II also cluster in calbindin-positive patches extending ∼ 100 – 150 µm (Fujimaru and Kosaka, 1996; Kitamura et al., 2014; Ray et al., 2014; Naumann et al., 2016, 2018), which is suggestive of a high recurrent connectivity at this spatial scales.

But what would happen if long-range projections connected different grid-cell modules to a single target? Previous theoretical work has shown that such a scenario leads to sparse spatial selectivity—alike to place fields in the hippocampus (e.g., Solstad et al., 2006; Rolls et al., 2006; Cheng and Frank, 2011). Because place-cell activity is scarce in the entorhinal cortex (Diehl et al., 2017), excitatory connectivity in the MEC is likely to be confined within modules.

6.5.3. Feed-forward versus recurrent amplification

I studied the amplification of grid-cell activity in both feed-forward (Section 6.2.2) and recurrent circuits (Sections 6.3 and 6.4). Here, I discuss differences and similarities between these two network topologies in terms of amplification.

To a first approximation, amplification can be obtained in both feed-forward and
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recurrent circuits alike. Accordingly, the activity of a linear (or linearized) recurrent network can always be rewritten in terms of an equivalent feed-forward circuit (Section 6.4); see also (e.g., Ben-Yishai et al., 1995; Carandini and Ringach, 1997; Murphy and Miller, 2009) for similar analytical approaches. Yet these two network topologies produce different results in two key aspects: the temporal dynamics of amplification, and the learning of synaptic weights.

In terms of temporal dynamics, amplification is obtained faster in feed-forward than in recurrent networks. This is because recurrent-network activity transiently reverberates through the feedback connections before relaxing to a steady-state level (Figure 6.4). A steady state is reached in a time that depends on the integration time constant of the network and on the maximal connectivity strength. Notably, because amplification scales with connection strength (Section 6.4, Equations 6.6 and 6.8), a tradeoff exists between the speed of a network’s response and the amount of amplification that can be reached—a phenomenon termed ‘Hebbian slowing’ in the literature (Murphy and Miller, 2009). By contrast, amplification in feed-forward networks is obtained ‘at one shot’, i.e., its temporal dynamics depends only on the synaptic delays and on the filtering properties of the neurons.

Yet grid-cell activity does not need to be amplified fast. This is because spatially-tuned feed-forward inputs vary slowly in time for typical exploration speeds of the animal, i.e., inputs can be considered approximately constant within the time of a theta cycle (~100–150 ms). Within this time, a considerable amount of amplification can be obtained in a recurrent circuit (Section 6.3, Figure 6.4).

Note that I consider only the case of structured excitatory connections and random inhibitory weights—a scenario that leads to a broad spatial tuning of the inhibitory neurons (Buetfering et al., 2014). In this case, the network dynamics falls in a regime often called ‘Hebbian’ or ‘normal’ amplification (Murphy and Miller, 2009). By contrast, structured inhibitory feedback—if strong enough—could lead to a regime of ‘balanced’ or ‘non-normal’ amplification. In this regime, the phenomenon of Hebbian slowing is greatly alleviated, but excitatory and inhibitory neurons also show similar tuning curves—which is not observed in the MEC (Buetfering et al., 2014).

Finally, there are differences between feed-forward and recurrent circuits in terms of learning. A fundamental issue of plastic recurrent networks is to maintain the dynamics of the neuronal activity and the synaptic weights stable. To ensure stability, one needs to avoid a positive-feedback loop in which elevated weights lead to elevated activity that further increases the synaptic weights. Furthermore, because amplification depends on connection strength, the maximal amount of amplification that a recurrent circuit can achieve is limited by stability constraints. By contrast, positive-feedback loops do not emerge in feed-forward circuits and potentially larger amounts of amplification could be reached.
In Section 6.3.1 (Figure 6.3), I simulated the development of the excitatory synaptic weights in a recurrent network. To ensure network stability, I imposed an upper saturation bound \( w_{\text{max}} > 0 \) to the synaptic weights. The value of \( w_{\text{max}} \) was low enough to avoid entering in a positive-feedback loop, but high enough such that recurrent dynamics contributed to the output firing. Importantly, for this setup, I obtained a substantial amount of amplification at the output. Other approaches to guarantee network stability include silencing the recurrent connections during learning (e.g., Stringer et al., 2002b,a; Widloski and Fiete, 2014), or assuming neuronal activation functions that saturate for elevated inputs (e.g., Faugeras et al., 2008; Galtier et al., 2012).

### 6.5.4. The effects of inhibition on grid-cell tuning

In Section 6.3.2, I simulated the amplification of grid-cell activity in a recurrent network comprising both excitatory and inhibitory neurons (Figure 6.4). I assumed that inhibition was local and unstructured, i.e., a single interneuron received input from (and provided output to) a random set of excitatory cells. This scenario is consistent with experimental data on parvalbumin-positive (PV) interneurons in the MEC, which were found to inhibit grid-cell activity in a phase-independent manner (Buetfering et al., 2014).

Therefore, in my model, inhibition provides a broad baseline shift to the firing rates of the excitatory cells, reducing both in-field and out-of-field spatial firing. This firing-rate reduction also leads to sharper grid fields due to a non-linear transfer in the neuron model (Section 6.6.3). These results are consistent with experimental evidence showing that grid patterns exhibit higher firing rates and broader grid tuning after inactivation of PV interneurons (Buetfering et al., 2014; Miao et al., 2017).

### 6.5.5. The functional role of recurrent connectivity

The functional role of recurrent connectivity in the cortex has been studied extensively. Recurrent networks are indeed powerful computational systems that can serve a wide range of functions, such as, pattern completion, gain modulation, working memory, and amplification (Rolls et al., 1998; Dayan and Abbott, 2001).

Notably, the recurrent amplification of feed-forward signals has been studied in the visual system thoroughly (e.g., Ben-Yishai et al., 1995; Douglas et al., 1995; Somers et al., 1995; Suarez et al., 1995; Carandini and Ringach, 1997; Murphy and Miller, 2009; Lien and Scanziani, 2013; Ko et al., 2013). In this context, it has been hypothesized that feedback collaterals in V1 could amplify weak directional selectivity provided by thalamic afferents—a conjecture that has been later validated experimentally (Lien and Scanziani, 2013; Ko et al., 2013). Here, I propose that in a similar fashion recur-
rent connectivity in the MEC could amplify feed-forward signals with weak spatial periodicity.

Recurrent dynamics is also at the core of CAN models of grid-cell activity (e.g., McNaughton et al., 2006; Fuhs and Touretzky, 2006; Guanella et al., 2007; Burak and Fiete, 2009, see also Section 4.1). In these models, however, feedback projections are thought to generate spatial selectivity, rather than ‘simply’ amplify feed-forward tuning. In the following, I propose a framework in which CAN and amplification models can be partly reconciled (see also Section 6.3.3).

CANs can generate grids from completely aperiodic inputs by using structured recurrent connectivity and ideothetic self-motion inputs. In this case, the periodicity of the spatial patterns directly follows from the topology of the recurrent connections (see also Section 4.1.3 for more details). But how could such a recurrent network topology arise in the first place?

Widloski and Fiete (2014) proposed that structured recurrent connectivity could be learned from spatially-tuned (but aperiodic) feed-forward inputs and ideothetic (velocity-modulated) signals. In this case, grid patterns in the mature network emerge from the integration of velocity inputs alone. Therefore, the grid scale depends on the integration speed of the network, which in turn is set by the temporal asymmetry of the learning rules during development (see also Section 4.1.4). Yet to obtain stable single-cell grids a frequent calibration with spatially-tuned inputs is required (Burak and Fiete, 2009, see also Section 4.1.5).

Therefore, spatial inputs may be required 1) for learning the recurrent connections during development, and 2) for anchoring the network activity during exploration. If the same inputs were used both for learning and for anchoring, spatially-selective feed-forward inputs and velocity-modulated recurrent signals shall be always in agreement during exploration. This, however, was not the case in the model by Widloski and Fiete (2014). Alternatively, different sets of feed-forward inputs could be used for learning and anchoring. In this scenario, however, new feed-forward connections must be learned after the development of the recurrent network (see, e.g., Hardcastle et al., 2015).

Here, I propose an alternative scenario. During development, weakly-periodic grid patterns emerge from a single-cell process driven by spatially-tuned inputs and spike-rate adaptation (Chapter 5). The scale of the patterns is given by the temporal dynamics of adaptation, the width of the input tuning, and the average speed of the rat during learning. Shortly after this initial learning phase, activity-dependent synaptic plasticity connects grids with similar phases generating a periodic recurrent connectivity similar to the one assumed by CAN models (Section 6.3). This recurrent connectivity could serve two functions: 1) it could generate sharper grids when the feed-forward input is weakly grid tuned; 2) it could maintain grid-like activity for short time stretches in
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which the feed-forward tuning is temporarily lost.

The latter function—which partially reconciles CAN and amplification models—has not been explicitly modeled in this thesis. The idea is the following. After the recurrent connections between grid cells have developed, associations with velocity-modulated inputs could be also learned. These connections could sustain grid-cell activity based on self-motion information alone—though only for brief periods of time. Importantly, the integration speed of the network now matches the tuning of the feed-forward inputs, i.e., the scale of the input grids. Therefore, in this scenario, the associations with the self-motion inputs are learned from the spatially-tuned feed-forward signals and not vice-versa.

I propose that this theory could explain the emergence, amplification, and maintenance of grid-cell activity in a simpler conceptual framework as the one suggested by standard CAN models. Indeed, the same spatial inputs could be used both for circuit development and for anchoring during exploration. Additionally, the scale of the resulting grids would depend only on simple biophysical variables (such as the time scale of adaptation) rather than on the details of the plasticity rules used during development.

6.5.6. Model predictions and conclusions

A central result of the present work is that grid-cell activity can be inherited and amplified via feed-forward projections. This hypothesis could be tested in the connection from the pyramidal to the stellate cells in MEC layer II, which is particularly strong and not reciprocated (13.5% connection probability, Winterer et al., 2017). I thus predict that inactivating layer II pyramidal cells shall result in a reduced grid tuning of layer II stellate cells. A similar effect, though perhaps weaker, could be observed by inactivating pyramidal cells in layer III (9% connection probability to layer II stellates, Winterer et al., 2017).

Another finding of the present study is that Hebbian synaptic plasticity can generate structured (i.e., phase specific) recurrent connectivity between grid cells after a weak periodic tuning has emerged at the feed-forward input. Indirect experimental evidence suggests that such a structured connectivity is indeed present in mature grid-cell networks (Yoon et al., 2013; Dunn et al., 2015; Tocker et al., 2015). However, whether this structured connectivity emerges through activity-dependent processes during development is still unclear.

A similar question has been addressed in visual cortex. To study the emergence of functionally-organized cortical circuits, Ko et al. (2013) characterized the tuning curves of nearby cells in V1 through two-photon optical imaging in vivo, and subsequently tested for connectivity patterns between the same cells using whole-cell recordings in...
By repeating the experiment for animals at different stages of developmental maturation and visual experience, the authors were able to assess the development of synaptic connectivity in visual cortex. They found that, with experience, local connectivity reorganized extensively and matched the activity profiles characterized \textit{in vivo} (Ko et al., 2013). I suggest that a similar experimental framework could shed light on the experience-dependent maturation of grid-cell microcircuits in the MEC.

In Section 6.5.5, I discussed two alternative theories by which grid-cell activity could develop. In the CAN model by Widloski and Fiete (2014), grid-cell activity develops via spatially-selective signals and velocity-modulated inputs (e.g., speed-modulated head-direction cells). By contrast, in the theory presented here (Section 6.5.5), grid-pattern formation initially requires only spatially-tuned inputs and spike-rate adaptation, but not velocity inputs. Therefore, I predict that inactivating speed or head-direction cells during development shall spare a weak periodic tuning of the grid cells in the adult animal.

Finally, I showed that local recurrent circuits can amplify grid-cell patterns (Section 6.3). This hypothesis could be experimentally tested by silencing the output activity of a recurrently-connected grid-cell population while recording excitatory post-synaptic currents at the feed-forward input. Such an approach has been proven successful in demonstrating the recurrent amplification of thalamic signals in visual cortex (Lien and Scanziani, 2013). However, isolating feed-forward and recurrent excitation in sub-populations of entorhinal neurons may be more difficult than in visual pathways.

In summary, I showed that entorhinal grid-cell activity can be inherited and amplified by excitatory networks, and that these networks can self-organize in an unsupervised manner. Finally, I proposed a coherent framework in which the emergence, amplification, and maintenance of grid-cell activity is explained at the level of functional microcircuits of the MEC.

### 6.6. Materials and Methods

#### 6.6.1. Model of neural activity in the feed-forward network

I model a feed-forward network of $N_{\text{in}}$ excitatory inputs with firing rates \{ $r_{\text{in}}^j : j = 1, 2, \ldots, N_{\text{in}}$ \} projecting to $N_{\text{out}}$ excitatory outputs with firing rates \{ $r_{\text{out}}^i : i = 1, 2, \ldots, N_{\text{out}}$ \}. For each position $x = [x_1, x_2]$ in the environment, the output firing rates are

$$
r_{\text{out}}^i(x) := \left[ \sum_{j=1}^{N_{\text{in}}} w_{ij} r_{\text{in}}^j(x) - r_0 \right]_+
$$

(6.10)
where \( w_{ij} \geq 0 \) is the synaptic weight from input neuron \( j \) to output neuron \( i \), the parameter \( r_0 > 0 \) is a spatially-homogeneous inhibitory rate, and the function \( [z]_+ = z \) if \( z > 0; = 0 \) if \( z \leq 0 \) is a static non-linearity.

The synaptic weights are initially random, and they are plastic according to a Hebbian learning rule (Section 6.6.2). The spatial tuning of the input rates \( \{r_j\} \) is described in Section 6.6.5.

\textit{Parameter values:} \( N_{\text{in}} = 400, N_{\text{out}} = 200, r_0 = 1 \) spike/s.

### 6.6.2. Model of synaptic plasticity in the feed-forward network

The excitatory synaptic weights \( w_{ij} \) are plastic according to the Hebbian rule

\[
\frac{dw_{ij}}{dt} := \eta (r_j^{\text{in}} - \gamma) r_i^{\text{out}} \quad \text{with} \quad 0 \leq w_{ij} \leq w_{\text{max}} \tag{6.11}
\]

where \( \eta \ll 1 \) is a small learning rate and \( \gamma > 0 \) sets the threshold between synaptic potentiation and depression. At the initial condition, a random subset of \( N_{\text{up}} < N_{\text{in}} \) synaptic weights are set to the upper bound \( w_{\text{max}} > 0 \), whereas all other weights are set to zero.

The synaptic weights are updated every 30 ms while a virtual rat explores a square enclosure for 400 minutes (Section 6.6.6). The weight constraints \( 0 \leq w_{ij} \leq w_{\text{max}} \) are enforced at each time step of the simulation. I set \( w_{\text{max}} \approx r_0 / (N_{\text{up}} r_{\text{av}}) \) where \( r_{\text{av}} > 0 \) is the average input firing-rate in the environment (Section 6.6.5). This choice ensures that the number of potentiated synapses remains roughly constant during learning (Section 6.A.1).

\textit{Parameter values:} \( \eta = 2 \cdot 10^{-5} \) and \( \gamma = 8 \) spikes/s for simulations with regular grids (Figure 6.1) and jittered firing-field centers (Figure 6.2A); \( \eta = 5 \cdot 10^{-5} \) and \( \gamma = 3.8 \) spikes/s for simulations with grids distorted by additive noise (Figure 6.2B). In all simulations of the feed-forward network, I set \( N_{\text{up}} = 15 \) and \( w_{\text{max}} = 0.02 \).

### 6.6.3. Model of neural activity in the recurrent network

I model the activity of a recurrent network comprising a population of \( N_E \) excitatory neurons with rates \( \{r^E_i : i = 1, 2, \ldots, N_E\} \) and a population of \( N_I \) inhibitory neurons with rates \( \{r^I_i : i = 1, 2, \ldots, N_I\} \). The two populations are recurrently connected locally, and they are mutually coupled via feed-forward projections (Figure 6.3A). The external drive to the network is provided by spatially-tuned feed-forward inputs \( \{h_i : i = 1, 2, \ldots, N_E\} \) that project exclusively to the excitatory population (Section 6.6.5).

The network activity follows a classical firing-rate description (Wilson and Cowan,
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1972, 1973). The firing rates of the excitatory neurons are

$$
\tau \frac{d r^E_i(t)}{dt} := -r^E_i(t) + \left[ h_i(t) + \sum_{j=1}^{N_E} w_{Ej}^{EE} r^E_j(t) - \sum_{j=1}^{N_I} w_{IJ}^{EI} r^I_j(t) \right]_+ \tag{6.12}
$$

where $\tau > 0$ is the integration time constant of the network, $h_i \geq 0$ is the total feed-forward input to neuron $i$, $w_{Ej}^{EE} \geq 0$ is the synaptic weight from excitatory neuron $j$ to excitatory neuron $i$, and $w_{IJ}^{EI} \geq 0$ is the synaptic weight from inhibitory neuron $j$ to excitatory neuron $i$. The function $[z]_+$ is a static non-linearity. Similarly, the firing rates of the inhibitory neurons are

$$
\tau \frac{d r^I_i(t)}{dt} := -r^I_i(t) + \left[ \sum_{j=1}^{N_E} w_{Ej}^{IE} r^E_j(t) - \sum_{j=1}^{N_I} w_{IJ}^{II} r^I_j(t) \right]_+ \tag{6.13}
$$

where $w_{Ej}^{IE} \geq 0$ is the synaptic weight from excitatory neuron $j$ to inhibitory neuron $i$ and $w_{IJ}^{II} \geq 0$ is the synaptic weight from inhibitory neuron $j$ to inhibitory neuron $i$.

The synaptic connectivity is sparse and initially random. That is, each neuron in the network receives input from a random subset of $N_{E_{\text{up}}} \ll N_E$ excitatory neurons, and from a random subset of $N_{I_{\text{up}}} \ll N_I$ inhibitory neurons. For each connection, the corresponding synaptic weight is set to $w_{\text{max}}>0$. The excitatory synaptic weights $w_{ij}^{EE}$ are plastic according to a Hebbian learning rule (Section 6.6.4).

For the results in Figure 6.3B (learning of the recurrent weights), the network activity is simulated while a virtual rat performs a random walk in the environment for 500 s (Section 6.6.6). For the results in Figures 6.4 and 6.5, the network activity is simulated for each spatial location independently for 200 ms. In both cases, the network activity (Equations 6.12 and 6.13) is updated with the forward Euler method with integration time step $\Delta t = 2$ ms.

Parameter values: $N_E = 900$, $N_I = 225$, $N_{E_{\text{up}}} = 55$, $N_{I_{\text{up}}} = 70$, $\tau = 10$ ms, $w_{\text{max}} = 0.015$.

6.6.4. Model synaptic plasticity in the recurrent network

The excitatory synaptic weights $w_{ij}^{EE}$ are plastic according to the Hebbian rule:

$$
\frac{d w_{ij}^{EE}}{dt} := \eta (r^E_i - r_{av})(r^E_i - r_{av}) \quad \text{with} \quad 0 \leq w_{ij}^{EE} \leq w_{\text{max}} \tag{6.14}
$$

where $\eta \ll 1$ is a small learning rate, $r^E_i \geq 0$ is the firing rate of excitatory neuron $i$, and $r_{av} > 0$ is the average input firing rate in the environment (Section 6.6.5). Additionally, at each time step, the weights are additively normalized to ensure that the total input
and output weight of each neuron is kept constant during learning, i.e.,

$$
\sum_{j=1}^{N_E} w_{ij}^{EE} = \sum_{i=1}^{N_E} w_{ij}^{EE} = N_{E_{up}} w_{\text{max}}
$$

(6.15)

where $N_{E_{up}} < N_E$ is the number of input excitatory weights set to the upper bound $w_{\text{max}}$ at the initial condition (Section 6.6.3).

During learning, the synaptic weights are updated every 30 ms while a virtual rat explores a square enclosure for 500 s (Section 6.6.6). The weight constraints $0 \leq w_{ij}^{EE} \leq w_{\text{max}}$ are enforced at each time step of the simulation.

**Parameter values:** $\eta = 0.01$, $w_{\text{max}} = 0.015$, $N_E = 900$, $N_{E_{up}} = 55$, $r_{av} = 3$ spikes/s.

### 6.6.5. Model of input spatial tuning

Here, I describe the spatial tuning of the inputs to both the feed-forward and the recurrent network (Sections 6.2 and 6.3). Three input scenarios are considered: 1) Grid-tuned inputs; 2) Weakly grid-tuned inputs; and 3) Spatially-aperiodic inputs.

Grid-tuned inputs are used to illustrate the inheritance of grid-cell activity in the feed-forward network (Figure 6.1). Weakly grid-tuned inputs are used to illustrate the amplification of grid-cell activity in both feed-forward (Figure 6.2) and recurrent networks (Figures 6.3, 6.4, and 6.5A). Spatially-aperiodic inputs are used to illustrate the relation between amplification and CAN models in the recurrent network (Figure 6.5B).

#### Grid-tuned inputs

Grid-tuned inputs are generated by summing three planar waves with wave vectors that are 60 degrees apart:

$$
g_j(x) = A_j \left[ \sum_{n=1}^{3} \cos \left( k_{jn} \cdot (x + \varphi_j) \right) \right]_+ \quad \text{with} \quad k_{jn} := \frac{4\pi}{T_j \sqrt{3}} \left[ \cos \left( \frac{4\pi}{3} + \alpha_j \right) \sin \left( \frac{2\pi}{3} + \alpha_j \right) \right]
$$

(6.16)

where $x$ is the position of the virtual rat in the environment, $[z]_+$ is a static non-linearity, $A_j > 0$ scales the peak firing rate, $T_j$ is the grid spacing, $\alpha_j$ is the grid orientation, and $\varphi_j$ is the grid spatial phase. Note that all planar waves have spatial period $T_j \sqrt{3}/2$, which generates a grid spacing $T_j$.

The scale factors $\{A_j\}$ are chosen such that all grids are normalized to the same average rate in the environment, i.e., $1/L^2 \sum_x g_j(x) = r_{av} \forall j$. The grid spacings $\{T_j\}$ and the grid orientations $\{\alpha_j\}$ are normally distributed with means $\mu_T$ and $\mu_\alpha$ and standard deviations $\sigma_T$ and $\sigma_\alpha$, respectively. The grid phases $\{\varphi_j\}$ are sampled evenly in phase space.

**Parameter values:** $r_{av} = 3$ spikes/s, $\mu_T = 0.5$ m, $\sigma_T = 0.05$ m, $\mu_\alpha = 0$, $\sigma_\alpha = 0.1$. 

Weakly grid-tuned inputs

Two types of weakly-grid tuned inputs are considered: grids with jittered firing-field centers (Figure 6.2A) and grids distorted by additive noise (Figures 6.2B, 6.3, 6.4, and 6.5A).

Grids with jittered firing-field centers

Grids with jittered firing-field centers are generated as follows. First, co-modular regular grids are generated (Equation 6.16) and their firing-field centers numerically detected. Second, each firing-field center is displaced by means of a two-dimensional shift vector whose components are normally distributed with zero mean and standard-deviation $\sigma_{\text{jitter}}$. Third, a spatial map is constructed by superimposing a two-dimensional Gaussian function for each jittered firing-field center:

$$g_{\text{jitter}}^j(x) := A_{\text{jitter}}^j \left[ \sum_k \exp \left( -\frac{(x - c_{jk})^2}{2\sigma_{\text{field}}^2} \right) - 0.5 \right]_+$$  \hspace{1cm} (6.17)

where $\{c_{jk}\}$ are the jittered firing-field centers of input grid $j$ and $\sigma_{\text{field}} > 0$ sets the width of the firing fields. To mimic the firing-rate profiles of the original grids (Equation 6.16), a baseline shift and a static non-linearity are introduced in Equation 6.17. Finally, the scale factors $\{A_{\text{jitter}}^j\}$ are chosen such that all grids are normalized to the same average firing rate $r_{av}$.

Parameter values: $\sigma_{\text{jitter}} = 0.05$ m, $\sigma_{\text{field}} = 0.135$, $r_{av} = 3$ spikes/s.

Grids distorted by additive noise

Grids distorted by additive noise are generated by superimposing random spatial maps to regular grids:

$$g_{\text{noise}}^j(x) := A_{\text{noise}}^j \left[ \beta g_j(x) + (1 - \beta) \zeta_j(x) \right]_+$$  \hspace{1cm} (6.18)

where $g_j(x)$ is a regular grid (Equation 6.16), and $\zeta_j(x)$ is a random spatial map. The parameter $0 \leq \beta \leq 1$ controls the strength of the grid signal relative to the noise. The noise is uncorrelated across neurons but correlated (i.e., smooth) in space. Each random map $\zeta_j(x)$ is generated independently by filtering 2-dimensional white Gaussian noise with a circularly-symmetric Gaussian filter with standard deviation $\sigma_{\text{noise}}$. The resulting random maps are then normalized to match the mean and the variance of the grid signal. Note that the maps $\zeta_j(x)$ assume both positive and negative values. Finally, the scale factors $\{A_{\text{noise}}^j\}$ are chosen such that all grids share the same average firing-rate $r_{av}$ in the environment.


6.6.6. Model of spatial exploration

The virtual rat explores a square enclosure of side-length $L$ with an isotropic random walk at constant speed $v > 0$. Virtual-rat trajectories $x_t$ are sampled from the stochastic process

$$\frac{dX_t}{dt} = v \begin{bmatrix} \cos(\theta_t) \\ \sin(\theta_t) \end{bmatrix} \quad \text{with} \quad \theta_t = \sigma_{\theta} W_t, \quad (6.19)$$

where the angle $\theta_t$ sets the direction of motion and $W_t$ is a standard Wiener process. The parameter $\sigma_{\theta}$ controls the tortuosity of the trajectory. At the boundaries of the environment, the component of the movement direction perpendicular to the boundary is inverted. Spatial locations in the arena are discretized in $50^2$ square bins. The random walk is updated every 30 ms of the simulation.

Parameter values: $L = 1.5$ m, $v = 0.25$ m/s, $\sigma_{\theta} = 0.7$.

6.7. Chapter Summary

In this chapter, I studied how feed-forward and recurrent circuits could affect grid-cell activity in the entorhinal cortex. First, I showed that grids could be inherited across neuronal populations via structured feed-forward projections. Then, I showed that both feed-forward and recurrent circuits could serve to amplify grid-cell patterns, i.e., they could improve the spatial regularity of noisy inputs. Finally, I outlined a mechanism by means of which recurrent connectivity and self-motion inputs could maintain grid-like firing even when the feed-forward tuning is temporarily lost. In the next chapter, I will summarize the main results and predictions of this thesis.

6.A. Analytical results on the feed-forward network model

In this appendix, I present analytical derivations on the feed-forward network model in Section 6.2.
6.1. Weight normalization in the feed-forward network

Here, I show that the plasticity rule for the synaptic weights $w_{ij}$ (Section 6.6.2, Equation 6.11)

$$\frac{dw_{ij}}{dt} := \eta (r_{in}^j - \gamma) r_{out}^i$$

leads to an implicit normalization of the average input weight

$$w_{av} := \frac{1}{N_{in}} \sum_{j=1}^{N_{in}} w_{ij} \quad \forall i .$$

Recall that $\eta \ll 1$ is a small learning rate, and that the parameter $\gamma > 0$ sets the threshold between potentiation and depression. The input rates $r_{in}^j$ are spatially tuned and normalized to the same average rate $r_{av}$ (Section 6.6.5). The output rates are given by (Equation 6.10)

$$r_{out}^i := \left[ \sum_{k=1}^{N_{in}} w_{ik} r_{in}^k - r_0 \right]_+$$

where $r_0 > 0$ is a constant inhibitory rate.

I now study the linear dynamics of the synaptic weights that is obtained by ignoring the saturation boundaries in Equation 6.20 and the static non-linearity in Equation 6.22. I plug Equation 6.22 into Equation 6.20, and I average over a time window that separates the time scale of learning from the time scale of the input changes:

$$\eta^{-1} \frac{d\overline{w}_{ij}}{dt} = \sum_{k=1}^{N_{in}} \overline{r}_{in}^j r_{in}^k \overline{w}_{ik} - \gamma r_{av} \sum_{k=1}^{N_{in}} \overline{w}_{ik} + r_0 (\gamma - r_{av})$$

where the bar denotes temporal averaging, $C_{ij}$ is the input correlation matrix, and I assume $\overline{r}_{in}^j \approx r_{av}$ for all inputs $j$. I now average both sides of Equation 6.23 across the synaptic index $j$:

$$\eta^{-1} \frac{d\overline{w}_{av}}{dt} = \frac{1}{N_{in}} \sum_{k=1}^{N_{in}} \sum_{j=1}^{N_{in}} C_{jk} \overline{w}_{ik} - N_{in} \gamma r_{av} \overline{w}_{av} + r_0 (\gamma - r_{av})$$

$$\approx N_{in} r_{av}^2$$

$$= N_{in} r_{av}^2 \overline{w}_{av} - N_{in} \gamma r_{av} \overline{w}_{av} + r_0 (\gamma - r_{av})$$

$$= -N_{in} r_{av} (\gamma - r_{av}) \overline{w}_{av} + r_0 (\gamma - r_{av}) .$$

Equation 6.26 shows that, for $\gamma > r_{av}$, the average input weight $\overline{w}_{av}$ exponentially
approaches a steady-state value \( w_{av}^* \) with time constant \( \tau_{av} \), where

\[
\begin{align*}
    w_{av}^* &= \frac{r_0}{N_{in} r_{av}} \\
    \tau_{av} &= \frac{1}{\eta r_{av} N_{in}(\gamma - r_{av})}.
\end{align*}
\] (6.27)

Before learning, a random subset of \( N_{up} \) synaptic weights is potentiated, i.e., it is set to the upper saturation boundary \( w_{max} > 0 \), whereas all other weights are set to zero. To ensure that the fraction of potentiated weights remains roughly constant during learning, I impose

\[
    w_{av}^* = \frac{N_{up} w_{max}}{N_{in}},
\] (6.28)

and from Equations 6.27 and 6.27, I obtain

\[
    w_{max} = \frac{r_0}{r_{av} N_{up}}.
\] (6.29)

**6.B. Analytical results on grid-pattern amplification**

In this appendix, I present the analytical derivations of the reduced amplification model described in Section 6.4.

**6.B.1. Population-level amplification**

Here, I study the activity of a recurrent network with weakly grid-tuned feed-forward inputs as a virtual rat runs on a linear track (Section 6.4.1). All input grids have the same spatial frequency \( f \), but different spatial phases \( \phi \). The output activity \( v \) of a neuron with input phase \( \phi \) is (Equation 6.1)

\[
\tau \frac{d}{dt} v(\phi, x) := -v(\phi, x) + h(\phi, x) + \int_{-\pi}^{\pi} d\phi' M(\phi - \phi') v(\phi', x)
\] (6.30)

where \( x \) denotes a position on the track, \( h \) is the total feed-forward input, the function \( M \) defines the recurrent connectivity, and \( \tau > 0 \) sets the integration time constant of the network.

First, I study the network activity at the population level (Section 6.4.2). To this end, I apply the complex Fourier series transformation

\[
\tilde{f}_k := \int_{-\pi}^{\pi} d\phi f(\phi) \exp(-jk\phi) \quad \leftrightarrow \quad f(\phi) = \frac{1}{2\pi} \sum_{k=-\infty}^{\infty} \tilde{f}_k \exp(jk\phi)
\] (6.31)

at both sides of Equation 6.30:

\[
\tau \frac{d}{dt} \tilde{v}_k(x) = -(1 - \tilde{M}_k) \tilde{v}_k(x) + \tilde{h}_k(x)
\] (6.32)
where \( \tilde{v}_k \in \mathbb{C}, k \in \mathbb{Z}, \) and \( j = \sqrt{-1} \) is the imaginary unit. Note that the Fourier coefficients \( \tilde{M}_k \) are the eigenvalues of the dynamical system in Equation 6.30, and the corresponding eigenfunctions are the elements of the Fourier basis \( e_k(\phi) = \exp(jk\phi) \).

Equation 6.32 shows that for \( \tilde{M}_k < 1 \ \forall k \), the output activity \( v \) converges to a stable fixed point \( v_\infty \) with Fourier coefficients

\[
\tilde{v}_k^\infty(x) = \frac{1}{1 - \tilde{M}_k} \tilde{h}_k(x) = \tilde{F}_k^{\text{pop}} \tilde{h}_k(x) \tag{6.33}
\]

where the coefficients

\[
\tilde{F}_k^{\text{pop}} := \frac{1}{1 - M_k} \tag{6.34}
\]

define the equivalent population feed-forward filter of the network. Using the definition of the connectivity function \( M(\phi) := 1/\pi M_{\text{max}} \cos(\phi) \) (Equation 6.2), I derive

\[
\tilde{M}_k = \begin{cases} M_{\text{max}} & |k| = 1 \\ 0 & \text{otherwise} \end{cases} \quad \text{and} \quad \tilde{F}_k^{\text{pop}} = \begin{cases} 1 & |k| = 1 \\ \frac{1}{1 - M_{\text{max}}} & \text{otherwise} \end{cases} \tag{6.35}
\]

where the parameter \( M_{\text{max}} > 0 \) sets the maximal connection strength in the network. Finally, from Equation 6.35, I compute the power spectrum

\[
|\tilde{F}_k^{\text{pop}}|^2 = \begin{cases} A_{\text{pop}} & |k| = 1 \\ 1 & \text{otherwise} \end{cases} \quad \text{with} \quad A_{\text{pop}} := \frac{1}{(1 - M_{\text{max}})^2} \tag{6.36}
\]

of the equivalent population feed-forward filter

\[
F^{\text{pop}}(\phi) \overset{(6.31)}{=} \frac{1}{2\pi} \sum_{k=-\infty}^{\infty} \tilde{F}_k^{\text{pop}} \exp(jk\phi) \overset{(6.36)}{=} \frac{\sqrt{A_{\text{pop}}}}{\pi} \cos(\phi) + \delta(\phi) \tag{6.37}
\]

where \( \delta \) is the Dirac’s delta.


Here, I compute the population-level power spectra of the feed-forward input \( h \) and of the steady-state output \( v_\infty \) (Section 6.4.2 and Figure 6.8).

Population-level input power spectrum

I define the population-level input power spectrum

\[
S^h_{\text{pop}}(k) := \int_{-\pi}^{\pi} \text{d}\tau \ C^h_{\text{pop}}(\tau) \exp(-jk\tau) \quad \text{with} \quad k \in \mathbb{Z} \tag{6.38}
\]
where

\[
C_{\text{pop}}^h(\tau) := \left\langle h(\phi, x)h(\phi + \tau, x) \right\rangle_{\phi} \quad (6.39)
\]

\[
\mu^h(\phi, x) = \mu^h_{\text{pop}}(\tau) \quad (6.3)
\]

\[
= \left\langle g(\phi, x)g(\phi + \tau, x) \right\rangle_{\phi} + \left\langle \xi(\phi, x)\xi(\phi + \tau, x) \right\rangle_{\phi} \quad \forall x \quad (6.40)
\]

is the population-level autocorrelation of the feed-forward input \( h \) (Equation 6.3). In Equations 6.39 and 6.40, \( g \) is the input signal, \( \xi \) is the input noise, and the angular brackets denote statistical expectation. Note that, because signal and noise are generated independently, the cross terms of the product in Equation 6.39 vanish. In Equation 6.40, the function

\[
C_{\text{pop}}^g(\tau) = \frac{1}{2\pi} \int_{-\pi}^{\pi} d\phi \, g(\phi, x) g(\phi + \tau, x) \implies \left\langle g(\phi, x)g(\phi + \tau, x) \right\rangle_{\phi} = \frac{B^2}{2} \cos(\tau) \quad (6.41)
\]

is the population-level autocorrelation of the input signal \( g \). Similarly, the function

\[
C_{\text{pop}}^\xi(\tau) = C_{\xi}(\tau, 0) \implies \sigma_\xi^2 G(\tau; \sigma_\phi) \quad \text{with} \quad G(\tau, \sigma) := \exp\left(-\frac{\tau^2}{2\sigma^2}\right) \quad (6.42)
\]

is the population-level autocorrelation of the input noise \( \xi \) (Section 6.4.1).

From Equations 6.38 and 6.40, I find that the population-level power spectrum \( S_{\text{pop}}^h \) of the feed-forward input \( h \) is the sum of the population-level power spectra \( S_{\text{pop}}^g \) and \( S_{\text{pop}}^\xi \) of the input signal \( g \) and of the input noise \( \xi \), respectively. That is,

\[
S_{\text{pop}}^h(k) = S_{\text{pop}}^g(k) + S_{\text{pop}}^\xi(k) \quad (6.43)
\]

where

\[
S_{\text{pop}}^g(k) := \int_{-\pi}^{\pi} d\tau \, C_{\text{pop}}^g(\tau) \exp(-jk\tau) \quad (6.44)
\]

\[
\approx \sigma_\xi^2 \int_{-\infty}^{\infty} d\tau \, G(\tau; \sigma_\phi) \exp(-jk\tau) \quad (6.45)
\]

\[
\approx \sigma_\xi^2 \hat{G}(k, \sigma_\phi) \quad (6.46)
\]

\[
S_{\text{pop}}^\xi(k) := \int_{-\pi}^{\pi} d\tau \, C_{\text{pop}}^\xi(\tau) \exp(-jk\tau)
\]

\[
\approx \sigma_\xi^2 \hat{G}(k, \sigma_\phi) \quad (6.47)
\]

Note that the approximation in Equation 6.46 holds for \( \sigma_\phi \ll 2\pi \), and the function \( \hat{G}(\omega; \sigma) := \int_{-\infty}^{\infty} d\tau \, G(\tau; \sigma) \exp(-j\omega\tau) = \sqrt{2\pi} \sigma \exp(-\omega^2\sigma^2/2) \) is the continuous
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Fourier transform of the function $G(\tau; \sigma)$.

Population-level output power spectrum

In Section 6.B.1 (Equations 6.33-6.36), I showed that, at the steady-state output, the input power $S_{\text{pop}}^h$ is amplified by a factor $A_{\text{pop}}$ at the first harmonic, that is,

$$S_{\text{pop}}^v(k) = \begin{cases} A_{\text{pop}} S_{\text{pop}}^h(k) & |k| = 1 \\ S_{\text{pop}}^h(k) & \text{otherwise} \end{cases}. \tag{6.48}$$

6.B.3. Single-cell power spectra

Here, I compute the single-cell power spectra of the feed-forward input $h$ and of the steady-state output $v_{\infty}$ (Section 6.4.3 and Figure 6.9).

Single-cell input power spectrum

I define the single-cell input power spectrum

$$S_{\text{cell}}^h(k) := \int_{-L/2}^{L/2} d\tau C_{\text{cell}}^h(\tau) \exp \left( -\frac{j2\pi k\tau}{L} \right) \tag{6.49}$$

where $L$ is the length of the track and

$$C_{\text{cell}}^h(\tau) := \left\langle h(\phi, x)h(\phi, x + \tau) \right\rangle_x \tag{6.50}$$

$$=: C_{\text{cell}}^h(\tau) \quad \text{(6.3)} \quad \left\langle g(\phi, x)g(\phi, x + \tau) \right\rangle_x + \left\langle \xi(\phi, x)\xi(\phi, x + \tau) \right\rangle_x \forall \phi. \tag{6.51}$$

is the single-cell autocorrelation of the feed-forward input $h$ (Equation 6.3). In Equations 6.50 and 6.51, $g$ is the input signal, $\xi$ is the input noise, and the angular brackets denote statistical expectation. The function

$$C_{\text{cell}}^g(\tau) = \frac{1}{L} \int_{-L/2}^{L/2} d\tau g(\phi, x)g(\phi, x + \tau) = \frac{B^2}{2} \cos(2\pi f \tau) \tag{6.52}$$

is the single-cell autocorrelation of the input signal $g$, and the function

$$C_{\text{cell}}^{\xi}(\tau) = C_{\xi}(0, \tau) = \sigma_\xi^2 G(\tau; \sigma_\xi) \tag{6.53}$$

is the single-cell autocorrelation of the input noise $\xi$. 
From Equations 6.49 and 6.51, I obtain

\[ S_{\text{cell}}^g(k) = S_{\text{cell}}^\xi(k) + S_{\text{cell}}^\xi(k) \] (6.54)

where

\[ S_{\text{cell}}^\xi(k) := \int_{-L/2}^{L/2} d\tau \mathcal{C}_{\text{cell}}^\xi(\tau) \exp \left( -\frac{2\pi j k \tau}{L} \right) \] (6.55)

is the single-cell power spectrum of the input signal \( g \), and

\[ S_{\text{cell}}^\xi(k) := \int_{-L/2}^{L/2} d\tau \mathcal{C}_{\text{cell}}^\xi(\tau) \exp \left( -\frac{2\pi j k \tau}{L} \right) \approx \sigma_x^2 \int_{-\infty}^{\infty} d\tau G(\tau; \sigma_x) \exp \left( -\frac{2\pi j k \tau}{L} \right) \] (6.56)

\[ = \sigma_x^2 \hat{G} \left( \frac{2\pi k}{L}; \sigma_x \right) \] (6.57)

is the single-cell power spectrum of the input noise \( \xi \). Note that the approximation in Equation 6.57 holds for \( \sigma_x \ll L \), and the function \( \hat{G}(\omega; \sigma) := \int_{-\infty}^{\infty} d\tau G(\tau; \sigma) \exp(-j\omega \tau) = \sqrt{2\pi} \sigma \exp(-\omega^2 \sigma^2 / 2) \) is the continuous Fourier transform of \( G(\tau; \sigma) \).

### Steady-state output

To compute the power spectrum at the single-cell output, I first compute the steady-state output \( v_\infty \). In Section 6.B.1 (Equation 6.33), I derived the Fourier coefficients

\[ \tilde{v}_k^\infty(x) = \tilde{h}_k(x) \tilde{F}_k^{\text{pop}} \] (6.59)

of the steady-state output \( v_\infty \), where

\[ \tilde{F}_k^{\text{pop}} = \begin{cases} \sqrt{A_{\text{pop}}} & |k| = 1 \\ 1 & \text{otherwise} \end{cases} \] (6.60)

are the Fourier coefficients of the equivalent population feed-forward filter \( F_{\text{pop}} \) (Equations 6.35 and 6.36). By back-transforming Equation 6.59 to phase domain, I obtain
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(Equation 6.31)

\[ v_\infty(\phi, x) = \int_{-\pi}^{\pi} d\tau h(\tau, x) F_{\text{pop}}(\phi - \tau) \]

\[ = \int_{-\pi}^{\pi} d\tau g(\tau, x) F_{\text{pop}}(\phi - \tau) + \int_{-\pi}^{\pi} d\tau \zeta(\tau, x) F_{\text{pop}}(\phi - \tau) \]

\[ =: g^{\text{out}}(\phi, x) \quad \text{and} \quad \zeta^{\text{out}}(\phi, x) \]

where \( g^{\text{out}} \) is the output signal, and \( \zeta^{\text{out}} \) is the output noise. Note that the output signal

\[ g^{\text{out}}(\phi, x) = \frac{1}{2\pi} \sum_{k=-\infty}^{\infty} \bar{g}_k(x) \bar{F}_k \exp(jk\phi) = \sqrt{A_{\text{pop}}} g(\phi, x) \]

has single-cell autocorrelation

\[ C_{g^{\text{out}}}^{\text{cell}}(\tau) = 1 \frac{L}{L/2} \int_{-L/2}^{L/2} dx \quad g^{\text{out}}(\phi, x) g^{\text{out}}(\phi, x + \tau) = A_{\text{pop}} C_{g^{\text{cell}}}^{\text{cell}}(\tau) \]

Output noise

I now compute the autocorrelation

\[ C_{\zeta^{\text{out}}}(\tau_\phi, \tau_x) := \langle \zeta^{\text{out}}(\phi, x) \zeta^{\text{out}}(\phi + \tau_\phi, x + \tau_x) \rangle_{\phi, x} \]

\[ = \int_{-\pi}^{\pi} d\phi C_{\zeta}(\tau_\phi - \phi, \tau_x) \int_{-\pi}^{\pi} d\phi' F_{\text{pop}}(\phi') F_{\text{pop}}(\phi + \phi') \]

of the output noise \( \zeta^{\text{out}} \). Equation 6.66 shows that \( C_{g^{\text{out}}} \) is obtained by convolving the input-noise autocorrelation \( C_{\zeta} \) with the autocorrelation of the population filter \( F_{\text{pop}} \):

\[ \int_{-\pi}^{\pi} d\phi' F_{\text{pop}}(\phi') F_{\text{pop}}(\phi + \phi') = \frac{1}{2\pi} \sum_{k=-\infty}^{\infty} |\bar{F}_k|^2 \exp(jk\phi) \]

\[ = A_{\text{pop}} - 1 \frac{1}{\pi} \cos(\phi) + \delta(\phi) \]

Therefore, from Equations 6.66 and 6.68, I obtain

\[ C_{\zeta^{\text{out}}}(\tau_\phi, \tau_x) = C_{\zeta}(\tau_\phi, \tau_x) + A_{\text{pop}} - 1 \frac{1}{\pi} \int_{-\pi}^{\pi} d\phi C_{\zeta}(\tau_\phi - \phi, \tau_x) \cos(\phi) \]

I now recall the definition of the input-noise autocorrelation (Equation 6.5)

\[ C_{\zeta}(\tau_\phi, \tau_x) := \sigma_\zeta^2 G(\tau_\phi; \sigma_\phi) G(\tau_x; \sigma_x) \quad \text{with} \quad G(\tau, \sigma) := \exp\left(-\frac{\tau^2}{2\sigma^2}\right) \]
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where $\sigma_2^2 > 0$ is the noise variance. Plugging Equation 6.70 into Equation 6.69 yields

$$
\int_{-\pi}^{\pi} d\phi \, C_\xi(\tau_\phi - \phi, \tau_x) \cos(\phi) = \sigma_2^2 G(\tau_x; \sigma_x) \int_{-\pi}^{\pi} d\phi \, G(\tau_\phi - \phi; \sigma_\phi) \cos(\phi) \quad (6.71)
$$

$$
\approx \sigma_2^2 G(\tau_x; \sigma_x) \int_{-\pi}^{\pi} d\phi \, G(\tau_\phi - \phi; \sigma_\phi) \cos(\phi) \quad (6.72)
$$

$$
= \sigma_2^2 G(\tau_x; \sigma_x) \cos(\tau_\phi) \sqrt{2\pi \sigma_\phi} \exp\left(-\sigma_\phi^2/2\right) \quad (6.73)
$$

$$
= \sigma_2^2 G(\tau_x; \sigma_x) \cos(\tau_\phi) \hat{G}(1; \sigma_\phi) \cdot (6.74)
$$

Note that the approximation in Equation 6.72 holds for $\sigma_\phi \ll 2\pi$, and the function $\hat{G}(\omega; \sigma_\phi) := \int_{-\infty}^{\infty} d\tau \, G(\tau; \sigma_\phi) \exp(-j\omega\tau) = \sqrt{2\pi \sigma_\phi} \exp(-\omega^2\sigma_\phi^2/2)$ is the continuous Fourier transform of $G(\tau; \sigma_\phi)$. Finally, using Equations 6.70 and 6.74 in Equation 6.69 yields

$$
C_\xi(\tau_\phi, \tau_x) \approx \sigma_2^2 G(\tau_x; \sigma_x) \left[ G(\tau_\phi; \sigma_\phi) + \frac{A_{\text{pop}} - 1}{\pi} \cos(\tau_\phi) \hat{G}(1; \sigma_\phi) \right]. \quad (6.75)
$$

Equation 6.75 shows that the recurrent dynamics changes the noise correlations across neurons ($\tau_\phi$) but not across space ($\tau_x$).

### Single-cell output power spectrum

Here, I compute the single-cell power spectrum

$$
S_{\text{cell}}^{\text{out}}(k) = S_{\text{cell}}^{\text{out}}(k) + S_{\text{out}}^{\text{cell}}(k) \quad (6.76)
$$

of the steady-state output $v_\infty$, where $S_{\text{cell}}^{\text{out}}$ is the single-cell power spectrum of the output signal and $S_{\text{out}}^{\text{cell}}$ is the single-cell power spectrum of the output noise. I derive

$$
S_{\text{cell}}^{\text{out}}(k) := \int_{-L/2}^{L/2} d\tau \, C_{\text{cell}}^{\text{out}}(\tau) \exp\left(-\frac{j2\pi k\tau}{L}\right) \quad (6.64)
$$

$$
= A_{\text{pop}} S_{\text{cell}}^{g}(k). \quad (6.77)
$$

To compute the power spectrum $S_{\text{cell}}^{\text{out}}$, I first compute the single-cell autocorrelation

$$
C_{\text{cell}}^{\text{out}}(\tau) := \left\langle \xi^{\text{out}}(\phi, x) \xi^{\text{out}}(\phi, x + \tau) \right\rangle_x \quad (6.78)
$$

$$
\approx \sigma_2^2 G(\tau; \sigma_x) \left[ 1 + \frac{A_{\text{pop}} - 1}{\pi} \hat{G}(1; \sigma_\phi) \right] \quad (6.80)
$$

$$
\approx A_{\text{noise}} C_{\text{cell}}^{g}(\tau) \quad (6.81)
$$
where
\[
A_{\text{noise}} := 1 + \frac{A_{\text{pop}} - 1}{\pi} \hat{G}(1; \sigma_{\phi}) \quad (6.82)
\]
\[
= 1 + (A_{\text{pop}} - 1) \sqrt{\frac{2}{\pi}} \sigma_{\phi} \exp \left( -\frac{\sigma_{\phi}^2}{2} \right). \quad (6.83)
\]

Therefore, the single-cell power spectrum of the output noise reads
\[
S_{\xi_{\text{cell}}}^{\text{out}}(k) := \int_{-L/2}^{L/2} d\tau C_{\xi_{\text{cell}}}^{\text{out}}(\tau) \exp \left( -\frac{2\pi j k \tau}{L} \right) \approx A_{\text{noise}} S_{\xi_{\text{cell}}}^{\text{g}}(k). \quad (6.84)
\]

Equations 6.77 and 6.84 show that the power of the input signal is amplified by a factor $A_{\text{pop}}$ (Equation 6.36) whereas the power of the input noise is amplified by a factor $A_{\text{noise}}$ (Equation 6.83). Therefore, the effects of the recurrent connections on the single-cell network activity are summarized by the power spectrum of the equivalent single-cell feed-forward filter $F_{\text{cell}}$:
\[
|\tilde{F}_{\text{cell}}|^2 := \frac{S_{\xi_{\text{cell}}}^{\text{g}}(k)}{S_{\xi_{\text{cell}}}^{\text{g}}(k)} = \frac{A_{\text{pop}} S_{\xi_{\text{cell}}}^{\text{g}}(k) + A_{\text{noise}} S_{\xi_{\text{cell}}}^{\xi_{\text{cell}}}(k)}{S_{\xi_{\text{cell}}}(k) + S_{ \xi_{\text{cell}}}^{\xi_{\text{cell}}}(k)}. \quad (6.85)
\]

Because the grid signal $g$ has only power at the tuning frequency $k = Lf$ (Equation 6.55), Equation 6.85 can be rewritten as follows:
\[
|\tilde{F}_{\text{cell}}|^2 := \begin{cases} 
A_{\text{cell}} & k = Lf \\
A_{\text{noise}} & \text{otherwise}
\end{cases} \quad (6.86)
\]

where
\[
A_{\text{cell}} := \frac{A_{\text{pop}} S_{\xi_{\text{cell}}}^{g}(Lf) + A_{\text{noise}} S_{\xi_{\text{cell}}}^{\xi_{\text{cell}}}(Lf)}{S_{\xi_{\text{cell}}}(Lf) + S_{ \xi_{\text{cell}}}^{\xi_{\text{cell}}}(Lf)}. \quad (6.87)
\]

Equation 6.86 shows that, at the single-cell level, the input power is amplified by a factor $A_{\text{cell}}$ at the tuning harmonic $k = Lf$, and by a factor $A_{\text{noise}}$ at all other frequencies.

Finally, from Equation 6.86, I derive
\[
F_{\text{cell}}(x) = \frac{1}{L} \sum_{k=-\infty}^{\infty} \tilde{F}_{\text{cell}}(k) \exp \left( \frac{2\pi j k x}{L} \right) \quad (6.88)
\]
\[
= \sqrt{A_{\text{noise}}} \delta(x) + \frac{2}{L} \left( \sqrt{A_{\text{cell}}} - \sqrt{A_{\text{noise}}} \right) \cos(2\pi f x). \quad (6.89)
\]
6.B. Analytical results on grid-pattern amplification

6.B.4. Amplification Index

The improvement of a single-cell spatial tuning is quantified by the amplification index (Equation 6.7)

\[ \Psi := \frac{A_{\text{cell}}}{A_{\text{noise}}} \quad (6.90) \]

A simple expression of the index \( \Psi \) is obtained by rewriting the amplification factor \( A_{\text{cell}} \) in terms of the input signal-to-noise ratio (Equations 6.55 and 6.58)

\[
\text{SNR}_{\text{in}} := \frac{S_{\text{cell}}^g(Lf)}{S_{\text{cell}}^x(Lf)} = \frac{B^2 L / 4}{\sigma_x^2 G(2\pi f; \sigma_x)} \quad (6.91)
\]

By using Equation 6.91 in Equation 6.87, I derive

\[
A_{\text{cell}} = \frac{A_{\text{pop}} \text{SNR}_{\text{in}} + A_{\text{noise}}}{\text{SNR}_{\text{in}} + 1} \quad (6.92)
\]

Finally, from Equations 6.90 and 6.92, I obtain

\[
\Psi = \frac{A_{\text{pop}} / A_{\text{noise}} \text{SNR}_{\text{in}} + 1}{\text{SNR}_{\text{in}} + 1} \quad (6.93)
\]
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Synthesis
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Conclusion

Here, I summarize the main results of this thesis (Section 7.1), review experimental predictions (Section 7.2), and provide directions for future research (Section 7.3).

7.1. Thesis summary and conclusions

The goal of this thesis was to investigate the mechanisms underlying the emergence, inheritance, and amplification of grid-cell activity in the MEC. I approached this problem from a theoretical point of view. Through analytical work and simulations, I studied mathematical models of grid-cell activity that explain available empirical data and generate predictions for future experiments.

First, I summarized anatomical and physiological data on the hippocampal system, focusing on the findings that were most relevant to grid-cell activity (Chapter 2). I then critically reviewed the grid-cell literature from both an experimental (Chapter 3) and a theoretical perspective (Chapter 4). Next, I described a novel computational model for the emergence of grid-cell activity (Chapter 5). Inspired by a previous proposal by Kropff and Treves (2008), I showed that grids could emerge via a single-cell mechanism based on spatially-tuned inputs and neuronal adaptation. Compared to previous related work (e.g., Kropff and Treves, 2008; Dordek et al., 2016), my model achieved a higher level of biological realism, gave unprecedented analytical insights, and generated novel experimental predictions. Finally, I investigated how grid-cell patterns may be affected by excitatory microcircuits in the MEC (Chapter 6). I showed that grids could be inherited across neuronal populations, and that feed-forward and recurrent circuits could amplify the periodicity of grid patterns.

In conclusion, I outlined a theoretical framework explaining the origin, inheritance, and amplification of grid-cell activity. I believe that this thesis contributes to a better understanding of the cellular mechanisms underlying the neural representation of space in the medial entorhinal cortex. Future work in this direction, could possibly unveil the neuronal underpinnings of high-level cognitive functions, such as navigation
7.2. Experimental predictions

Here, I summarize the main experimental predictions of the present work (see also discussion in Chapters 5 and 6).

1. A central result of this thesis is that grids can emerge via a single-cell process driven by Hebbian synaptic plasticity and neuronal adaptation. Therefore, I predict that grids shall be impaired by interfering with synaptic plasticity during development. This prediction is in line with the fact that grid patterns are disrupted in adult animals following knock-out of NMDA receptors in pups (Dagslott et al., 2016; Gil et al., 2018). Future experiments shall characterize the plasticity of entorhinal synapses in young animals, and assess whether this plasticity depends on NMDA receptors.

2. Similarly, grids shall be impaired by interfering with neuronal adaptation during development. For testing this prediction, the biophysical mechanisms underpinning adaptation in the MEC need to be uncovered. To obtain grid scales similar to the ones observed in laboratory experiments (e.g., 30–70 cm), the model requires adaptation-recovery time constants of the order of hundreds of milliseconds. I propose that such slow adaptation currents could be mediated by HCN2–4 channels (Accili et al., 2002). Therefore, knocking out HCN2–4 channels in the MEC, could impair the emergence of grid-cell activity during development.

3. In my model, the grid spacing depended on the adaptation dynamics, the spatial scale of the input tuning, and the average exploration speed of the animal during learning (Chapter 5). Interfering with any of those variables during development shall thus affect grid periodicity during adulthood. Additionally, the model predicts that grids at larger scales shall develop faster than grids at finer scales. Because grid scale is topographically organized in the MEC (Hafting et al., 2005), I suggest that the earliest signatures of grid-cell activity shall be observed in the most ventral entorhinal areas.

4. In Chapter 6, I showed that grids can be inherited across neuronal populations via feed-forward projections, and that their spatial periodicity can be improved in this inheritance process. I thus suggest that regions where grid cells are most abundant could be functionally downstream to regions where only weaker grid tuning is found. Considering the layout of the MEC excitatory circuitry (Fuchs et al., 2016; Winterer et al., 2017), I predict that inactivating either layer II or layer III pyramidal cells shall result in a reduced grid tuning of layer II stellate cells.
7.3. Future work

Finally, I outline a few follow-up projects related to the work of this thesis.

Towards a biophysical model of grid-cell activity. In Chapter 5, I reformulated the model by Kropff and Treves (2008) in a more biologically-plausible setting. Because the Kropff-and-Treves model included an abstract network-level normalization of the neuronal activity (which induced competitive dynamics between the neurons), a first task was to show that grids could still arise via a purely single-cell process. To improve biological realism, I then modeled neural activity, synaptic plasticity, and adaptation dynamics in a spike-based setting. Yet the neuron model I chose (the Poisson neuron) remained rather simple, e.g., it abstracted from the biophysical underpinnings of spike-rate adaptation. This choice was motivated by previous work in our laboratory that has proven difficult to study a complex phenomenon such as grid-pattern formation in a detailed conductance-based neuron (Herding, 2012). I thus opted for a neuron model of intermediate complexity, which on the one hand could give insights on the spiking dynamics, and on the other hand remained analytically tractable. This allowed to derive precise mathematical requirements for grid-pattern formation in a spiking framework (Chapter 5). I believe that such requirements could now constrain more biophysically-detailed models of grid-cell activity. A possible step in this direction is to test whether grids are still obtained using an integrate-and-fire neuron model with adaptation (e.g., Liu and Wang, 2001; Brette and Gerstner, 2005).

Theta modulation and phase precession. Salient temporal features of grid-cell activity are theta-modulation and phase precession, i.e., that within grid fields spikes occur at earlier and earlier phases of the extracellular theta rhythm (Hafting et al., 2005).
Chapter 7. Conclusion

2008; Climer et al., 2013; Jeewajee et al., 2014; Newman and Hasselmo, 2014; Reifenstein et al., 2014). It is to date unclear whether phase phase precession is generated together with spatially-periodic firing—as proposed by oscillatory-interference models (e.g., O’Keefe and Burgess, 2005; Burgess, 2008; Blair et al., 2008)—or rather via a separate mechanism (e.g., Thurley et al., 2013). In the latter case, grid-cell phase precession could be inherited by afferent inputs to the MEC (Jaramillo et al., 2014), e.g., hippocampal place cells (O’Keefe and Recce, 1993) or parasubiculum cells (Ebbesen et al., 2016). In this view, it would be interesting to test whether the inheritance of phase precession is compatible with the grid-cell model described in Chapter 5, and to study how phase precession could affect the formation of grid patterns (D’Albis et al., 2015; Monsalve-Mercado and Leibold, 2017).

Grids and the geometry of the environment. Experimental evidence suggests that grids are affected by the geometry of the enclosure, e.g., they align to the boundaries in quadrangular arenas (Krupic et al., 2015; Stensola et al., 2015), and they are distorted in more complex arena shapes, such as the hairpin maze (Derdikman et al., 2009) or trapezoidal environments (Krupic et al., 2015, 2018, see also Section 3.2). The grid-cell model proposed in this thesis, however, remained too abstract to account for such observations (Chapter 5). In fact, the simulations of Chapter 5 assumed periodic boundary conditions at the edges of the environment. This assumption was needed to demonstrate the basic principle of grid-pattern formation eliminating confounds due to border artefacts. However, because environmental geometry affects grid orientation and symmetry, it would be interesting to extend the grid-cell model presented here to more realistic boundary conditions.

Grids across environments. In the grid-cell model of Chapter 5, pattern formation requires feed-forward inputs that are already spatially tuned. Such a spatial tuning could be generated locally in the MEC or provided by afferent inputs, e.g., hippocampal projections to the deep entorhinal layers or parasubiculum projections to the superficial layers. The underlying idea is that allocentric representations of space (e.g., place fields) could emerge prior to grid-cell tuning (Wills et al., 2010; Langston et al., 2010) by integrating egocentric sensory cues (Hartley et al., 2000; Strösslin et al., 2005; Franzius et al., 2007). Yet, because hippocampal place cells and entorhinal (non-grid) spatial cells remap across environments (Leutgeb et al., 2005; Diehl et al., 2017), grids would have to be re-learned in each novel environment anew (note that little is known about remapping in parasubiculum instead). My grid-cell model, however, requires extensive spatial exploration for learning, which contrasts to the rapid emergence of grids in novel enclosures
(Hafting et al., 2005). This problem could be solved by considering spatial inputs that are invariant to environmental context (e.g., border cells)—a possibility that needs to be tested thoroughly. Furthermore, co-modular grids undergo coherent remapping across environments, i.e., their relative spatial phases are preserved up to a common rotation (Fyhn et al., 2007; Yoon et al., 2013). Such a coherent transformation could stem from a structured recurrent connectivity akin to the one emerging in the simulations of Chapter 6 (Section 6.3). It would be thus interesting to study how feed-forward and recurrent inputs interact to generate coherent representations across environments (see also Si et al., 2012, for a similar approach).

Learning associations with self-motion cues. In Chapter 6, I showed that structured recurrent connectivity could self-organize from weakly grid-tuned inputs. I also proposed that such recurrent connections could sustain grid-like firing when the feed-forward tuning is temporarily lost, i.e., in the absence of strong or familiar sensory input. For this to happen, synaptic connections between the grid-cell network and inputs carrying self-motion signals (e.g., speed and head-direction cells) need to be learned. Self-motion inputs shall have asymmetric projections to the grid cells such that the network activity is updated coherently with the animal’s movements (see Section 6.3.3, Figure 6.5 for further details). Additionally, and critically for the framework suggested in this thesis, self-motion integration shall match the spatial tuning of the feed-forward inputs, i.e., spatial (feed-forward) and self-motion (recurrent) signals shall always be aligned during exploration (contrast to Widloski and Fiete, 2014). Previous theoretical work has shown that networks integrating velocity inputs could develop in a Hebbian framework (Stringer et al., 2002b,a; Widloski and Fiete, 2014), yet it remains unclear whether an alignment between spatial and self-motion cues could also be learned in the same setting.
Chapter 8

Outlook

I want to end this thesis by addressing open questions on the functional role of grid-cell activity in animal behavior. In particular, I would like to discuss how grid cells may contribute to spatial navigation (Section 8.1), spatial memory (Section 8.2), and abstract cognition (Section 8.3).

8.1. Grid cells and spatial navigation

Since its discovery, grid-cell activity has been regarded as a neural representation of space guiding animals to navigate in their environment. In 2014, John O’Keefe and Edvard and May-Britt Moser were awarded the Nobel Prize in Physiology or Medicine for the discovery of “a comprehensive positioning system, an inner GPS, in the brain that makes it possible to orient ourselves in space.” The discovery of place and grid cells was certainly a major breakthrough in systems neuroscience, but the role of these cells in spatial cognition and navigation is far from being understood. Remarkably, most of place- and grid-cell data has been collected in contexts with minimal navigational demands, such as foraging in small featureless arenas, or running on straight linear tracks. By contrast, navigation in natural environments is a highly demanding task, which requires multiple sensory cues, cognitive strategies, and brain circuits.

8.1.1. How do animals navigate?

At the behavioral level, animal navigation has fascinated ethologists since the 19th century (e.g., Wallace, 1873; Darwin, 1873; Murphy, 1873). By studying the displacement of mostly non-mammalian species (e.g., ants, honeybees, migratory birds, and sea turtles) over large spatial scales (from tens of meters to kilometers), ethologist constructed a taxonomy of navigational strategies at different levels of cognitive demand (e.g., Gallistel, 1990; Alerstam and Hedenström, 1998; Wallraff, 2005; Eichenbaum, 2017). Such strategies include random search (locomotion and goal recognition), bea
(orientation through observable distal cues or landmarks), *praxis* (navigation via stereotyped internally-guided movements), *route following* (guidance through familiar routes), and *survey* (navigation based on an internalized mental map of the environment). The latter, survey navigation, is the most sophisticated strategy but also the most flexible. By embedding known places and their relations in a common reference frame, the animal constructs a *cognitive map* of the environment that allows to plan novel routes in familiar spaces.

8.1.2. The cognitive map theory

The cognitive map theory was formulated by the psychologist Edward Tolman on the basis of behavioral experiments in rodents (Tolman, 1948), and it was later revived by John O’Keefe and Lynn Nadel after the discovery of place cells in the rat hippocampus (O’Keefe and Nadel, 1978). In their famous treatise, O’Keefe and Nadel (1978) reviewed an impressive number of studies relating hippocampal activity to spatial cognition, and proposed that hippocampal place cells were the neuronal instantiation of the cognitive map theorized by Tolman thirty years before. Today, not only place cells, but also grid, border, and head-direction cells are believed to support spatial navigation in mammals by creating a Tolmanian mental map of the environment.

The cognitive map theory posits the need to combine self-motion and landmark-based sensory cues to perform self-triangulation. Yet the grid-cell literature has often downplayed landmark-based navigation in favor to orientation strategies purely based on self-motion inputs—also termed *path integration* or *dead reckoning* (Moser et al., 2017). In the following, I shall briefly review current empirical knowledge on path integration, and argue that mammals such as rats or humans (where grid cells are found) are unlikely to use path integration as a primary orientation strategy.

8.1.3. Path integration

Navigation via path integration has been studied mostly in relation to *homing*, i.e. the ability of some animals to return to their nest after a tortuous outbound journey. An excellent path integrator is the desert ant, *Cataglyphis fortis*, a solitary forager that after hunting for hundreds of meters in a featureless terrain returns directly to its nest with an approximately straight trajectory. Experimental evidence suggests that during an outbound journey, the animal continuously integrates angles steered and distance traveled in a mean displacement vector that is then used for homing (Müller and Wehner, 1988). Steering angles are measured using skylight information (mainly light-polarization patterns, Wehner, 1976) whereas linear displacement is deduced from optic flow (Ronacher and Wehner, 1995) and kinesthetic signals (i.e., by counting steps, Wittlinger et al., 2006). However, even a champion of path integration such as the
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desert ant switches to landmark-based navigation when familiar places are encountered (Collett et al., 1992), and follows external signals when internal and external cues are put in conflict by the experimenter (Collett et al., 1998).

These results suggest that mammals such as rodents or humans, who live in highly cue-rich environments, predominantly employ landmark-based strategies for orientation—possibly falling back to path integration only when external cues are temporarily unavailable. In fact, when tested in a laboratory setting, mammals such as hamsters, rats, dogs, and humans show surprisingly poor path-integration capabilities (Etienne et al., 1996; Loomis et al., 1993; Kim et al., 2013; Gil et al., 2018; Stangl et al., 2018; Tennant et al., 2018). Remarkably, mice cannot rely on path integration for distances longer than 2 m (Tennant et al., 2018), and blind or blindfolded humans make distance-estimation errors of the order of 10% when walking on straight lines for 2–10 m (Loomis et al., 1993).

Yet a prominent view in the field is that mammals navigate through path integration and that path integration is supported by grid-cell activity (Moser et al., 2017). A link between grid cells and path integration was suggested by early studies in which grid fields persisted during open-field foraging in the dark—indicating that grid patterns could be generated by self-motion cues only (Hafting et al., 2005). Yet grids are strongly influenced by environmental cues (e.g., Barry et al., 2007; Krupic et al., 2015, 2018; Wernle et al., 2018), and they fall apart in the dark when olfactory and somatosensory cues are removed (Chen et al., 2016; Pérez-Escobar et al., 2016, see also Section 3.2).

Gil et al. (2018) recently sought to determine the link between grid-cell activity and path integration in a more direct manner. The authors showed that ablating NMDA receptors in the retro-hippocampal region of young mice disrupts both grid-cell activity and path-integration performances in the adulthood. By contrast, head-direction, border, and place-cell selectivity remained largely unaffected by the intervention. This study demonstrated that NMDA receptors are required for the ontogenetic development of grid patterns, and that grids cells can support path integration for brief excursions.

An involvement of grid-cell activity in path integration is further supported by a recent study by Tennant et al. (2018). The authors devised an experimental paradigm to disentangle beaconing (cue-based navigation) from path-integration strategies in rodents. Mice were trained to stop at a defined location on a virtual linear track to receive rewards. In a fraction of the trials, the reward zone was clearly marked by visual cues (beaconed trials), whereas in the remaining trials no visual information was present at the reward zone (non-beaconed trials to probe path integration). Mice could learn the task in both scenarios, but in non-beaconed trials learning performances steeply dropped with distance, i.e., reward locations at 2–5 m from the starting position were correctly identified in less than ∼25% of the trials. By manipulating the motor-
visual gain of the virtual-reality system, the authors deduced that path integration was mainly driven by motor cues (e.g., proprioceptive feedback of motor-afferent copies) rather than optic flow. Finally, inactivation of stellate cells in MEC layer II (putative grid cells) led to substantial learning deficits in the same task, particularly for non-beaconed trials (Tennant et al., 2018).

The studies by Gil et al. (2018) and Tennant et al. (2018) indicate that grid cells contribute to self-location and spatial learning in rodents, but also suggest that the same animals cannot reliably use path integration for ethologically-relevant distances. Finally, I want to stress that even though grid cells may support path-integration strategies in mammals, there is no reason to think that grid patterns themselves are generated via self-motion inputs—as proposed by CAN models for example (McNaughton et al., 2006).

8.1.4. Possible uses of grid-cell activity for navigation

From a theoretical point of view, grid-cell activity could provide two pieces of information to the animal: its current position in the environment, and its distance relative to a reference point or goal location (e.g., Fiete et al., 2008b; Sreenivasan and Fiete, 2011; Erdem and Hasselmo, 2012; Kubie and Fenton, 2012; Mathis et al., 2012a,b; Stemmler et al., 2015; Wei et al., 2015; Bush et al., 2015); see also (Herz et al., 2017) for a recent review.

Stemmler et al. (2015) suggested a biologically-plausible mechanism to infer animal location from the activity of a population of grid cells. Their method is based on the computation of population vectors—an approach that was initially used to decode movement direction in motor cortex (Georgopoulos et al., 1986); see (Pouget et al., 2000) for a review. The model assumes that a downstream neuron (the decoder) receives convergent input from a population of grid cells with different spatial scales and phase offsets. With these inputs, a rough estimate of the animal location is first obtained by weighting the activity of grid cells at the largest scale with their corresponding spatial phase. Such estimate, however, is inherently ambiguous owing to the periodicity of the input tuning. To solve this problem, population vectors are computed from grids at increasingly smaller scales, which are then combined to obtain a precise position estimate at the output (Stemmler et al., 2015). Because population-vector coding requires several grids at each scale, the model inherently predicts the existence of discrete functional modules—which are indeed found experimentally (Stensola et al., 2012). Additionally, the model predicts an optimal scale ratio of 1.5, which is in agreement with empirical data (Stensola et al., 2012; Krupic et al., 2015); see also (Wei et al., 2015) for a similar prediction using different methods.

This work demonstrates that grid-cell activity could be used for self-location. But
why should the brain represent space—a linear quantity—in periodic coordinates? Theoretical studies show that periodic multi-scale representations of space vastly outperform their unimodal counterparts, i.e., the range of distances that can be coded by a population of grid cells increases exponentially with the number of neurons $N$, whereas distances coded by place cells scale only linearly with $N$ (Sreenivasan and Fiete, 2011); see also (Mathis et al., 2012a,b) for complementary calculations on spatial resolution. Remarkably, a handful of grid modules with spacings ranging from tens of centimeters to a few meters (Stensola et al., 2012) could theoretically code distances up to several kilometers (Fiete et al., 2008a; Stemmler et al., 2015)—distances that are behaviorally relevant for wild rats (Taylor, 1978). By contrast, a similar spatial coverage cannot be obtained with place-field sizes typically measured in laboratory experiments. Yet the spatial range of a place code could be extended with wider firing fields or multiple firing locations per cell (Geva-Sagiv et al., 2015), both of which have been indeed observed in large environments (Kjelstrup et al., 2008; Rich et al., 2014; Eliav et al., 2017).

Finally, it was proposed that grid cells could guide animals towards goal locations via vector-based strategies (Bush et al., 2015; Stemmler et al., 2015). Interestingly, vectorial representations of goals have been experimentally found in the bat (Sarel et al., 2017), where grid cells are also found (Yartsev et al., 2011). Vector-based navigation requires computing translation vectors between two arbitrary locations—a problem which is inverse to that of path integration, i.e., the estimation of current location based on displacement vectors. Bush et al. (2015) proposed an algorithm to compute translation vectors from grid-cell activity and suggested multiple network architectures that could implement this algorithm. Along the same lines, Stemmler et al. (2015) devised a method to compute goal locations within the same population-coding scheme they propose for self-location. Both approaches, however, remain at a rather abstract level of description, and it is to date unclear whether such algorithms are actually implemented in the brain.

In summary, both experimental and theoretical studies suggest a role of grid cells in spatial orientation. A major challenge for future research will be to determine whether (and how) mammals use grid-cell activity to solve complex navigational tasks in their natural environment.

### 8.2. Grid cells and spatial memory

Since the case of the amnesic patient H.M., more than 70 years of clinical, behavioral, and physiological research pointed at the hippocampus and the entorhinal cortex as critical brain regions for the encoding and consolidation of episodic memories (Squire, 1992; Nadel and Moscovitch, 1997; Eichenbaum, 2000; Roy and Tonegawa,
However, it is still unknown how place and grid cells contribute to memory processes.

In the last years, optogenetic manipulations in rodents have demonstrated a causal link between hippocampal place-cell activity and the formation of memories with a spatial context (see e.g., Roy and Tonegawa, 2017, for a review). Furthermore, the phenomenon of hippocampal ‘replay’ (i.e., the offline reactivation of assembly sequences related to spatial experiences) suggests an involvement of place cells in systems memory consolidation, i.e., the transfer of memories from the hippocampus to the neocortex for a more permanent storage (see e.g., Ólafsdóttir et al., 2018, for a review).

Much less is known, however, about the role of grid-cell activity in spatial memory. Two recent studies have shown that grid cells—like place cells—replay previously experienced trajectories during rest (Ólafsdóttir et al., 2016; O’Neill et al., 2017). Ólafsdóttir et al. (2016) found a coordinated replay between hippocampal place cells in CA1 and grid cells in the deep entorhinal layers, whereas O’Neill et al. (2017) found that grid cells in the superficial layers replay independently from the hippocampus. Although these studies suggest an involvement of grid-cell activity in spatial memory, a causal link between the two has not been found yet.

### 8.3. Grid cells beyond physical space

Grid cells have been largely studied in relation to animal location in physical space, but periodic representations are found in non-spatial contexts too. For example in rodents, grid cells represent distances in both space and in time (Kraus et al., 2015), and cells with periodic firing fields during locomotion often display multiple receptive fields in acoustic space (Aronov et al., 2017). In primates, entorhinal neurons show periodic tuning as a function of gaze location (Killian et al., 2012; Meister and Buffalo, 2018; Julian et al., 2018; Nau et al., 2018) and locus of attention (Wilming et al., 2018). In humans, grid signals are observed during both virtual navigation (Doeller et al., 2010; Jacobs et al., 2013) and imagined navigation of the same paths (Bellmund et al., 2016; Horner et al., 2016), suggesting a role of grid-cell activity in trajectory planning and decision making. Finally, grid codes have been found to underlie abstract navigation in two-dimensional conceptual spaces (Constantinescu et al., 2016).

Altogether these studies indicate that grid patterns may represent behavioral variables that go far beyond the spatial domain. Therefore, the study of grid-cell activity has provided us with a unique opportunity to understand high-level computation in the cortex. It will be exciting to see whether this line of research could give us further mechanistic insights into complex brain functions such as navigation, memory, decision making, and abstract cognition.
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