In this corpus-based sociolectometric study, we quantify the (lexical) difference between language varieties by aggregating a large number of lexical alternation variables with a technique that prevents variable-level details from being obscured by the aggregation step. This study consists of two parts: (a) finding an abundance of lexical alternation variables, and (b) carefully aggregating variables to find lectal patterns and to investigate the individual behavior of the variables. For step (a), we will fall back on a pre-made list of lexical alternation variables (Martin 2005). In the broader frame of this study, the lexical alternation variables are automatically generated on the basis of the similarity measures of semantic Vector Space Models (Turney & Pantel 2010; Peirsman et al. 2010). This aspect of the study will receive less attention in this paper, in which we focus on the aggregation procedure of step (b).

An inherent problem of aggregation techniques, as used in dialectometry (Goebl 1982; Nerbonne 2006) and sociolectometry, is that information of the individual variables is obscured or lost. This seems to be the price to pay for being able to make general claims, based on large amounts of data. Although a common metaphor is that the dialectometricist wants to see THE FOREST FOR THE TREES (see e.g. Szmrecsanyi, to appear), the loss of the “trees” (i.e. the linguistic variables) is problematic for our current purpose. We want to link the lectal patterns back to (types of) linguistic variables. Previous studies from both dialectometry and sociolectometry relied on manual scrutiny of complex in-between steps (Geeraerts et al. 1999; Soares da Silva 2010) or statistical comparison of aggregation solutions (Spruit et al. 2009) for assessing this link. The current study now proposes an aggregation method that grants more transparent access to the behavior of the individual variables.

Methodology

The cornerstone of the proposed method lies in the application of Weighted Multidimensional Scaling (WMDS, also referred to as “Individual Differences Multidimension Scaling”, see Cox & Cox (2001)). Traditionally, all variables are aggregated into one distance matrix that averages the behavior of every individual variable in each lect. Then, a dimension reduction technique takes this single distance matrix and identifies a coordinate for every lect on the retrieved dimensions, allowing for direct visualizations (Speelman et al. 2003) or further analysis (Szmrecsanyi 2011). WMDS, on the other hand, has no (theoretical) restrictions on the amount of distance
matrices that can be used. As a consequence, we are not forced to aggregate all variables into one distance matrix — exactly this caused the loss of information at the variable level in a traditional approach — and we can create a distance matrix for every single variable (or for pre-defined subgroups of variables). Using multiple distance matrices in a lectometric study is not new (see e.g. Spruit et al. 2009, mentioned above); the application of WMDS in a sociolectometric study, however, is innovative.

The outcome of a WMDS analysis consists of two parts. On the one hand, a single reduced space is returned, which is very similar to a typical MDS solution. Therefore, the WMDS approach is compatible with existing methodologies. On the other hand, WMDS also returns a weight configuration space, which gives information on the importance (weight) of every single input distance matrix for every dimension. This weighting coefficient is thus the key to an interpretation of the behavior of the variables.

**Results and conclusions**

In order to show the application of WMDS, we set out to verify the classification of “typical Belgian Dutch words” in the “Referentielijst Belgisch Nederlands” (Reference List Belgian Dutch, RBBN), described in Martin (2005). For a quick overview of the Dutch situation, see Section 4.1 of Geeraerts (2003). The verification here will be based on a very large corpus that combines spontaneous conversations, Usenet posts, popular and quality newspaper articles and official government announcements from both Belgium and The Netherlands. The incorporation of registers in this regionally patterned corpus will allow us to see the multivariate strength of a WMDS-based sociolectometric study.

The RBBN classified more than 4000 Belgian Dutch words manually into categories. Here, we will focus on the categories “colloquialisms” and “unique variants”. If we perform a traditional sociolectometric study (cf. Speelman et al. 2003), we see that texts in our corpus are divided in two dimensions on the basis of a strong regional difference and a slightly weaker register difference. From these results, one might assume that the “unique variants” and the “colloquialisms” are together responsible for the regional dispersion, but that the “colloquialisms” alone cause the register dimension. This assumption — which is basically the assumption that the categorization in the RBBN is accurate — can now be tested with WMDS.

In the WMDS approach, every variable on the RBBN (a combination of a Belgian Dutch word and its Netherlandic Dutch counterpart, hence a lexical alternation variable) is used to create its own distance matrix. These matrices are the input for the actual WMDS calculation. The first part of the WMDS outcome, the single, reduced space, shows the region and register variation on separate dimensions, just like the traditional approach. From the weight configuration space, however, we can see which variables “have more weight” on each of these dimension. It appears that the RBBN classification in “colloquialisms” and “unique variants” is distinctly related to the register and regional dimensions, yet not in a categorical fashion. From this, we conclude that the WMDS approach adds transparency and interpretability to a sociolectometric study. The comparison of the weight configuration space with the manual RBBN categorization adds trust in the accuracy of the methodology.
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