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Tag der mündlichen Prüfung: 11 Dezember 2019



Kurzzusammenfassung

In dieser Arbeit untersuchen wir ultradünne (In,Ga)N Quantentöpfe, die mittels Molekular-
strahlepitaxie in Form von kurzperiodischen Übergittern auf (0001) GaN abgeschieden wurden.
Wir charakterisieren dieser Heterostrukturen mit verschiedenen strukturellen und optischen Me-
thoden: Dazu gehören die hochauflösende Transmissionselektronenmikroskopie (HRTEM), die
Rastertransmissionselektronenmikroskopie (STEM), Röntgenbeugung (XRD) und die hoch-
energetischer Refeflexionselektronenbeugung an Oberflächen (RHEED) sowie die Photolumi-
neszenz (PL) und die Kathodolumineszenz. Wir fokussieren uns dabei auf die Quantifizierung
des Indiumgehaltes solcher ultradünner Schichten, sowie auf die Thermodynamik und Kinetik
des Indiumeinbaus. Auf Grundlage dieser Daten diskutieren wir grundlegende optische Eigen-
schaften dieser Übergitter. Die wichtigsten Ergebnisse unserer Untersuchungen sind:

1. Die quantitative Kompositionsanalyse von kurzperiodischen Übergittern mit ultradünnem
(In,Ga)N Quantentöpfen ist am genauesten auf der Grundlage der Verzerrungsanalyse
mittels “Peakfinding” von Abbildungen aus der aberrationskorrigierten hochauflösende
Transmissionselektronenmikroskopie (HRTEM). Hochauflösenden Röntgenbeungung
und STEM Z-Kontrast, die in der Regel für solche Analysen einegsetzt werden haben
jeweils ihre eigenen Begrenzungen und reichen nicht an die Genauigkeit der HRTEM
basierten Methoden heran.

2. Der Indiumeinbau in GaN unter Exposition von In und N-Fluss ist selbst-begrenzend auf
eine Zusammensetzung von 25% und eine Schichtdicke von einer Monolage. Die Va-
riation der Wachstumsbedingungen über einen weiten Bereich von III-V-Verhältnissen,
Wachstumstemperaturen und Depositionszeiten führen weder zu iener Höhuing des Indi-
umgehalt noch zu einer Erhöhung derSchichtdicke über diese Werte hinaus.

3. Diese Selbstbegrenzung ist im Ergebnis einer seits auf die Unterschiede in der Bildungs-
enthalpie von InN und GaN und andererseits auf die hohe Gitterfehlanpassung des Sys-
tems zurückzuführen. Das Wachstum von (In,Ga)N mit hohem In-Gehalt erfordert ein
hohes chemisches Potential des Stickstoffs. Unter diesen Bedingungen bildet sich eine
2×2-Stickstoff-Ad-Atomrekonstruktion auf der Oberfläche aus. Die an das N-Adatom
gebundenen Ga-Atome sind 4-fach koordiniert. Basierend auf DFT-Berechnungen schla-
gen wir ein Modell vor, In dem In Atome einen Teil dier 4-fach koordinierten Ga-
Oberflächenatome ersetzen . Durch die verzerrungsbedingte Abstoßung wird nur jeweils
eines der 4 -fach koordinierten Plätzebesetzt. Gleichzeitig bevorzugen Ga-Atome 3-fach
koordinierte Stellen, da sie dort re-hybridisieren und Bindungsnergie gewinnen. Die re-
sultierende (2»3×2»3)R30° Oberflächenrekonstruktion ist die niedrigste Energiekonfigu-
ration. Die maximale Indiumkonzentration von 25% ist durch die N-Adatombedeckung
von 25% gegeben.

4. Aufgrund dass, in unseren polaren In0.25Ga0.75N Übergitter, Polarisationsfelder, Dicken-
fluktuationen oder Kompositionsschwankungen keine wesentliche Rolle spielen, stellen
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sie ein ideales Modellsystem für optische Rekombinationsprozesse in (In,Ga)N Legie-
rungen und Quantentöpfen da. Durch die Änderung der Barrierendicke kann die Loka-
lisation der Lochwellenfunktion in diesen Strukturen gezielt manipuliert werden. Da-
durch erhalten wir einen Einblick in die Rolle des Einschlusses der Lochwellenfunk-
tion (In,Ga)N-Legierungen und von Quantentöpfe allgemein. Unsere optischen Studien
in Kombination mit DFT-Berechnungen zeigen, dass der Rekombinationsprozess durch
den Einschluss der Lochwellenfunktion in den Monoschichten gesteuert wird, während
die Elektronenwellenfunktion delokalisiert ist. Mit abnehmender Barrieredicke kommt
es zur Delokalisierung der Lochwellenfunktion und zu nichtstrahlende Rekombinations-
prozesse in den Barrieren. Wir zeigen, dass unsere Übergitter Phänomene zeigen, wie
sie in konventionellen QWs oder Bulk-Legierungen beobachtet werden, z.B. einen nicht-
exponentiellen Abfall der PL-Intensität, die spektrale Abhängigkeit der PL Lebensdauer
und eine S-förmige Temperaturabhängigkeit des Emissionspeaks: Diese lassen sich durch
das Zusammenspiel von Ladunsgträgerlokalisation und nicht-strahliger Rekombination
erklären. Wir zeigen auch, dass wir bei der Abscheidung fraktionaler Monolagen lateral
begrenzte Quantenscheiben beobachten, deren Emissionen eine Linienbreite geringer als
im 1 meV haben. Durch die Erhöhung ders Bedeckungsgardes verschmelzen diese Linien
zu einem breiten Spektrum, das dem von konventionellen Legierungen gleicht.
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Abstract

In this work we investigate ultra-thin (In,Ga)N quantum wells (QWs) grown on (0001) GaN by
molecular beam epitaxy in the form of short-period superlattices. We perform a comprehensive
study of these heterostructures by means of various structural and optical methods: high resol-
ution transmission electron microscopy (HRTEM), scanning transmission electron microscopy
(STEM), x-ray diffraction (XRD) and reflection high-energy electron diffraction, as well as
photoluminescence (PL) and cathodoluminescence. We focus on the quantification of indium
incorporation and by employing these data study basic optical properties of these superlattices.
The main results of our investigations are:

1. Quantitative compositional analysis of short period superlattices with ultra-thin (In,Ga)N
QWs is most accurate based on strain analysis from unit cell maps obtained by aberration
corrected HRTEM. XRD and STEM, usually employed for quantitative analysis, each
have their own short comings.

2. The indium incorporation into GaN under exposure of In and N flux is self-limited to
a composition of 25% and a layer thickness of one monolayer. Varying growth condi-
tions over a wide range of III-V ratios, growth temperatures and deposition times, do not
increase the indium content or the layer thickness beyond these values.

3. This self-limitation is a result of the differences in formation enthalpy of InN and GaN
and the high lattice mismatch of the system. Growth of InGaN with high In content
requires a high N-chemical potential. Under these conditions, starting from a GaN barrier
a 2×2 nitrogen adatom reconstruction forms. Ga atoms bound to the N adatom are 4-fold
coordinated. Based on DFT calculations we propose a model that implies a substitution
of the 4-fold coordinated Ga surface atoms by incoming indium during the deposition of
the nominally InN QW. Indium atoms favor to occupy 4-fold sites with nitrogen involving
finite amount of N adatoms and undergo nearest-neighbor repulsion. At the same time,
Ga atoms prefer 3-fold coordinated sites as they can re-hybridize and thereby gaining
the energy. The resulting (2»3×2»3)R30° surface reconstruction is the lowest energy
configuration that sets maximum indium concentration to a fundamental limit of 25%
and is stable under various growth regimes.

4. Our polar In0.25Ga0.75N superlattices serve as model system for recombination process in
(In,Ga)N since their recombination is not suffering from polarization fields, well-width
or high compositional fluctuations. By changing the barrier width we can intentionally
change the localization of the hole wavefunction in these structures and thus get insight
into the role of hole confinement in (In,Ga)N alloys and of QWs in general. Our optical
studies combined with DFT calculations show that the recombination process is governed
by the confinement of the hole wavefunction in the monolayers, while the electron wave
function is delocalized. With decreasing barrier thickness the hole wavefunction gets
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eventually delocalized and non-radiative recombination in the barriers becomes crucial.
We reveal that our superlattices show common phenomena observed in conventional QWs
or bulk alloys like a non-exponential decay of the PL intensity, spectral dependence of
the decay time and S-shape temperature dependence of the emission peaks which can
be explained by the interplay of carrier localization and non-radiative recombination. We
show also that in case of deposition of fractional monolayers we observe laterally confined
quantum discs that exhibit sub meV emission line widths. By increasing the coverage,
these lines merge into broad spectra observed in conventional alloys.
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1. Introduction and motivation

Light emitting diodes (LED) in the blue spectral range today are almost exclusively based
on (In,Ga)N heterostructures grown on foreign substrates such as sapphire, silicon carbide
or silicon. [1–4]. Despite an enormous amount of threading dislocations found in GaN het-
erostructures (for instance, ∼1010 cm-2 presented in [5]), these devices are characterized by
a high thermal stability, long lifetime and impressive efficiency, e.g. external quantum effi-
ciency (EQE)1 up to ˜84% was reported [6, 7]. This is in strong contrast to classical III-V
based light emitters, for instance, GaAs, were dislocation densities that are several orders in
magnitude lower (∼ 103 cm-2 [8]) make the device ineffective. While the exact reason for
the high efficiency of the (In,Ga)N structures despite high dislocation densities is still under
debate, most researchers today agree that carrier localization in the alloy may explain this phe-
nomenon. The success in realization of (In,Ga)N-based blue emitters encouraged researchers to
push (In,Ga)N emission towards the green and red part of the spectrum, the ultimate goal being
to substitute the common, but highly thermal sensitive [9], AlInGaP light sources used for red
emission [3, 10, 11].

While the big difference in band gaps between InN (∼ 0.7 eV [12]) and GaN (3.51 eV [13])
in principle provides the opportunity to tune the wavelength of InxGa1-xN ternary alloys over
a wide range from the ultraviolet (350 nm) to the infrared (1.8 µm) by growing structures with
appropriate In mole fraction is challenging to cover the theoretically predicted band in practice.
A so-called green gap problem of the (In,Ga)N-based LEDs, i.e. a severe decrease of the internal
quantum efficiency (IQE) 2 from 95% at 400 nm to 45% at 550 nm emission wavelength [14],
still cannot be solved. Several reason have been discussed to explain this experimental finding
[15–17]. Polar (0001) (In,Ga)N QWs widely used as an active zone for LEDs suffer from
strong polarization fields that are in part responsible for the low quantum efficiencies [18, 19].
Structural properties are expected to degrade with increasing In composition due to the low
growth temperature required for incorporation of high amounts of In. Due to the high lattice
mismatch (∼11%) between InN and GaN plastic relaxation, i.e. a transition to three dimensional
growth and strong alloy fluctuations were reported [14, 20] that at higher In contents may be
followed by plastic relaxation, i.e formation of misfit dislocations [21]. In addition, a large
miscibility gap for the growth of (In,Ga)N compounds at the growth temperatures [22] suggests
phase separation of the constituents [23–25] instead of formation a homogeneous alloy.

To overcome the aforementioned obstacles, (In,Ga)N digital alloys with thicknesses as small
as 1 monolayer (ML) can be employed. Digital alloying as an effective tool for band gap en-
gineering that allows to adapt optical and electrical properties of the final structure. Previously,
a periodical stacking of thin layers in the form of a superlattice structure have been extensively
studied for arsenides, e.g. (In,Ga)As/GaAs heterostructures [26–28]. It was found that incor-
poration of ∼1ML InAs into the GaAs matrix considerably changes the properties of the host

1EQE of an LED is defined as the ratio of the emitted photons to the amount of electrons passing through the
device.

2IQE of an LED is the ratio of all electron-hole radiative recombinations in the active region.
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1. Introduction and motivation

material, for instance, higher luminescence efficiencies [28] were reported.
Fabrication of such fine structures became possible with the development of the molecular

beam epitaxy (MBE) that allows to control precisely composition and thickness of ternary (or
quaternary) compounds at the atomic level. Although, several research groups are focusing on
the improvement of the GaN and (In,Ga)N QWs, especially due to their technological import-
ance [29–32], less effort has been spent on the investigation of (In,Ga)N/GaN digital alloys.
After the first publication on realization of InN/GaN superlattices by Yoshikawa et al [33],
this topic gained more attention in the III-nitride community. Indeed, ultra-thin (In,Ga)N al-
loys coherently grown on GaN are not suffering from dislocation formation [34, 35] and, at the
same time, weaker polarization fields are expected [36]. Theoretical calculations have shown
that variation of the periodicity of digital alloys should allow to change the band gap up to its
transition to the metallic state [37] or to reach 99% overlap of electron-hole wavefunctions that
should rise the radiative efficiency [38]. First-principle calculations of Miao et al. demonstrated
that by variation of indium content in the coherent (In,Ga)N ML on GaN the available values of
band gaps vary from 3.4 eV to 1.97 eV for pure InN monolayer [39]. This is higher in energy
than the band gap of bulk InN (due to quantum confinement in the monolayer) but is still low
enough to cover the red part of the spectrum. Despite such promising predictions by theory,
the experimental data on the emission peak energies of the ML-thick (In,Ga)N alloys grown
under different regimes were found only 300-500 meV below the band-to-band transition of
GaN ( [40–46]). In Table 1.1 we summarize the data on optical emission of the nominally InN
MLs grown under different conditions published in literature.

Growth
method

Growth
conditions

Quantification
method

In
content

Emission Reference

MBE 650 °C
XRD,

non-quantitative
TEM

100 %
2.99-3.10

eV

Yoshikawa et
al. [33], Hwang et

al. [44]

MBE 685 °C
non-quantitative

TEM
100 % 3.26 eV Dimakis et al. [42]

MOVPE 730 °C XRD 100 %
3.14-3.18

eV
Lin et al. [47]

MBE 685 °C, In-rich
non-quantitative

STEM
100 %

3.15-3.29
eV

Zhou et al. [41]

MBE 700 °C, In-rich
non-quantitative

TEM
100 % 3.10 eV Pan et al. [45]

MBE 680 °C none 100%
3.30-3.35

eV
Li et al. [43]

MBE
550 °C, slightly

In-rich
quantitative

HRTEM
∼ 33% 3.25 eV Suski et al. [48]

Table 1.1.: Overview of the experimental data on the emission of the nominally grown InN
MLs shown with the corresponding quantification methods used for the estimation
of In concentration found in literature. NA denotes that the growth regime (Me or
N-rich) was not specified.

As can be seen, the emission peaks from the 1 ML-thick QWs have the energies in range
∼ 3.0-3.3 eV that corresponds to the indium content of 20-30% in the alloy according to the
theoretical estimation [39]. Several explanations have been proposed for such a discrepancy,
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1. Introduction and motivation

e.g.: (i) recombination of the carriers (either holes or electrons) from the QW taking place in the
GaN band gap region [39]; (ii) emission of the GaN excitons placed in the QW region [44, 46,
49]; (iii) strong confinement of the energy states high in the QW [42, 45]; (iv) formation of the
ternary alloys, e.g. intermixing of In with Ga in the ML [46,48]. Although, most of the authors
state that 100% of indium in the MLs was achieved, the precision of various methods used for
structural characterization in these works is rather questionable. The first quantitative analysis
of the ML-thick alloys was presented in the work of Suski et al. [48] that suggested indium
content around 33%. To solve these discrepancies in literature, in the current work we will (i)
compare the various methods used to measure In concentration in ultra-thin (In,Ga)N layers,
(ii) analyze the indium incorporation in the polar ultra-thin (In,Ga)N QWs pseudomorphically
grown on GaN and (iii) study basic optical properties of digital alloys based on these structural
data.
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Outline of the thesis

In the next section we give an overview of the (In,Ga)N properties, growth and characterization
techniques. Starting from the brief introduction on basic structural properties of III-nitrides
in 2.1, we continue by describing our main experimental tools used in the work. We start
with MBE employed for the deposition of digital alloys (2.2). Our structural characterization
methods, i.e. TEM, HRTEM and STEM are described in more details in 2.3, as well as re-
flection high-energy electron diffraction (RHEED), X-ray diffraction (XRD) and atomic force
microscopy (AFM). Since, this work aims to present a complete study of digital (In,Ga)N al-
loys, in 2.4 we summarize the background knowledge on recombination in semiconductors, and
present cathodoluminescence (CL) and photoluminescence (PL) measuring techniques for op-
tical investigations. To link directly optical emission and composition, we applied a dedicated
STEM-CL system introduced in 2.3.1.7. Further, in 2.5 we discuss the particularities related
to (In,Ga)N, such as challenges found during the growth by MBE, as well as some optical
issues, i.e. piezoelectric polarization fields and localization phenomena. Theoretical calcula-
tions provided for this work were done by density functional theory (DFT) and continuum k*p
method (2.6.1, 2.6.2).

In 3 we systematically study the In concentration in the monolayers by HRTEM, STEM
and XRD. By comparing these techniques we show that strain analysis based on an aberra-
tion corrected HRTEM imaging yields the most reliable data on Indium composition and the
highest accuracy of all the employed methods (3.3). While absolute quantification by STEM
is hampered by the strong effects of electron channeling that makes the measured composition
highly dependent on the sample thickness 3.4. XRD quantification method falls short because
of the comparatively low In content in the alloy, ambiguities in the thickness of the thin wells
and possible compositional gradients in the barriers 3.5.

Our experimental HRTEM compositional analysis of the standard (In,Ga)N ML coherently
grown on GaN reveals an In composition of 25% (see in 3.3.1), which however, corresponds
to the optical emission obtained for these structures. In 4.2 we investigate if this low In con-
centration in (In,Ga)N ultra-thin QWs is a fundamental limit for In incorporation into coher-
ently strained layers on GaN or merely due to inappropriate growth conditions. In series of
systematic growth experiments we varied ratio between the In and N flux, temperature and de-
position time.Our HRTEM analyses of these series clearly evidences that the found content of
25% is a fundamental limit and that at such composition the alloy is ordered with a specific
(2»3×2»3)R30° surface reconstruction. Combining these results and DFT calculations, we dis-
cuss in 4.4 a model for indium incorporation in the layers grown coherently on GaN(0001) that
successfully explains the observed compositional limit.

The second experimental part is dedicated to the study of optical properties of the the short
period superlattices. We discuss both, vertical and lateral confinement of the ML-thick alloys.
The former is investigated based on a series of samples with GaN barriers changing from 50 to 6
MLs (5.3). Our PL, time-resolved PL and results from the DFT calculations enable us to identify
the hole confinement as a decisive factor influencing optical recombination in (In,Ga)N alloys of
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1. Introduction and motivation

any thickness. We find that holes are strongly localized and their degree of confinement can be
strongly reduced by changing the SL periodicity, whereas electrons always behave like quasi-
free particles. The delocalization of holes substantially changes optical phenomena typically
observed for standard (In,Ga)N QWs, i.e. temperature dependence of the peak emission and
spectral dependence of the decay time. In the last paragraph 5.4.2 by means of STEM-CL
experiments we show that lateral confinement in the (In,Ga)N MLs can be also effectively
manipulated by employing the proper growth conditions.
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2. Theoretical background and

methods

2.1. Basic structural properties of the hexagonal

(In,Ga)N compound

Group III-nitrides crystallize at ambient pressure in two different phases, wurtzite and
zincblende, where the wurtzite phase is the thermodynamical stable one. In this work we study
wurtzite (In,Ga)N alloys. Wurtzites belong to the hexagonal crystal family and the P63mc space
group. Each metal (Me) atom (In or Ga) is bonded to four nitrogen atoms. As a result, a tet-
rahedron formed by four equivalent orbitals (see red area in Fig. 2.1) corresponds to the sp3

hybridization.

Fig. 2.1: Wurtzite atomic structure of polar GaN, for InN it would be the same but with larger
lattice parameters listed in Table 2.1. Large green balls denote Ga atoms and small
gray - N. Thin blue rhombus depicts the primitive hexagonal unit cell.

Material a, Å c, Å c/a u
GaN 3.190 5.189 1.627 0.377
InN 3.540 5.706 1.612 0.380

Table 2.1.: Material constants of GaN and InN taken from [50].

The wurtzite unit cell is formed of the vectors a1 and a2 in the basal plane, where |a1| =
|a2| , a1∧a2 = 120◦, and the c vector that is orthogonal to the former ones. In the ideal wurtzite
structure c/a=

√
8/3= 1.633 and the internal lattice parameter: u= 3/8= 0.375. The internal
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2. Theoretical background and methods

parameter defines the nearest neighbor distance given by uc. The stacking sequence of wurtzite
sublattices are marked as ...AaBbAaBb... , where each sublattice formed by a Me-N pair is is
shifted towards each other by < 1

3 ,
1
3 ,

1
2 >. The primitive hexagonal unit cell contains 4 atoms -

two cations and two anions placed on the atomic positions: (0,0,0) and (2
3 ,

1
3 ,

1
2) for nitrogen,

(0,0, 3
8) and (2

3 ,
1
3 ,

7
8) for Me atoms [51]. In real crystals, c/a and u/c differ from these ideal

values and depend on the peculiarities of the bonding (see Table 2.1). In the wurtzite lattice
the bonding is asymmetric, i.e.the length of the bond oriented in the [0001] direction is higher
than the other ones. Therefore the center of the electron charge is displaced along the [0001]
direction, which gives rise to spontaneous polarization (see 2.5.2.1). The c-axis is a polar axis,
i.e. directions that correspond to the Me-N bonds (nitrogen atom on top of metal), i.e. [0001],
and N-Me, i.e. [0001̄], are not equivalent. In this work we are focusing only on metal polar
structures, i.e. structures grown along the [0001] direction.

According to Table 2.1, the lattice parameters of GaN and InN exhibit a considerably high
lattice mismatch of 11% along a and of 10 % along the c-axis. The lattice parameters of the
InxGa1-xN compound follow to a good approximation a linear dependence according to Ve-
gard’s law [52]:

a(In,Ga)N(x) = aInN(x)x+aGaN(x)(1− x), c(In,Ga)N(x) = cInN(x)x+ cGaN(x)(1− x) (2.1)

where aGaN, aInN and cGaN and CcInN are the a and c equilibrium lattice constants of GaN and
InN respectively, x is the In content of the alloy and a(In,Ga)N and c(In,Ga)N are the equilibrium
lattice constants of the (In,Ga)N alloy with an In content x. Experimental data found literature
reveal the validity of the Vegard’s law for (In,Ga)N alloys and epilayers (see for instance, [6,
53, 54]).

2.2. Growth by molecular beam epitaxy

2.2.1. Growth technique

Molecular beam epitaxy (MBE) is the deposition method of a crystalline layer on a substrate
from molecular beams under ultra high vacuum conditions (∼ 10-9 Torr).

7



2. Theoretical background and methods

Fig. 2.2: (a) A principle scheme of the MBE setup. “M Sp” denotes a mass spectrometer and
red squares - heating coils of the effusion cells. (b) Main transport processes occurring
during the MBE growth are: adsorption, desorption (dark gray atom) and diffusion of
atoms that may lead to the (1) 1D step flow and (2) 2D island growth. Small squares
represent the atomic species, i.e. “k” kink atom and “l”ledge atom, green area denotes
substrate and blue - the first successfully deposited monolayer. L is a terrace width for
the given miscut. Red arrow indicates the direction of step flow growth.

Molecular or atomic beams are formed by evaporation of solid or liquid (e.g. Al, Ga, In..)
source materials from an effusion cell by heating (see in Fig. 2.2(a)). An effusion cell is a
crucible with a hole of a diameter much smaller than the mean free path of the evaporated
molecules to prevent collision of the species when leaving the crucible. The flux is controlled
by opening or closing of a shutter. The substrate is mounted on a stage that can be rotated to
improve the uniformity in thickness and composition of the growing layer. At ultra high vacuum
the mean free path of the particles is much larger than the dimensions of the growth chamber.
The incoming molecules impinge, diffuse and interact on the heated substrate surface. The
growth rate in MBE is controlled by the source parameters, i.e. the incoming flux pressure as
controlled by temperature of the cells, and also by the temperature of the substrate. In a closed
system an equilibrium between the solid and gas phases builds up given by the dependence of
the vapor pressure on temperature, T, via:

peq(T )∼ exp(−4H
kBT

) (2.2)

where ΔH - is the evaporation enthalpy, kB- is the Boltzmann constant. Under equilibrium
conditions, the number of molecules that are evaporated from the crucible into the gas phase and
that leave the gas phase and are deposited on the heated substrate is equal [55]. In a Knudsen
effusion cell a thermodynamic equilibrium of the precursor with the gas phase is obtained with
an evaporate pressure peq.

The sticking coefficient of an atom reaching the substrate surface is defined as the ratio
between the adsorbed species to the impinging ones. The Hertz–Knudsen equation describes
the sticking of gas molecules, i.e. particles with mass m, on a surface as:

Fe =
peq√

2πmkBT
(2.3)

Once the atom arrives to the surface it may:

1. be physically adsorbed, i.e. bonded through weak van der Waals forces or chemically via
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2. Theoretical background and methods

an electron exchange bonded to the surface;

2. migrate on the surface with a diffusion length λ =
√

Dτ,where D - is a diffusion coeffi-
cient and τ is the residence time [56];

3. incorporate into the crystal lattice of the substrate, here atoms can stick to a kink site of
a surface step, i.e. follow the step flow growth, or form 2D nucleations on the surface;

4. desorb thermally leaving the substrate surface, i.e. via re-evaporation into the gas phase.

The actual growth of the crystallographically oriented material occurs when impinging atoms
directly arrive or diffuse at the epitaxial sites and are chemically absorbed there.

The growth kinetics is governed by the surface diffusion constant, by adatom incorporation
into the surface and by the molecular dissociation rate. The surface diffusion length is the
distance which an impinging atom travels before it incorporates into an atomic kink site or
forms a stable nucleus with another atoms at the surface. It is given by the diffusion coefficient
of the adatom on the free surface and the density of adatoms on the surface, which is controlled
by the incoming flux of atoms and the desorption rate.

The growth rate in MBE depends on the deposited material and growth conditions but is at
maximum around 1 µm/h, or 1 ML/s. During the deposition, the growth surface and growth
rate can be monitored in situ by reflection high-energy electron diffraction (RHEED) (see more
in (2.3.2)). A mass spectrometer installed in the chamber as shown in Fig. 2.2(a) measures the
desorbed species and thus permits a detailed analysis of the growth kinetics. to perform the
residual gas analysis.

For a more detailed description we refer the reader to text books, e.g [57–59].

2.2.2. Growth regimes

In epitaxial growth three main growth modes are distinguished. If the layer growth is two-
dimensional, monolayer by monolayer, this is called Frank-van der Merwe type of growth.
Here, the free energy of the system1 is reduced after a closed monolayer has formed, i.e. ∆ϕ ≤ 0.
Frank-van-der-Merwe growth may proceed either by nucleation and lateral growth of stable 2D
nuclei until the layer is closed or by attachment of adatoms to atomic ledges or atomic kinks at
surface atomic steps (see l and k atom in Fig. 2.2 (b), correspondingly). The latter atoms are
more stable due to the lower amount of dangling bonds involved in the monolayer formation,
this type of growth is also called step flow. This process is facilitated by the presence of surface
steps induced by a well-defined miscut angle of the substrate. If the surface diffusion length
is smaller than the terrace width (L in Fig. 2.2(b)) adatoms may form two dimensional islands
(2D growth) at the terraces. If the surface diffusion length is larger the step distance, monolayer
steps may interact and form steps that are several monolayer high (step bunching) and, thus,
destabilize the growth surface. Therefore, it is important to adjust the miscut angle, the flux of
the incoming atoms and the substrate temperature appropriately to achieve step-flow growth. In
some cases step-up and step-down diffusion is asymmetric, which may cause step bunching or
meandering giving a potential energy barrier, i.e. Ehrlich-Schwöbel barrier.

In case of heteroepitaxial growth the difference in surface energy between layer and substrate
and the strain induced by the lattice mismatch may cause formation of 3D islands. If the surface

1By free energy of the system we assume the difference between the layer (ϕ layer) and substrate (ϕsubs) free
surface energies and the energy of the layer-substrate interface (ϕ int ): ∆ϕ = ϕ layer +ϕsubs−ϕ int [60].
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energy of the substrate is lower than that of the deposited layer 3D islands form, which is called
Volmer-Weber regime. Here, the system has no gain in free energy, but increases with the
formation of the closed layer, i.e. ∆ϕ ≥ 0. In case the surface energy of the layer is lower than
that of the substrate a thin wetting layer forms and growth after a critical thickness undergoes a
transition to 3D growth (Stranski-Krastanov growth) to relax strain elastically. Which of these
growth modes takes place depends on a subtle balance of surface energy and strain. More
on the growth regimes can be found in the pioneering works by Stranski and Krastanov [61],
Bauer [60]2 and textbooks dedicated to the epitaxial growth, e.g. [58, 59].

2.2.3. Growth scheme of the experimental structures

The samples discussed in this work were grown by C. Cheze in the group of Dr. R. Calarco
at the Paul Drude Insitute (PDI), Berlin, and by P. Wolny, M. Siekacz and M. Sawicka in the
group of Dr. C. Skierbiszewski at the Institute of High Pressure Physics (Unipress), Warsaw.
The samples from PDI were grown in a DCA P600 plasma-assisted MBE system. Solid Ga-
and In effusion cells and a radio frequency plasma source (SVT Associates and Addon) for the
supply of active nitrogen were employed. The growth control was performed in situ via quadru-
pole mass spectroscopy and RHEED that enabled to monitor the balance between desorbed and
incorporated Ga and In species and the formation of surface adlayers, respectively. The tem-
perature of the substrate was measured by a pyrometer. Samples grown in the Institute of High
Pressure Physics were realized in a Gen20A reactor or a Riber-VG90 system with a RFX600
plasma source. The backside of the substrates were coated with molybdenum to improve the
substrate heating. The substrate temperature is monitored by a thermocouple. The values of Ga
and N fluxes were calibrated by in situ laser reflectometry and the growth rate by measuring the
desorption time after the growth of GaN or (In,Ga)N compound.

Fig. 2.3: Standard growth scheme of the nominal InN/GaN superlattice. “HighT” GaN denotes
the growth step of the GaN buffer layer deposited at 800 °C. RHEED1 and RHEED2
mark the time periods when the RHEED data were obtained and shown later in 4.3.2.

All structures discussed in this work were grown either on commercial Me-polar (0001)
GaN/AlN/Al2O3templates from Kyma technologies, Raleigh, USA or on bulk GaN from Saint
Gobain-Lumilog, Valbonne, France grown by hydride vapor phase epitaxy with a dislocation
density of approximately 2×107cm-2. In the case of templates grown on sapphire, the dislo-
cation density lies in the range of ∼ 108-109cm-2 [62]. The substrates had a miscut towards
[1-100] direction to obtain parallel atomic steps [63] with miscut angles not exceeding 1°.

2*published in German
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A thick, ∼100 nm, GaN buffer is deposited at approximately 800 °C on these templates. In
the next step a nominal InN/GaN superlattice is grown consisting of 1 monolayer InN and a GaN
barrier of N monolayers (1<N<50). For the superlattice deposition the growth temperature
is decreased to values suitable for (In,Ga)N growth, i.e. 550 < Tgrowth< 650 °C (see Fig.
2.3). GaN barriers are grown at the same temperature as the nominal InN monolayer but under
slightly Me-rich conditions to prevent dissociation of that layer. After growth of the GaN barrier
the gallium flux was switched off and the nitrogen flux was kept to remove residual metallic
species from the surface, i.e. to “dry the surface”. Then, the InN monolayer is deposited by
switching the indium flux on without Ga exposure. To improve the indium incorporation usually
nitrogen-rich conditions are utilized (see Refs. [63,64] and explanation in the following). After
deposition of “InN”, the structure is immediately overgrown with the GaN barrier, similar as
done by Yoshikawa et al. [65], to avoid desorption of nitrogen. Again a Ga-rich regime is
chosen to obtain sharp QW/barrier interfaces and suppress the incorporation of residual In into
the barrier [66]. The indium excess is desorbed during growth interruption followed by the
next “drying” step with nitrogen. Then, the QW+GaN barrier sequence was repeated as much
periods as intended. The deposition of each period was adopted to the respective growth rate
and III/V ratio discussed in details further.

Previously, it was disputed if indium predisposition is necessary to prevent the fast desorption
of the indium species from the surface at relatively high growth temperatures used for InN
(typically ∼ 450 °C [67]). However, it was found that this procedure did not lead to an increase
of the indium content and as presented in the work of Cheze et al. was measured below 10%
[66].

2.3. Methods of structural investigation

2.3.1. Transmission electron microscopy

2.3.1.1. Scattering of the electron beam

According to the de Broglie’s equation, the wavelength of electrons accelerated by a voltage V
is given by:

λ =
h√

2meV
=

h√
2m0eV

(
1+ eV

2m0c2

) (2.4)

taking into account the relativistic correction, where h is the Planck constant, m is the electron
rest mass, e is the elementary charge of the electron and c is the speed of light.

The electron interacts with matter causing elastic and inelastic scattering. Elastic scatter-
ing may be coherent or incoherent. Coherent elastic scattering is used to resolve the atomic
structure in case of phase contrast imaging; incoherent elastic scattering is used to resolve
the atomic structure in scanning transmission electron microscopy, bypassing phase relations
between neighboring atomic columns [68]. In case of inelastic scattering, electrons loose their
energy by excitation the electronic transitions, e.g. inner shell transitions or transitions from
the valence to the conduction band. This can be measured from the specific loss in energies of
the transmitted electrons (electron energy loss spectroscopy (EELS)), or by the detection of X-
rays (energy dispersive X-ray spectroscopy) or light (cathodoluminescence, see more in (2.4.2))
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using appropriate detectors.
When the incident plane electron wave passes through the periodic potential of a crystalline

solid, the atoms can be considered as a source of spherical waves that superimpose according
to Huygens principle (see Fig. 2.4 (a)). The diffracted spherical waves are in phase if the path
length between them is an integer number of the wavelength, λ. In the latter case the resulting
signal is reinforced in the far field. This condition is well known as Bragg´s law :

2dhklsinθB = nλ (2.5)

where dhkl is the spacing between the diffracting lattice planes and the angle θ, the Bragg
angle.

Fig. 2.4: (a) Bragg scattering shown in real space. Small black circles represent the arrangement
of atoms in the lattice planes in some crystal. Green and black waves are the incident
beams and large circles - the scattered wavefront. In red we depict geometry of the
path-length difference between two waves. (b) Bragg’s law shown in reciprocal space.
O is an origin of the incident vector and G - is the first diffraction spot. Each of the
reciprocal points G correspond to the particular hkl planes in real space. Blue dotted
circle belongs to the Ewald sphere shown in 2D.

The diffraction condition for constructive interference in the reciprocal space is represented
by the relation between the incident and diffracted wave vectors:

kd− ki = g (2.6)

This is the Laue diffraction condition which can be written in real space via the Miller indices
(i.e. integer numbers):

(kd− ki) ·a = h;(kd− ki) ·b = k;(kd− ki) · c = l (2.7)

All the scattered vectors that belong to the surface of the sphere of constant energy, i.e. the
Ewald sphere constructed with the radius 1/λ from the origin O (see Fig. 2.4 (b)), automatically
fulfill the diffraction condition. When the sphere intersects both - the origin and the reciprocal
lattice spot, G, separated by the reciprocal vector g diffraction occurs. For the resulting vector
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we have: g ⊥ (hkl) and |g| = 1
dhkl

. Thus, the diffraction pattern with the ... -2G, -G, O, G, 2G
... spots would be observed only at particular angles θ related to the lattice planes distances.

2.3.1.2. Main principle and set up

A transmission electron microscope essentially consists of (i) an electron source, (ii) a con-
denser that shapes the beam (iii) an objective lens and (iv) a projection system. In our FEI Titan
80-300 microscope a field emission source is used as an electron source, the emitted electrons
are accelerated by high voltage (300 kV for our experiments) and the beam is controlled by the
deflection coils (labeled as DC in Fig. 2.5). The corresponding electron wavelength is 1.97 pm
(Eq. 2.4).

Fig. 2.5: Main parts of the transmission electron microscopy setup. The incident electron plane
wave is depicted by the blue parallel lines that are transformed into the exit object wave
(purple curve) that is modulated by the object lens and magnified at the image plane.

The electrons pass through the condenser consisting in our case of three electromagnetic
lenses forming the spot, i.e. the spot size, brightness and convergence of the beam controlled
by a condenser aperture. The formed parallel beam can be described by the wavefunction of the
plane wave in one direction (z-axis):

ψi = A0 exp[2πi(ki · r)] (2.8)

Here, A0is the amplitude, the wave vector ki captures the direction with the modulus 1/λ.
After interaction with the atomic potential of the sample the electron wave can be presented in
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the form of spherical symmetric wave that for a single scattering event is:

ψd =
ψi f (θ)
|r− r1|

exp[2πi(kd · (r− r1)] (2.9)

The vector r1 is measured from the atomic nucleus, and kd fulfills the diffraction condition Eq.
2.6; f(θ) is the atomic form factor. It is strongly angular dependent and represents the scattering
strength. The resulting scattering wave on the array of atoms, n, exciting the specimen thickness
is a sum of the single scattering events:

ψex(r) = ψi(r)+∑
n

ψin fn(θ)

|r− rn|
exp[2πi(kdn · (r− rn)+ϕn] (2.10)

where ψi- is the transmitted beam through the sample and φnis a phase shift. Eq. 2.10 fol-
lows a kinematic approach, i. e. we consider only single scattering per atom and it is purely
elastic. These scattered wavelets interfere with each other and pass through the electromag-
netic objective lens and an objective aperture. Following Bragg’s law Eq. (2.6) the diffraction
pattern (containing no phase information) is formed in the back focal plane of the objective
system. Here the diffracted waves that contribute to the image formation can be selected by an
appropriate objective aperture. The intensity of the diffraction spot is derived as:

Id = |ψ|2 = (
πh
2ξ

)2, ξ =
πVc cosθB

λ f (θ)
(2.11)

where h is thickness of the specimen. Eq. 2.11 describes an ideal completion of the diffraction
condition Eq. 2.6, i.e. the intensity of the diffraction spot is given only by the reciprocal spots
crossing the Ewald sphere. The extinction length parameter, ξ, is derived via the structure factor,
f(θ), and volume of the unit cell Vc. It is a material constant for the given Bragg angle and
excitation voltage, i.e. wavelength of the beam. The extinction length is inverse proportional to
the atomic weight [69]. Physically, it describes the attenuation of the electron wavefunction by
1/e inside the crystal with depth - similar to optical absorption.

In general, the residual intensity from the reciprocal spots not perfectly lying on the intersec-
tion with the Ewald sphere can be taken into account. A shift from the equilibrium positions on
the sphere is given by the deviation parameter, s:

Id(s̄,h) = |ψ|2 = (
π

ξ
)2 sin2(πh|s̄|)

(π|s̄|)2 (2.12)

The dynamic approach assumes multiple scattering of the electron wave passing through the
periodic potential of the crystal. Description of the wavefunctions in this case is more com-
plex, i.e. introducing the transmitted and diffracted beams as coupled. Here, the amplitude of
the beam is modulated and attenuated by the absorption during their travel through the speci-
men which affects the Bragg condition [70]. Interaction between the transmitted and diffracted
beams that interfere with each other can be described via the so-called Pendellösung oscillations
depending on the specimen thickness. These two beams would obtain a phase shift of 180° that
implies their wave amplitudes to oscillate between the transmitted and diffracted beams depend-
ing on the traveled thickness of the crystal [71]. For the thicknesses defined via: h = (n+ 1

2)ξ

- the intensity is maximum for the scattered beams only; maximum intensity of the forward
propagated beam is obtained at: h = nξ [69]. The extinction distance defines the period of
this oscillations, that is, however, not constant but reduces with thickness due to the complex
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multiple interactions of the scattered beams.
The wavelets at the exit of the sample are collected in the back focal plane of the objective

lens. Their amplitude and phase are then modulated by the imaging system, i.e the objective
lens of the microscope:

ψ
′
ex(q) =Ψ(r) ·T (q) (2.13)

Ψ(r) is a Fourier transform of the ψex(r) that contains the full information on the atomic po-
tential of the specimen. The spatial frequency, q, is the reciprocal parameter depended on the
scattering angle: q = θ/λ . T(q) describes the modulation of the exit wave by the electromag-
netic lens, the contrast transfer function (CTF) and is given by:

T (q) = A(q) ·B(q) ·E(q) (2.14)

where:

– A(q) - is the aperture function of the objective lens that blocks the spatial frequencies
higher than some specific value of qapgiven by the aperture radius;

– B(q) - is the aberration function defined by two factors - the defocus (Δf ) of the objective
lens and its spherical aberration (Cs):

B(q) = exp(iχ(q)) = π∆ f λq2 +
1
2

πCsλ
3q4 (2.15)

From Eq. 2.10 one can see that the electron wavefunction undergoes a phase shift when passing
through the objective lens that depends on the diffraction angle (spatial frequency), defocus and
spherical aberration (in the maximum range from -π to +π). The defocus shifts the crossover
of the beams along the optical axis and can be controlled by changing the excitation of the
magnetic lens. The spherical aberration directly affects the resolution since beams that are
transmitted far from the optical axis are transmitted at larger angles (for a positive spherical
aberration) moving the focus along the optical axis and, thus, spreading out the point-like object.

– E(q) - the envelope function that describes the attenuation of the electron wave due to the
limited spatial and temporal coherence of the source and the chromatic aberration. Higher
spatial frequencies may be attenuated, i.e. it acts like an additional virtual aperture cutting
off higher spatial frequencies. This particular function sets the information limit - the
spatial frequency at which the contrast is reduced to the value of 1/e2 - and is described
by:

E(q) = Et(q) ·Es(q) ·Ed(q) ·Ev(q) ·ED(q) (2.16)

Here, Et(q) is the envelope function that represents the temporal coherence, Es(q) - the spatial
coherence of the source, Ed(q) and Ev(q) - the specimen drift and vibration, ED(q) - the signal-
to-noise ratio of the detection system. These envelope functions set the information limit of
the microscope. Even if we have ideal conditions, i.e. no sample move and a highly coherent
parallel beam, the information limit still depends on the detector and the temporal coherence of
the source:

Et(q) = exp
(
−1

2
(πλCc)

2q4
[

4(
∆Iob j

Iob j
)2 +(

∆E
Vacc

)2 +(
∆Vacc

Vacc
)2
])

(2.17)
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This function represents the instability of the objective lens current (ΔIobj), voltage supply
of the source (ΔV) and the energy spread of the electron source (ΔE). The latter is reduced for
field emission sources when compared to thermionic sources. In general, the contrast transfer
function (CTF) tends to give a linear relation between the initial and resulting signals, since the
electron wave function arriving to the image plane is not preserved.

Then, the beam passes through the projection system that consists of intermediate (controlling
the projection of the diffraction and imaging regimes) and projection lenses forming the final
image in the image plane. Mathematically this can be expressed by the inverse Fourier trans-
formation:

ψ image(x,y) =z−1(Ψ(r) ·T (q)) (2.18)

The final signal is recorded by the charge coupled device (CCD) camera and intensity is
measured:

I(x,y) =
∣∣ψ image(x,y)

∣∣2 (2.19)

2.3.1.3. Phase contrast. High resolution transmission electron microscopy

We have shown that the exit wavefunction of the specimen contains information about both - of
the amplitude and phase, where the latter one is missing for the case of the diffraction imaging.
A general form of the object exit wave function (that is basically the Eq. 2.10 in real space) can
be written as:

f (x,y) = A(x,y)exp(−iϕh(x,y)) (2.20)

Assuming A(x,y) = 1, all information about the specimen is contained in the phase shift of
the electron wave Δφh. For thin samples it only slightly changes going through the specimen
with thickness h. If the projected potential of the atomic lattice is expressed, then, as:

Uh(x,y) =

ĥ

U(x,y,z)dz (2.21)

the phase change is given by the interaction constant, σv, and Uh(x,y) according to:

Δϕh = σUh(x,y) (2.22)

For an extremely thin specimen (˜ 5-10 nm) utilized for High-Resolution TEM, U(x,y)<< 1,
so Eq. 2.20 can be transformed into:

f (x,y) = 1− iσUh(x,y) (2.23)

Eq. 2.23 represents the weak phase object approximation (WPOA) that assumes the transmit-
ted wave function to be linearly proportional to the potential of the specimen in the projection
direction. The highest signal is expected at the atomic nucleus, where U(x,y) is maximum. The
limit for this approach is given by the extinction distance, ξ, introduced above (see Eq. 2.11).
The thickness of the investigated specimen should be at least half of the extinction distance [72].
All the structural information about the specimens is contained in the phase. However, for an
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ideal lens no contrast is expected keeping in mind the 2.19, i.e. the final intensity is just a mod-
ulus of the exit wavefunction. In a non-corrected microscope we, nevertheless, obtain phase
contrast images due to the fact that the spherical aberration of the objective lens induces a phase
shift dependent on the diffraction angle. The information on the deviation of the phase is stored
in the transfer function, T(q), that for the WPOA is:

T (q) = A(q) ·E(q) ·2sin(χ(q)) (2.24)

Here only the imaginary part of the aberration function (see Eq. 2.15) expressed via the
phase distortion function, χ(q), contributes to the intensity modulation. The objective aperture
described via the aperture function, A(q), should be chosen the largest possible to avoid the
cutting off the high spatial frequencies. The final image is strongly influenced by the aberra-
tions of the objective lens and the χ(q) function shows how the phase shift is affected by lens.
Moreover, it has been shown that this phase shift is not linear, but strongly depends on q and
may result in oscillatory behavior (see an example below in Fig. 2.6(a)) [68]. If the CTF ap-
proaches 0 at a given spacial frequency the intensity is zero for this q and, at larger spacial
frequency the function changes its sign. Positive or negative CTF indicate the phase shift of
the electron waves by +π/2 or -π/2, correspondingly, leading to the atoms appearing at bright
or dark contrast in respect to the background, respectively. For an ideal lens the CTF should
be independent on the spacial frequency with no phase oscillations. Due to spherical aberration
this is not the case. The focus at which a maximum of spatial frequencies is transmitted with the
same phase until the CTF crosses 0 is the Scherzer defocus. It depends on spherical aberration,
Cs, and wavelength as demonstrated by Scherzer [73]:

∆ fSch =−1.2
√

Csλ (2.25)

The resolution of the microscope at Scherzer defocus is given by [68]:

rmin = 0.66
(
Csλ

3)1/4
(2.26)

In Fig. 2.6(a), we present an example of the contrast transfer function, i.e. 2sin(χ(q)), for an
acceleration voltage of 300kV and a spherical aberration of 640 μm1 (see light blue curve) at a
Scherzer defocus of -37 nm according to Eq. 2.25.

As can be seen, for spatial frequencies q>5.9 nm-1 (i.e. below the resolution limit) the CTF
reveals dense oscillations making structural details in this range of spatial frequencies hardly
interpretable. The second parameter that can be obtained, is the information limit set by the
attenuation of the transfer function to 1/e2 and defined by the envelope functions of the micro-
scope (see Eq. 2.16 and light and dark green curves in Fig. 2.6 (a)).

1This value was chosen as one of the lowest spherical aberration coefficients for standard uncorrected objective
lenses.
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Fig. 2.6: CTF (light blue), chromatic aberration, Es, (light green) and spatial aberration, Es,
(dark green) envelope functions, and final transfer function (dark blue) computed for:
(a) an uncorrected TEM with Cs=640 μm and the corresponding Scherzer defocus -37
nm. Two orange dot lines mark (i) the resolution limit of approx 0.17 nm according to
the Eq. 2.26 and (ii) the information limit set to 0.09 nm by the first crossing of the
envelope function with y=1/e2 (thin gray line). (b) the imaging conditions used for our
HRTEM experiments: Cs=-13 μm and Δf=+5.8 nm. The focus spread that is defined
by chromatic aberration and stability of the electron beam was set to 2.9 nm.

Another factor that affects the resolution is the contrast delocalization common for the mi-
croscopes with high spatial coherence of the source [74]. Induced by spherical aberration, an
original exit object wavefunction would be spread out on the image plane with the radius related
to the information limit:

r = max
∣∣∣∣∂ χ

∂q

∣∣∣∣ ,q ∈ [0,qmax] (2.27)

where qmax is the highest spacial frequency accepted by the objective aperture. It leads to the
smearing out of the HRTEM image details and, thus, to a false localization of the objects in the
image. A special defocus condition, Δf Lich, was proposed by Lichte et al. [75] to reduce the
“contrast confusion” that reduces the radius of contrast delocalization according to:

∆ fLich =−0.75Csλ
2q2

max, rLich = 0.75Csλ
3q3

max (2.28)

2.3.1.4. Aberration correction in HRTEM

According to Eq. 2.26 the resolution limit strongly depends on the spherical aberration, there-
fore, one could improve the resolution of the microscope by changing the Cs. Rose et al. [76]
have developed a double-hexapole corrector that placed after the objective lens can correct the
main lens aberrations, i.e. the spherical aberration, the axial coma, the star aberration and the
3- and 4-fold astigmatism. However, due to the correction of the spherical aberration the phase
shift between transmitted and diffracted beams, thus the contrast, is minimum. Lentzen et al.
suggested optimum imaging conditions by adjusting the Cs and defocus to optimal values, so
that phase contrast is maximum (Scherzer condition) and contrast delocalization is minimum
(Lichte condition) at the same time [77]:

∆ fopt =−1.8λ
−1q−2

max, Copt
s = 2.4λ

3q4
max, ropt = 0.6q−1

max (2.29)
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Under these conditions resolution up to the information limit of the microscope can be ob-
tained as we show in Fig. 2.6(b) for the corrected Cs=-13 μm (and Δf =+5.8 nm correspond-
ingly), as utilized in in this work. In case of an aberration correction we thus obtain resolution
down to the information limit of the microscope (that is ∼15nm-1). In details, less amount
of contrast oscillations are observed so the CTF is more stable in a larger range of the spatial
frequencies. While the envelope function of the temporal coherence (Et) is constant, thus, not
affecting the information limit, the spatial coherence function (Es) results in a point resolution
of 0.8 Å. Scattering angles up to 24.6 mrad will contribute to the HRTEM image contrast. Thus,
maximum resolvable spatial frequencies are up to 12.5 nm-1, contrast confusion (Eq. 2.29) is
47 pm.

Importantly, in this work we use NCSI conditions as proposed by Lenzen et al. and Jia
et al. [77, 78], i.e a small negative aberration coefficient and a positive defocus. Under these
conditions: (1) atoms appear bright and at higher contrast than at negative defocus and (2)
the intensity of weakly scattering atoms, i.e. nitrogen atoms in our case, is enhanced.2 Jia et
al. [79] have explained the higher contrast in this regime via: (i) adding the non-linear terms
to the intensity function due to the contribution from the interference of diffracted beams with
each other; and (ii) a phase shift of -π/2 due to the positive overall distortion function χ(q) that
changes a sign of the linear term. The final image intensity for the WPOA is represented by:

I(x,y) = 1+2πλhU(x,y)+(πλhU(x,y))2 (2.30)

In Fig. 2.7 we show a comparison between the imaging conditions with contrast transfer
functions presented in Fig. 2.6 (a) and (b). The simulations of the HRTEM images were per-
formed by our home-developed software based on the EMS program package by Stadelmann
with the multislice approach (see description below) [80]. In order to demonstrate the influ-
ence of the imaging conditions on the image formation we simulate a supercell that contains
an ordered In0.33Ga0.67N monolayer in a Me-polar GaN matrix. Fig. 2.7(a) shows the projec-
ted potential of the exit wavefunction before passing through the objective lens. A simulated
HRTEM image at positive spherical aberration and negative defocus in Fig. 2.7(b). As can be
seen, the atoms appear dark and image artifacts, i.e. false contrast between the Ga and In atomic
columns, are present.

2Note that, the distance between heavy and light atomic columns should be larger than the information limit -
otherwise the signal of the weakly scattering atoms may fall below the noise level.
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Fig. 2.7: Simulations of the HRTEM images of a single monolayer (In,Ga)N/GaN quantum
well in the <1-100> projection direction. Simulations were performed for the sample
thickness 1.6 nm. The ordered structure was designed as one pure indium columns (see
violet balls in (a)) is followed by two purely Ga columns (green balls). (a) Projected
potential of the supercell. The nitrogen atoms are visible below the Ga and In atomic
columns (small yellow balls in the colored scheme). Images simulated for (b) the
positive spherical aberration and Scherzer underfocus condition and (c) small negative
Cs and Scherzer overfocus.

At negative spherical aberration (see Fig. 2.7(c)) well resolved bright atomic columns on the
dark background with In atoms emerging brighter than Ga are observed. The latter imaging
condition shows a better agreement with the projected potential from Fig. 2.7(a).

Results of the simulations of defocus series for a GaN supercell solely in two main projection
directions <1-100> and <11-20> are shown in Ref. [81]. Simulations were performed for
negative Cs and overfocus in the range of Δf =+2 to +11 nm with 3 nm focus step. The results
showed that even slight variation of the defocus out of the optimum value (˜5 nm) leads to
the blurring of the simulated image or contrast reversal. This was most severe for the <11-
20> projection, where maximum contrast changes between Ga and N with minor changes in
thickness and focus.

We have shown that by adjusting the spherical aberration to a proper value we can signific-
antly improve both, the point resolution and the image contrast.

2.3.1.5. Scanning transmission electron microscopy

Instead of using the interference between the diffracted and transmitted beams obtained after
the interaction of the parallel beam with the specimen (as done in the TEM), in scanning trans-
mission electron microscopy (STEM) the beam is focused to the smallest possible probe size. In
microscopes operating between 100-300 kV the beam spot size is ∼ 0.5-3 Å. Then, the focused
beam is scanned across the specimen, which is ideally oriented along a low index direction of
the crystal. When the probe is focused on an atomic column.Electrons are scattered - electrons
that are scattered into large angles are detected by a high angular annular dark-field detector.
On the image the atomic column thus can be seen as a self-luminous object. Field emission gun
(FEG) sources are preferential for the STEM analysis due to the high coherence of the electron
beam which permits to get small probes. The STEM signal is registered by an annular detector
collecting the electrons scattered into high angles and forming the image step-by-step during
the scanning of each point of the specimen. The resolution in our STEM investigations is 1.3 Å

20



2. Theoretical background and methods

(note, that we employ an uncorrected STEM). Employing an aberration corrector for the probe
forming condenser lens the spatial resolution can be improved to 0.5Å [82].

Fig. 2.8: Electron beam (light blue) passing through the STEM setup, DF and BF denote the
dark and bright field detectors, respectively. Dotted blue line is the zone axis, where α
is a convergence semi-angle of the incident beam and β - an acceptance semi-angle of
the annular detector.

A standard STEM setup can be combined with electron energy loss spectrometer (EELS) ,
which provides information on the chemical composition, details of the bonding and the pseudo
dielectric function via the measurement of the energy losses of the transmitted beam; energy
dispersive X-ray spectrometer can be used for measuring the chemical composition and a cath-
odoluminescence spectrometer registers optical transitions in the material.

In STEM imaging we circumvent the phase relation between the individual columns: thus
the images can be directly interpreted and do not depend strongly on thickness as phase con-
trast images do. The transmitted beam and beams scattered on low angles (<10 mrad) can be
registered by a bright field detector (see Fig. 2.8). Here, we record both - coherent (follow-
ing the Laue diffraction conditions Eqs. 2.6,2.7) and incoherent elastically scattered beams.
The high annular dark field detector (HAADF) collects beams scattered on larger angles (> 50
mrad) in respect to the zone axis and which is used for Z-contrast imaging, revealing atomic
number contrast [68]. In this case, the Bragg diffraction is negligible. Our HAADF-detector
has acceptance semi-angles, β, in the range of 35-350 mrad.

Scattering strength, i.e. the intensity of the signal, is defined predominantly by the atomic
number of the species that according to the Rutherford scattering is ∼ Z2 [83]. This principle is
used for the so-called Z-contrast imaging. Scattering on the atomic lattice undergoes interaction
with phonons - the so-called thermal diffuse scattering (TDS). The corresponding intensity of
the scattered beam with the vector, s (|s|= sinθ

λ
), is described as:

I(s) = f (θ)2[1− exp(−2M(s))] (2.31)

, where M(s) - is a Debye-Weller factor: M(s) = 2(πsū)2 [84]. It is temperature dependent
via the ū - mean displacement of atoms from their static positions.
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The atomic form factor f(θ) (see Eq. 2.10) defines the dependence of intensity on atomic
number, i.e.:

f (θ) = 2me(
e
h
)2 Z

s2 (2.32)

However, experimentally it was found that TDS is not strictly quadratic proportional to the
atomic number, but ∼Z1.7 [85, 86]. Another factor that affects scattering, specifically in alloys,
is related to the deviation of atomic positions in real crystal from the equilibrium configuration,
i.e. static atomic displacements that may sufficiently affect the HAADF intensity for instance,
decreasing the overall contrast [87]. Nevertheless, Eq. 2.32 gives a general rule for the contrast
evaluation on the HAADF-STEM images, i.e. atoms with larger atomic weight would appear
brighter, e.g. In compared to Ga in our investigations.

The ascribed scattering processes acquired by the annular detector to form the intensity signal
are incoherent. The final intensity registered by a HAADF detector is a convolution between
the object function, O(r̄), related to the each scanning point on the specimen (dependent on the
atomic number) and point spread function P(r̄) that is a response of the imaging system to a
point object [88]:

IHAADF = O(r̄)⊗|P(r̄)|2 (2.33)

The probe function, P(r̄) determines the resolution in STEM imaging. It depends on the
aberrations of the condenser system only and focusing of the probe. The STEM images are
less affected by high order aberrations since the objective and intermediate lens systems are not
involved in the imaging process. In our experiments images were mostly disturbed by spherical
aberration (1.2 mm) and astigmatism. A focusing angle of the incident electron probe, α, (see
Fig. 2.8) is controlled by the condenser aperture and in our STEM experiments is 9 mrad.

The Eq. 2.33 describes the incoherent image formation. We see, that image is an object
blurred by intensity of the illuminating probe. Changing the focus and specimen thicknesses
will not lead to the periodic phase reversals. The thicker investigated specimen area is, the more
scattered beams we collect and the image intensity would increase. Nevertheless, for a direct
chemical analysis thermal lattice vibrations and channeling effects should be considered. Gen-
erally, the incident electron passing through the sample is accelerated by the lattice potential,
U(x,y). When the electron beam self-focuses on an atomic column being attracted by electro-
static potential it can pass very close to the atomic nuclei. This results in a strong scattering
probability and higher intensity is recorded, this process is called an electron channeling. If
the scattering angle is too high the electron may deviate from its channel and not contribute to
the signal formation, this is the dechanneling effect that decreases the intensity [89]. A probe
channeling phenomenon is related to the transition of the signal from one atomic column to the
neighboring one due to the spreading of the probe during the propagation through the thick-
ness of a crystal [90]. To account for channeling and dechanneling effects, as well as TDS and
static atomic displacements occurring inside the crystal during probe propagation on the image
contrast, multislice image simulations based on frozen phonon approximation are performed as
discussed further in 3.4.

2.3.1.6. Experimental details
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In order to to reduce the multiple scattering and enable the elastic forward scattering, very thin
specimens are required for the HRTEM and STEM imaging. Samples are thinned down first
by mechanical polishing to the ∼ 10 μm thickness. The procedure is followed by the Ar-ion
milling with a precision ion polishing system (PIPS) from Gatan using acceleration voltages
from 4 kV to 0.1 kV. Final thicknesses of the specimens are as small as 5-10 nm. We have
investigated the cross-sectional specimens prepared in the <1-100> and <11-20> projections
(see Fig. 2.9 (a)) glued together.

Fig. 2.9: (a) Atomic planes used for our TEM analysis highlighted in the wurtzite atomic struc-
ture with the corresponding <1-100> and <11-20> projection directions. (b) A cross-
section specimen glued on the titanium ring for the TEM investigations.

At the end, in Table 2.2 we summarize the parameters and experimental conditions utilized
for the TEM and STEM investigations.

Used settings HRTEM STEM
operation voltage 300 kV

beam current 0.1-1 nA 1-2 pA
beam convergence

semi-angle
<0.4 mrad (|| beam condition) 9 mrad

convergence semi-angle - 35-350 mrad
spherical aberration -0.012 mm (Scherzer defocus

+5.8nm)
1.2 mm

resolution 0.8 A 1.3 A
recording time ∼ 4 sec (120 sec for image

series including exposure and
readout time)

50 μs per scanning point,∼ 30s
in total

camera Eagle 2k HR CCD camera,
2048×2048 pixels, 17.1

pm/pixel sampling

Fishione model 3000 annular
detector (16 bit dynamical

range)
highest magnification 1.4 Mx 10 Mx

Table 2.2.: Main parameters set for the HRTEM ans STEM investigations.

2.3.1.7. Scanning TEM-CL technique

High-energy electrons excite also carriers from the valence band to the conduction band. This
process is followed by radiative recombination of electron-hole pairs. By scanning the electron
probe across the sample and collecting the photons emitted by the sample and analyzing them
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in an optical spectrometer we can get spatially resolved information on the optical properties of
the material. The advantage of performing cathodoluminescence in a TEM is mainly the high
achievable spatial resolution and the correlation between optical, spectroscopic and structural
information at the same time. A more detailed account on CL in the STEM can be found, for
instance, in Ref. [91]

An aluminum parabolic mirror inserted between the upper and lower pole piece of the ob-
jective lens collects the incandescent light (more on the CL method can be found in 2.4.2).
The CL-signal is dispersed in a monochromator and then reordered parallel optical emission
is registered either by a CCD-detector at each scanning point continuously with the forward-
scattered electrons into high angles gathered by an HAADF-detector.

Our measurements were performed in the group of Prof. Dr. J.Christen in the Institute of
Physics of Otto-von-Guericke-University, Magdeburg, on the FEI STEM Tecnai F20 electron
microscope equipped with a Gatan MonoCL4 monochromator [92, 93]. Investigations were
done at an acceleration voltage of 80 kV to reduce the beam damage of the sample as much as
possible. Panchromatic CL imaging was done with the peltier-cooled GaAs(Cs) photo multi-
plier. The set up is equipped with a liquid helium stage that enables measurements down to 16
K. Cross-sectional specimens were 200 nm thick, i.e. thicker than in our standard TEM invest-
igations to suppress surface recombination of the excited carriers that reduces the CL intensity.
Complete set of data, I(x,y,λ), were obtained by the recording of local spectra at each scanning
point on the specimen (pixel).

The spatial resolution in the CL is defined by the excitation volume, i.e. beam diameter and
beam broadening, that was minimum 0.56 nm (for 80 kV) and the diffusion of excited carriers
in the material. For GaN the final resolution was approximately 6 nm in GaN that is far below
the resolution limit of the standard CL set up (∼ 1 µm). This technique is very useful for the
investigation of the emission in complex structures or structures with content variations [94].

2.3.2. Reflection high-energy electron diffraction

Reflection high-energy electron diffraction (RHEED) is a technique used for the in situ monit-
oring of surfaces in molecular beam epitaxy. It allows to estimate the growth rate and to analyze
the as-grown surfaces. The RHEED set up, usually installed in the growth chamber (see Fig.
2.2), requires mainly an electron source and a detector. The electron beam is aligned by the
deflection coils to hit the specimen surface at glancing angle, θg, almost parallel to the surface
(Fig. 2.10). The focal lenses can be placed after the electron gun and before the CCD camera.
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Fig. 2.10: (a) Scheme of the set up for the RHEED measurements implemented into the MBE
chamber, here θg is the glancing angle of the incoming beam, ψ is the rotation angle of
the specimen. (b) Part of the Ewald sphere formed by the incident, ki, and scattered,
ks, wave-vectors and the corresponding RHEED pattern observed during the exper-
iment. (c) Top view of the GaN surface, where green balls indicate the Ga atoms
and N atoms are shown as small gray balls. The violet and blue rhomboids depict
the 1×1 and 2×2 arrangements of the surface Ga atoms. (d) A schematic represent-
ation of the RHEED patterns corresponding to the surface reconstructions from (c).
The white streaks represent the primary bulk-like diffraction rods and the light blue
colored streaks are the half-order rods originating from the 2x2 reconstruction.

The resulting divergence angle, Δθ, of the incident electron beam is usually ∼0.1 mrad and
the recorded spot size ∼0.1 mm [95]. Diffracted electrons reaching the phosphor coating of
the vacuum window inside the MBE chamber are registered by an outer high sensitivity CCD
camera directly reveal the RHEED pattern [96]. It depicts the reciprocal lattice of the sub-
surface layers with atomic precision up to 0.1–0.01 pm [97]. Rotation of the sample allows to
obtain the full symmetry of the surface reconstruction. The spatial resolution of the method is
defined by the monochromatism and collimation of the beam, i.e. its coherency. The coherence
length is usually in the range of 50-200 nm given by:

l =
λ√

2(∆θ)2 sin2
α +(∆E

E )2 cos2 α

(2.34)

where ΔE - is the energy spread, E - the electron beam energy, α =0° correspond to the longit-
udinal coherence length (up to 200 nm) and α =90° - to the transverse coherence length (30-80
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nm). The lateral size of the investigated area is of a few cm size.
The RHEED pattern is a result of the coherent elastic scattering described in 2.3.1.1. Nev-

ertheless, the Laue diffraction condition is not fully obeyed - a Laue equation for the <0001>
direction Eq. 2.7 is not satisfied. Therefore, instead of the standard diffraction pattern in re-
ciprocal space, surface atoms are represented by vertical rods. When these rods intersect the
Ewald sphere (like shown in Fig. 2.10 (b)), constructive interference occurs. The resulting
scattered electrons will have a specific spots-like pattern lying on the Laue circles of different
order starting from zero. The diffraction spot obtained at angle close to the one of the incident
beam is called a specular spot, all other spots are obtained from the crossing of the rods with the
Ewald sphere moving further from the surface. The kinematic approach of the RHEED pattern
analysis is based on the assumption of elastic scattering. Considering very small angles θ of
the glancing incident beam, the Bragg law Eq. 2.5) can be approximated by (sinθ ≈ θ ) and the
in-plane lattice constants can be estimated from the distance between the streaks:

dhkl =
Lλ

r
(2.35)

where L is measured between the incident point on the sample’s surface and the screen, r is a
distance between the spots [98]. Following this approach even the change of the strain state
of the alloy can be measured in situ during the growth can be obtained. The analysis of the
specular spot intensity during growth enables to estimate the growth rate and the coverage of
the layer. Here, the maximum signal corresponds to the atomically flat ideal surface.

If the morphology of the surface is very rough the incident beam can be transmitted through
the island-type structures and the third Laue condition implies. This results in a spot-like regular
diffraction pattern, see example in Ref. [29]. When the surface atoms are specifically arranged
forming surface reconstructions spots transform into various forms of elongated streaks. To
obtain complete information of the surface reconstructions and lattice periodicity in different
directions the sample is rotated by ψ angle (90°). In Fig. 2.10 (c) and (d) we show an example
of the modification of the RHEED pattern from the bulk-like 1×1 to 2×2 surface reconstruction.
For the latter case the surface will be constructed of atomic arrangements with double spacings
that leads to the decrease of the distances between the streaks in the reciprocal space. These
new streaks appear a half way from the primary order reflections. Due to the symmetry of the
2×2 reconstruction, additional streaks are observed for the RHEED patterns in both directions.
Combination of the in situ RHEED data with the (scanning) transmission electron microscopy
techniques enables to understands the formation of surface reconstructions [99, 100]. For the
III-N surfaces mostly 1×1, 2×2 and (»3×»3)R30 reconstructions have been found depending on
the fluxes and growth temperature [101–103].

2.3.3. X-ray diffraction

X-ray diffraction (XRD) is a quantitative non-destructive method used to determine the crys-
talline structure, strain state and crystal orientation of materials. The wavelengths of X-rays in
X-ray diffractometer used in the lab are of the of the interplanar distances, i.e. ∼ 1 Å. The ana-
lysis of X-ray data is mainly based on Bragg’s law. The resulting diffraction pattern obtained
under the excitation by the X-rays of a known wavelength encloses data on the crystalline struc-
ture. Note, due to the small wavelength of the X-Rays (as compared to the high-energy electron
beam) the Ewald sphere is limited and fewer diffraction spots are available.
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Our XRD measurements were performed in the Paul Drude Institute on the Panalytical X’Pert
system and in Unipress with using the similar PANalytical Empyrean equipment. Generally,
structural data of a single crystal can be gathered by radiation of the X-ray beams in some
limited range of wavelength or by tilting the specimen and the X-ray source-detector couple.
In Fig. 2.11 (a) we show the scheme of the ω-28 geometry XRD setup. The maximum us-
able range for the source and detector rotation in our experimental setup was -111°<28<168°.
An X-Ray Ceramic tube with a copper-based anode was used as a source. The incident beam
then reaches the optical systems composed of a parabolic mirror for collimation, followed by
a monochromator (in our case a Ge(220) hybrid monochromator was installed) that permits to
select the Cu-Kα1radiation with ∼1.5 Å wavelength. Additionally, filters can be used to sup-
press the detrimental radiations from the source and soller slits realized in the form of parallel
plates - to narrow the beam hitting the sample. The specimen is placed into the goniometer
stage that enables additional rotations for the sample itself in three directions (x, y, z) depicted
in Fig. 2.11 (a) as angles ω, ψ, φ. The diffracted beam optics usually contains selection slits for
reducing the scattering, soller slit and monochromator.

Fig. 2.11: (a) Standardized scheme of the XRD equipment representing the main parts of the
set up; components of the incident and diffracted beam optics can be varied. (b)
Analysis of the lattice planes by scanning around the 0002 and 0006 lattice spots
shown in the reciprocal space. ki and kd- are vectors corresponding to the incident
and diffracted beams, where kd-ki=S. Black- and blue-colored scattering vectors are
registered at two different 2θ scans and perpendicular to the (0002) and (0006) planes,
respectively.

Reaching the Bragg condition at the Bragg angle, 8B, the diffraction signal increases to max-
imum and the signal is registered. In our experiments we have recorded the ω–2θ scans around
the (0002) and (0006) reflections shown in Fig. 2.11(b). In this geometry the orientation is
constant but different spacings, represented by the scattering vector S inverse proportional to
the interplanar distances in this direction, are measured.

2.3.4. Atomic Force microscopy

Atomic Force microscopy (AFM) is a non-destructive method widely used for examination of
the as-grown surfaces up to atomic resolution. Information about the surface is collected during
scanning of a sharp tip across the surface. The lateral resolution is usually in the range of a few
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nm and depends on the shape and radius of the tip [104], out-of-plane resolution depends on the
scanning mode and vertical movement of the tip and can be as low as 0.1 nm.

Scanning by the tip is performed via movement of the sample by piezoelectric elements in
all three directions. A tip with a typical radius of 10-50 nm is connected to a cantilever that
deflects or attracts to the surface during the scanning. The force arising from the surface-tip
interaction and its deflection, is described by Hook’s law according to: F = −kh, where k - is
the stiffness coefficient and h - is the height . More explicitly: (i) when approaching the surface
the tip deflects towards it via the attractive Van der Waals, capillary or electrostatic forces - this
regime is called non-contact; (ii) when the tip almost touches the sample the Van der Waals
force is at maximum and the repulsive forces deflect the cantilever deflection away from the
specimen surface, i.e. the measurement occurs in contact regime. However, in this regime
the resolution can be impaired by surface contamination. If the tip is too far from the sample,
no feedback signal is obtained. The tapping mode regime is set for the intermediate distances
between tip and sample. At this mode the tip oscillates close to the surface with amplitudes up
to 100 nm depending on the surface roughness. The deflection of the cantilever is monitored
by a laser beam pointing on the cantilever and reflected to the position sensitive detector [105].
The feedback control system always returns the oscillations to their initial amplitude values.
Finally, a topographic image of the surface roughness derived from the variations of amplitude
is constructed. Roughness is defined by the Root Mean Square (RMS) parameter that is a
standard deviation of the height from the average value, h, within a scanned area:

RMS =

√√√√√ N
∑

i=1
(hi−h)

N
(2.36)

Our AFM measurements were performed in the Institute of High Pressure Physics (Unipress),
Warsaw using a Nanoscope Veeco Instruments setup, and in the Paul Drude Insitute (PDI),
Berlin.

2.4. General optical properties and methods of optical

investigation:

2.4.1. Basic optical properties

In this section we give a brief overview on recombination in semiconductors, for more inform-
ation we refer to the textbooks [106, 107].

Electronic band structure of semiconductors is described via the energy dispersion:

E(k̄) =
h̄2 ∣∣k̄∣∣2
2m∗e/h

(2.37)

where m∗e/h is the electron or hole effective mass at the conduction band (CB) minimum
or valance band (VB) maximum and k̄ is the wavevector. In the most simple case they are
considered to be parabolic, isotropic and non-degenerate. The effective mass in Eq. 2.37 ac-
counts for the weak perturbations of the periodic potential of the lattice - this is so-called an
effective mass approximation. Effective masses of electrons and holes of the crystals usually
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differ from the values obtained for free particles. For instance, for electrons in GaN it was es-
timated theoretically and experimentally ∼ 0.2 m0 [108, 109]) and holes usually obtain larger
effective masses >1.0 m0 in GaN-based materials [110, 111]. The non-parabolicity of the en-
ergy dispersion close to the band minima, i.e. Γ point of the Brillouin zone, can be neglected.
Moving towards larger k-vectors the energy dispersion of the real crystal can be steep and char-
acterized by small effective mass or broad - more corresponding to heavy charge carriers. In
heterostructures with a big difference between the QW and barrier potentials, the effective mass
approximation is not applicable and the band structure is strongly non-parabollic. To define
the energy band structure, the Schrödinger equation are usually solved by various calculation
methods.

Moving further, the bands are anisotropic so two transverse and one longitudinal effective
masses are distinguished. Moreover, the valence band of GaN and InN is split into sub-bands
that are denoted as heavy holes, light holes and crystal field split-off bands [6, 13]. In the
biaxially strained structures the crystal field band splitting non-linearly depends on strain [50].
This sub-band moves towards lower energies if it is compressively strained [6]. Separation
between the light and heavy holes due to the spin-orbit interaction is smaller [109], but in
the tensile-strained III-V semiconductors the light-holes state becomes the upper-most valence
sub-band [112]. Band structure, i.e. the energetic positions of the highest occupied and lowest
unoccupied states of the coherent (In,Ga)N MLs on GaN discussed here, i.e. were accessed by
the DFT 2.6.1 and k*p model 2.6.2 calculations.

In the current work we will discuss direct band-to-band (see Fig. 2.12) transitions resulting
in the emission of visible light. Overlap of the electron and hole wavefunctions defines the
rate of the radiative recombination described by the transition matrix element. Electron-hole
annihilation which is not accompanied by photon emission is a non-radiative recombination.
Trapping levels in the band gap region formed by the point defects of the material (e.g. vacan-
cies, interstitials, impurity and doping atoms) or larger defects (e.g. threading dislocations) are
the most common sources of non-radiative recombination. Other non-radiative processes are
Auger recombination 1 and heating of the lattice by creation of the phonons.

Fig. 2.12: Band to band recombination of the charge carriers in semiconductor induced by the
photon excitation (ph). Ec, Ev

hh, Ev
lh and Ev

crdenote the conduction band minimum
and valence band maxima of the heavy holes, light holes and crystal-filed sub-bands,
respectively.

Another radiative mechanism is attributed to the recombination of excitons - bound electron-
hole pairs attracted by the Coulomb force. Therefore, emission energy of the excitons is lower
than the band gap of the corresponding semiconductor. Different types of excitons can be

1Here, the energy gained after the recombination of the initial electron-hole pair is transferred to the third particle.
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obtained: small-radius (Frenkel), charge transfer (usually found in ionic crystals) and large-
radius (Wannier-Mott) excitons. The latter ones are the most common in semiconductors. The
exciton radius may extend over several lattice constants (for GaN the radius is ∼ 3.1 nm) and
move inside the crystal transferring the excitation energy. The electron-hole pairs are stable
if their binding energy (∼ 23-30 meV for GaN [13, 113, 114]) is higher than kBT (10 meV),
therefore the excitonic emission is usually observed at low temperatures. The energy of this
free-type excitons is defined as:

EF(k) = Eg +
(h̄k)2

2(m∗e +m∗h)
−

m∗em∗h
(m∗e +m∗h)m0

Ry(H)

ε2 (2.38)

In Eq. 2.38 effective masses of electrons and holes are referring to the motion of a free ex-
citon in the periodic potential of the lattice with dielectric constant ε and Ry(H) - is a Rydberg
energy of the ground state of the hydrogen atom (13.6 eV). When a free exciton is trapped by
a lattice defect, impurity or dopant atom, it is confined by their potential and can recombine
radiatively or non-radiatively. Emission lines of the bound excitons are shifted to lower ener-
gies on the spectra as of the free excitons because the latter ones give away small part of the
energy to the surrounding lattice by phonon interaction. The difference between the energies
of bound and free excitons is the localization energy that can be, for instance, a measure of
the ionization energy of impurity. Excitonic peaks typically observed in GaN have narrow line
width in the range of 1-7 meV depending on the type of the electron-hole pair and precision of
the experiment [114–116].

After a radiative recombination of an exciton the created photon can be reabsorbed and gen-
erate a new bound electron-hole pair. As a result of such sequence the dispersion curve of such
exciton-photon interaction would have the form of a bottleneck. Transition to lower energies
within this new energy dispersion curve is accompanied by the emission of the high-energy op-
tical phonons and moving downwards the bottleneck - by the emission of low-energy acoustic
phonons. Phonons are lattice vibrations, however, described by a discrete set of eigenstates in
the electronic configuration. The dispersion relation of the phonons connects frequency of the
vibration and wavevector and describes two branches of the allowed frequencies - higher and
lower frequency branches corresponding to optical and acoustic phonons, respectively. They are
separated by an array of forbidden frequencies depending on the variation of the atomic masses
in the unit cell, e.g. it is large for InN [6]. Optical phonons describe the motion of atoms in the
opposite direction (out-of phase) and can be found only in the systems with at least two different
atomic species in the cell. In the acoustic mode atoms are moved together in the same direction
and amplitude. Longitudinal acoustic and optical phonons correspond to the movement along
the direction of propagation and transverse - to the motion normal to the plane.

When an electron and hole are separated from each other there is a dipole moment between
them that would locally deform the crystal lattice. After the recombination the potential energy
excites the longitudinal optical (LO) phonon inducing a phonon replica on the lower energy
side of the main emission peak (zero-phonon emission). The strength of the interaction between
electron and polar phonon is described via the Huang-Rhys factor [117], S, that characterizes
the intensity distribution of the nth phonon side-band via [118]:

In

I0
=

Sn

n!
(2.39)

In GaN the energy of the LO phonon is ∼ 90 meV [6, 119]. Although, LO phonons are
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the most examined in GaN the values of S-factors are spread for low dimensional GaN-based
structures from 0.07-0.8 [120]. Coupling to LO phonons in (In,Ga)N quantum structures is
mainly governed by the following factors: the localization of the charge carriers (or excitons),
their spatial separation along the polar axis and strain state of the (In,Ga)N.

Another characteristic parameter analyzed in semiconductors is the temperature dependence
of the band gap. In general, the band gap shrinks at elevated temperatures due to the thermal
lattice expansion and interaction of the electrons with phonons [121, 122]. Several models that
tend to describe the peak positions behavior under increased temperatures can be found in liter-
ature, for instance, a classical Varshnii’s empirical equation with the temperature coefficients, α
and β, constant for the corresponding bulk material [123]:

Eg(T ) = Eg(0K)− αT 2

β +T
(2.40)

However, Vina et al. have shown that change in occupation of the states by phonons at rising
temperatures is predominant [124]. The work of O’Donnel et al. described the temperature
dependence of the band gap through the amount of phonons available for the interaction with
electrons [125]:

Eg(T )=Eg(0K)−S < h̄ϖ >

[
coth(

< h̄ϖ >

2kBT
)−1

]
(2.41)

where S - is the electron-phonon coupling, < h̄ϖ > - is the average phonon energy. A model
that considers the dispersion of phonons is described in Ref. [126].

2.4.2. Cathodoluminescence measurements

Cathodoluminescence, i.e. emission of the photons as a product of the electron beam excita-
tion, is a relatively non-destructive technique used for structural and optical characterization.
This process may be accompanied with the formation of backscattered electron- (with energy
conservation), secondary electron- (with energy loss) or characteristic X-rays signals.

The main part of a standard CL-setup are (see Fig. 2.13(a)): (i) electron beam source, in our
case it was lanthanum hexaboride (LaB6) cathode, that emits electrons that are then accelerated
to the voltage of 3-30 kV and focused by magnetic lens; (ii) a parabolic mirror with a hole
for the incident beam that collects emitted photons and redirects them to the entrance slit of
the spectrometer; (iii) a detection system. Two modes are possible: (1) parallel, where all the
wavelengths dispersed after passing through the grating of the monochromator are collected
and recorded by the CCD camera (the sensitivity range is ∼120-1100 nm); (2) monocl-mode,
i.e. a particular wavelength is selected by a monochromator, detected by a photomultiplier and
monochromatic images are recorded. For our investigations we used a Gatan MonoCL3 system
equipped with the Zeiss DSM scanning electron microscope (SEM). SEM is another type of
electron microscopes but with lower energies of the incident electrons (less than 30 kV) than
in the transmission electron microscope (∼200-300kV). It is a surface sensitive method that
registers signal of the secondary emitted electrons from the subsurface region, ∼100 nm depth.
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Fig. 2.13: (a) The main parts of the standard cathodoluminescence setup: SE - a secondary
electron detector, PM - a parabollic mirror, MC - a monochromator, PMT - a pho-
tomultiplier tube. (b) Simulation of the generation volume obtained in CL experi-
ments for the standard SLs under discussion: ten periods of ML-thick QWs separated
by GaN barriers on the sapphire substrate. Blue and red lines are trajectories of the
forward and inelastically backscattered electrons.

A fundamental difference of CL from the other optical measuring technique, PL (where lu-
minescence occurs under the photon irradiation of the specimen), is that in the former, one
∼10kV electron generates thousands of electron-hole pairs in a small excitation volume. This
gives rise to multiple elastic and inelastic (leading to the electron-hole pair generation) scatter-
ing events. Therefore, the trajectories of the incident electrons are random, where, the signific-
ant part is dissipated in the area of the incident beam interaction [127]. To model the energy
dissipation for the given material, the trajectories of the electrons penetrating into the sample
are computed by means of Monte Carlo simulation. Structures under investigation in this work
are short-range superlattices of various thickness. In Fig. 2.13 (b) we show an example of the
generation volume obtained from the simulation for the typical SLs. The acceleration volume
of 5 kV was chosen similar to the one used in our experiments (∼3-10kV). The simulation
was performed via the Casino ("monte CArlo SImulation of electroN trajectory in sOlids")
software [128] suitable for the low energy beam interaction in solids. Electron trajectories are
computed gradually as each electron travels a small distance in a straight line till it randomly
scatters. The excitation volume has a specific droplet-shape with the penetration depth of ∼250
nm for the given acceleration voltage of around 5 kV that passes through the whole thickness
of the SL and lateral spreading diameter ∼300 nm.

Spatial resolution in CL lies in the range 100 nm - ∼10 nm [129] is better than be obtained
in PL (defined by the Abbe limit, ∼λ/2NA, hundreds of nm). In CL it is given by the beam
size (minimum few Å for the FEG guns), the generation volume and diffusion length of the
carriers, i.e. investigated material [127]. Moreover, to avoid the saturation effects observed
under higher injection densities, an optimum spatial resolution for a focused beam is reached
under low acceleration voltage and low beam currents. Spectral resolution in CL depends on
the dispersion grating that can be chosen as 150 l/mm or 2400 l/mm in our monochromator and
slit width varied between 10 μm and 5 mm. The finest spectral resolution obtained for our setup
is ∼ 0.1 nm for the high resolution grating (2400 l/mm) and the smallest slit. Our experiments
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were conducted at various temperatures down to 7 K using a He cooled stage with a Oxford
ITC-503 temperature controller.

2.4.3. Photoluminescence investigations

In photoluminescence the incident photon beam is absorbed by the semiconductor resulting in
the creation of electron-hole pairs that further recombine radiatively or non-radiatively. The
main parts of our PL equipment are: a monochromatic laser source, a spectrometer and a de-
tection system. We have conducted two types of photoluminescence measurements - under
continuous wave (CW-) and pulsed laser excitation. The 325 nm line of a HeCd laser was used
for excitation in the CW-PL experiments. An Acton spectrometer from Princeton instruments
with 750 mm focal length combined with a CCD camera was employed as a detection sys-
tem. A spectrometer is needed for dispersion of the incoming light. The operating range of
our spectrometer was from 0 to 1400 nm. Spectral resolution of the system can be as low as
0.03 nm for the smallest 10 μm entrance slit of the spectrometer and a diffraction grating of
1200 l/mm [130]. The excitation power of the laser was ∼ 100 mW with a spot size ∼ 5 μm.
Samples were placed into the closed-cycle cryostat which allowed cooling down to liquid He
temperature (4.2 K). The excitation power of the laser was controlled by neutral density filters.

In time-resolved photoluminescence (TR-PL) the recombination process investigated by re-
cording the dynamics of the intensity decay. Periodic laser pulses create electron-hole pairs
that recombine following, in the most simple case, an exponential decay. The time needed for
a decrease of the initial signal by 1/e is called the lifetime of the carriers and is determined
by the change in carrier concentration. The total amount of the generated carriers will reduce
exponentially:

n(t)
n0

= e−Γt (2.42)

resulting in:

I(t) = I0e−Γtot t (2.43)

where n0 - is the initial carrier concentration under excitation, I0 - is the intensity directly
after the excitation. The total decay rate can be defined as: Γtot = Γrad +Γnrad , that for a single
exponential decay is inverse proportional to the average decay time, τ: Γ = τ−1. As a result of
TR-PL measurements one gets the temporal and spectral dependence of the intensity decays for
a given time window.

In semiconductors decay times usually lie in the range from ps to ns. Luminescence gain
is rather low, therefore, for the detection of the signal streak cameras are used providing bet-
ter spectral resolution compared to standard spectrometers. A streak camera is a tube-shaped
device used for the recording of ultra-fast signals. The portions of incident light emitted from
the specimen gets through the entrance slit of the camera and generates electrons on the pho-
tocathode with the corresponding intensities. The signal is, then, accelerated by the electrodes
and swept in the electric field to different distances in respect to their arrival time. The phase
of the sweeping electrodes should be identical to the pulse repetition length. After that, the
electron beam is intensified on the micro-channel plate 2 and hits the phosphor screen. As a

2Micro-channel plate is a type of an electron multiplier that generates ˜104electrons from a single charge carrier.
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result, on the screen one obtains a vertically elongated luminescence image that has an order
corresponding to the arrival time of the electrons moving from top to bottom, i.e. fast electrons
are deflected to lesser angles and would hit the upper part of the screen. In other words, streak
cameras convert the temporal picture into a spatial distribution of the pulse. Horizontal disper-
sion of the “streak” pattern represents the wavelength and brightness of the picture - an intensity
of the incoming light [131, 132].

Fig. 2.14: (a) A principle scheme of the TRPL setup mounted in the Max Born Institute, Ber-
lin, utilized for our experiments. Monochromatic light λ=800 nm passes through the
third harmonic generator system (3 HG) to obtain 259 nm excitation utilized for the
experiments. An additional unit for the focusing of the light emitted from the spe-
cimen is not shown. (b) Color-coded image of the intensity distribution obtained on
the CCD screen: more intense signal in the upper part of the image represented in red
corresponds to the fastest transitions.

Our TR-PL experiments were done in the Max Born Institute for Nonlinear Optics and Short
Pulse Spectroscopy, Berlin, in the group of Dr. J. Tomm. A principle scheme of the setup is
shown in Fig. 2.14 (a). For the excitation we have utilized the third harmonic of a frequency
tripled Spectra-Physics Tsunami Ti:sapphire laser operating at 259 nm (4.79 eV) to obtain the
emission from GaN (∼340 nm) and (In,Ga)N (∼380 nm). Moreover, the original excitation
laser wavelength (780 nm) could be tuned in the range of approximately 50 nm and by overlap-
ping it with the second harmonic. The resulting emission wavelength could be used to obtain
a quasi-resonant excitation condition for (In,Ga)N solely. The laser was mode-locked3 to have
a repetition rate of 80 MHz (or 12.5 ns). The operation phase could be adjusted by a delay
generator. The pulse length was around 100 fs, the focus spot diameter of the beam ∼ 100
µm and excitation power 30 mW. The laser was synchronized to the streak unit via a delay
generator (Hamamatsu C6878) to acquire a syncro-scan measuring mode. The generated laser
beam was passing through a spectrometer Acton SP 2300 with 300 mm focal length (several
gratings were available) to obtain the dispersion, i.e. spectral resolution of the emission. A
Hamamatsu Streak-Camera C5680 with a S20 cathode, sensitive to UV light, was used for de-
tection giving a temporal resolution approximately 10 ps. The samples were mounted in an
optical Helium closed-cycle cryostat that controlled the temperature allowing measurements up
to 5 K. An example of the TRPL spectrum of the standard SL structure, i.e. 1 ML (In,Ga)N

It is constructed with multiple thin glass tubes covered with a secondary electron emitting material from inside.
3i.e. several laser pulses of the Gaussian shape overlap or cancel each other with a constant periodicity in a fixed

cavity resonator of a laser.
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QW with 10 nm GaN barrier repeated 10 times, discussed in this work, is presented in Fig. 2.14
(b). The spectrum is a 2 dimensional picture of the intensity distribution in time and emission
wavelength.

2.5. Overview of the (In,Ga)N material properties

2.5.1. Growth of (In,Ga)N alloys

For the deposition of GaN-based alloys by molecular beam epitaxy two types of nitrogen gas
sources are employed - molecular N2 and ammonia NH3sources. Due to the low incorporation
rate of ammonia under the temperatures used in MBE, molecular nitrogen sources are mostly
used for the III-nitride deposition [6]. Because of the high dissociation energy of nitrogen
molecules [133] for the formation of nitride compounds, active nitrogen is needed that for the
growth of our samples was generated by radio-frequency (RF) plasma [134]. As a result of RF
plasma excitation, ground-state atomic N, ionized N2

+ and molecular N2 - either in neutral or
metastable excited state, N2* are present in the growth chamber. The binding energy of active
N2* is more than 6 eV lower than of the ground state N2. Duff et al. have shown that in
addition to the atomic nitrogen, excited molecular nitrogen species may significantly contribute
to (In,Ga)N growth [135, 136].

The partial pressure of the nitrogen source lies in the range of 10-5-10-6 Torr [136], for Ga
and In the range is wider 10-4-10-7 Torr depending on temperature of the effusion cell [137].
Growth rates of GaN-based alloys usually are in the range of 0.5-2 ML/s [138, 139].

2.5.1.1. (In,Ga)N alloy formation

The formation of (In,Ga)N alloys is generally governed by kinetics and thermodynamics. Kin-
etics can be described via the adsorption/desorption of the atomic species from the surface.
Desorption of GaN sets in at considerably higher temperatures than of InN. For GaN thermal
desorption emerges at 750 °C and above 800 °C the adsorption rate diminishes [140, 141].
Below these temperatures Ga incorporation and diffusion rates would prevail. The activation
energy for Ga thermal desorption was estimated in the range of 2.8-2.88 eV [140,142]. Consid-
ering InN, the desorption emerges at temperatures higher than 470 °C with an activation energy
of ∼2.5 eV [67]. These conditions define the maximum sticking of the atomic species to the
substrate introduced in 2.2.1, i.e. the difference between the absorbed and desorbed atoms, that
for indium is at temperatures lower than 540 °C, while that of Ga, is essentially higher, at 700
°C [6].

The chemical reaction to form (In,Ga)N is described as follows:

InxGa1−xNs� xIng +(1− x)Gag +0.5Ng
2 (2.44)

where g and s denote the gas- and solid state of the components, respectively. According to
the thermodynamics approach solid (In,Ga)N is stable for suggests negative values of the Gibbs
free energy:

∆G f [InxGa1−xN] = µ
s
InxGa1−xN− xµ

g
In− (1− x)µg

Ga−0.5µ
g
N ≤ 0 (2.45)
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Decomposition of the InN and GaN binaries is a thermodynamical factor, that strongly im-
pacts the growth of the alloys and is governed by the growth temperature. Thermal decom-
position of the GaN binary starts through nitrogen evaporation into gaseous phase and Ga
vaporization straight from the solid phase [143]. For instance, Grandjean et al. have shown
experimentally that evaporation of GaN strongly emerges at 800 °C with an activation energy
of 3.6 eV [138]. InN decomposes into nitrogen gas and liquid indium [144] at temperatures
higher than 470 °C, the activation energy for this process is ∼1.9 eV [67]. Note, that this activ-
ation energy is lower than the activation energy required for the thermal desorption. Therefore,
after the binary decomposes, the In species floating on the surface tend to form liquid droplets.
Decomposition of the (In,Ga)N ternary alloys is defined by the differences in the bond strengths
of the constitutes 1 giving a rise to the different formation enthalpy 2of InN and GaN.

Binary Length of the bond [Å] Bond strength [eV] Formation enthalpy [eV]
GaN 1.95 2.20 -1.08
InN 2.15 1.93 -0.21

Table 2.3.: Material parameters of InN and GaN collected from literature: length of the bonds
[145], bond strength [57, 67], experimental values of formation enthalpy [146].
Value of the In-N bond strength correlates well with the activation energy of the
binary decomposition.

As can be seen from Table 2.3, the bond strength of InN is significantly lower than that of
GaN, which results in a significantly lower formation enthalpy and makes the growth of ternary
(In,Ga)N alloys challenging, and requires low growth temperatures, where, as we will see below
the In solubility is low. At these low growth temperatures, where InN is still stable, the In
composition in an (In,Ga)N alloy is given by the difference of Ga and N atoms at the growth
surface, i.e. at a given flux of In and Ga atoms it is the the N flux controls the In incorporation.

At high growth temperatures dissociation of the weaker In-N bonds in respect to GaN of the
grown alloy becomes crucial. This leads to loss of In from the alloy and has to be compensated
for by an increased N flux to keep alloy stable [147]. The loss of N by dissociation of the InN
bonds was described by Averbeck et al. [148] and Turski et al. [147] and actually defines the
InN loss:

InNloss = x · const · exp(−
Ea

InGaN(x)
kBT

) (2.46)

where x - is the concentration of In in the alloy, kB - Boltzmann constant, T - the growth
temperature and Ea

InGaN - the activation energy for decomposition. The activation energy of
the compound can be estimated via a linear interpolation of GaN and InN activation energies
[67, 138]:

Ea
InGaN(x) = (1− x)Ea

GaN [3.6eV ]+ xEa
InN [1.9eV ] (2.47)

For (In,Ga)N alloys grown at temperatures close to the optimum for GaN only low In con-
centrations were examined [17].

1Bond strength represents the energy required to break the bond between atoms.
2Here, enthalpy describes the amount of energy released (when ∆HInN,GaN < 0) with the formation of the bond.

Formation enthalpy is calculated as a difference between the total energy of the compound and energy of the
bulk metal atoms and energy of the nitrogen atom: ∆HInN,GaN = HTot

InN,GaN −HN −HIn,Ga.

36



2. Theoretical background and methods

In conclusion, to reach high In concentrations in (In,Ga)N it is essential to keep growth
temperature low and the nitrogen flux high to prevent fast (In,Ga)N decomposition at a given
temperature [30].

2.5.1.2. Phase diagram (In,Ga)N

Solubility in (In,Ga)N alloys in terms of thermodynamics has been discussed mainly by theory.
Starting with the work of Ho and Stringfellow [149] it has been shown that a large miscibility
gap exists at the low temperatures that are required to stabilize the In-N bond during the growth.
As a result, phase separation is expected. This is mainly due huge discrepancy in the lattice
constants between the GaN and InN of the binaries in the compound. While the aforementioned
calculations based on empirical potentials studied were focused on relaxed bulk (In,Ga)N, work
by Karpov [22] showed that strain as it is present in pseudomorphically grown (In,Ga)N on
GaN stabilizes the alloy against phase separation (see Fig. 2.15 (a), (b)). More explicitly, for
relaxed epilayers the spinodal curve3 defines a large area across the whole compositional range.
A single phase alloy is obtained only for the high temperatures not desirable for MBE growth
of In-rich alloys (> 600 °C). Within this region, the compound, therefore, is expected to exhibit
severe compositional fluctuations. Moreover, as was discussed by Stringfellow et al. [150], the
solubility of InN into GaN should be <5% under the MBE growth temperatures, giving the
spinodal decomposition of the (In,Ga)N compound into two coexisting phases, InN and GaN.
Binodal phase separation (light green regions in Fig. 2.15(a)) requires some energy and occurs
near lattice disruptions or impurities.

Fig. 2.15: Schematic representation of the temperature-composition phase diagram of ternary
(In,Ga)N alloy for: (a) relaxed and (b) strained layers. The phase diagrams were
adapted from the various works of [22,150,151]. Spinodal curve (dashed) and binodal
(solid) separate the unstable, metastable and stable regions.

On the other hand, strong compressive strain of the In-containing layers grown on GaN sup-
presses the nucleation of In-rich clusters and, therefore, phase separation. As a result, the
critical temperatures for phase separation decrease so the metastable and unstable regions move
towards high indium concentrations (see Fig. 2.15 (b)). The calculations performed by Karpov,
based on thermodynamics have been later confirmed by ab-initio calculations, based on cluster
expansion by Zunger [152]. Experimentally there are few works that would evidence phase
separation or spinodal decomposition (see, for instance, Doppalapudi et al. [23]). Partially re-
laxed layers still can be grown inside the binodal curve due to the residual strain stored in the

3Spinodal curve separates the metastable (binodal) region from the unstable (noted spinodal).
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alloy and, e.g. thick epilayers from Rao et. al. with a graded compressive strain profile showed
coherent and phase separated regions [153].

To sum up, growth of high In content (In,Ga)N ternary alloys requires lower growth temper-
atures and high nitrogen chemical potentials. Phase separation is effectively suppressed for the
biaxially strained (In,Ga)N layers grown on GaN. Up to 30% indium composition is accessible
at the growth temperatures low enough to avoid (In,Ga)N decomposition as shown by Karpov
et al. [22]. Going towards higher growth temperatures is hampered due to the higher probability
of the dissociation of the In-N bonds. At the same time, in literature there is a lack of works
reporting on the (In,Ga)N alloys grown on GaN with high indium contents without relaxation
followed by dislocation formation. In the experimental work of Singh et al. authors reported on
the growth of the biaxially strained GaN/(In,Ga)N/GaN heterostructures with indium concen-
tration up to 81% [154], however, without an information on the degree of relaxation in these
structures.

According to the phase diagram, both In rich and Ga rich alloys are stable over a wide range of
temperatures, while compositions from 30% to 80% are prone to phase separation and spinodal
decomposition. Therefore, growth of digital alloys formed of InN and GaN becomes an obvious
choice. Yoshikawa et al. were the first to present the ultra-thin InN quantum wells on GaN
below the critical thickness for plastic relaxation4 but deposited at high growth temperatures,
650 °C [33]. Although, Ga-N bonds are stable at this temperature, the possible dissociation
of the In-N bond was prevented by the deposition of the capping layer of GaN. Thus, nitrogen
bonds of the 1 monolayer thick InN QW is stabilized by the bonding with upper GaN-matrix.
However, a quantitative analysis of the final composition was not presented. These types of
structures, i.e. thin (In,Ga)N QWs (∼ 1 ML thick) coherently grown on GaN are investigated
and discussed in the current work.

2.5.2. Optical phenomena in (In,Ga)N

2.5.2.1. Polarization fields

In polar (In,Ga)N/GaN heterostructures polarization fields considerably impact the recombina-
tion properties. Along with the macroscopic spontaneous polarization present in wurtzite crys-
tals, an additional piezoelectric component arises for the InN and GaN compounds. The spon-
taneous polarization is intrinsic to the hexagonal lattice symmetry and an effect that is caused
by the nature of the chemical bonds. Ga and N differ in electronegativity, so every Ga-N bond
is partly ionic and therefore has a certain dipole moment. This differs for the cubic GaN phase
where dipole of the bonds cancel out due to the higher symmetry. In wurtzite GaN, the bonds
along the c-axis have a different length than the bonds nearly perpendicular to the c-axis, so
there is an effective electronic dipole induced along c-direction [51]. The piezoelectric po-
larization originates from the strain induced by the lattice mismatch of the constituents that
shifts the atoms, thus, the charges along and cause the piezoelectric polarization. Likewise,
significant difference in both in-plane and out-of plane lattice constants of InN and GaN (∼
11%) leads to the presence of the strain components along the c-direction. Although piezo-
electric and spontaneous polarization were found to be of comparable magnitude, the latter one

4Various theoretical works have presented on the critical thickness of the (In,Ga)N grown on GaN for misfit
dislocations depending on indium content. Critical thicknesses for pseudomorphic growth of InN/GaN were
found in the range 1-2 MLs [21, 155, 156]
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could be hardly estimated in bulk materials. Defects, impurities and surface charges obscure
the measurements, thus the spontaneous one can be quantified only theoretically [51, 157].On
the other hand, compositional variations in the heterostructures have both uncompensated spon-
taneous and piezoelectric polarization fields that induce charge densities influencing the optical
properties of alloys.

The total polarization of the system will be defined as:

Ptot = Psp +Ppz (2.48)

Where Psp is a constant value that is defined for the material and Ppz is defined by strain. The
piezoelectric polarization can be expressed via either the strain tensor,ε j, or the stress tensor,
σ j, and their corresponding piezoelectric coefficients, ei j and di j.

Ppz = ei jε j = di jc jkε j = di jσ j, where c jkis an elastic tensor, j,k = xx,yy,zz,xy,zx,yz.
If we consider an alloy grown in (0001) orientation we obtain a z-component of Ppz:

Pz
pz = 2

(
e31−

c13

c33
e33

)
εx (2.49)

, where εx =
asub−a

a .
Here a and asub are the in-plane lattice parameters of the material grown on top of the sub-

strate and the substrate itself, respectively. Elastic coefficients, c jk, and piezoelectric compon-
ents, ei j were found for InN only theoretically and for GaN calculated and measured compon-
ents have been obtained [157–159]. The spontaneous polarization of InN and GaN is found
to be in the range of ∼ - 0.04 C/m2 and -0.03 C/m2, respectively [36, 51]; the piezoelectric
polarization estimated for coherently grown InN on GaN is ∼ 0.15 C/m2 [41]. The coefficients
of (In,Ga)N compound are usually derived via Vegard’s law, i.e. by linear interpolation. The
resulting directions of the spontaneous polarization for GaN and both types of polarization of
(In,Ga)N compound are displayed in Fig. 2.16.

The spontaneous polarization points towards [000-1], here the electric dipole is oriented from
the nitrogen atom towards gallium. The direction of Ppz is determined by the strain. Likewise,
tensely strained compounds suffer from [000-1] piezoelectric polarization and compressively
strained - from [0001].

Fig. 2.16: Directions of the spontaneous polarization in GaN (a) and spontaneous and piezo-
electric polarization in the (In,Ga)N ternary alloy (b). (c) Band bending and wave
functions in conventional QW (upper) and ML thick quantum well (lower).
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Thus, the (In,Ga)N/GaN interfaces are strongly charged. The polarization field crucially
factor influences the optical properties of polar (In,Ga)N quantum wells. The electric field of
the quantum well is defined via:

EQW =
hB(Ptot

B −Ptot
QW )

hQW εB +hBεQW
(2.50)

and
EB =−

hQW EQW

hB
(2.51)

where εB/QW are the static dielectric constants of the barrier and QW materials, hB/QW are thick-
nesses of the barrier and QW and Ptot

B/QW - the total piezoelectric (spontaneous and piezoelectric)
fields.

They significantly deform the electronic band structure and cause a separation between the
electron and hole wavefunctions, thus reducing the probability of their recombination. The
Coulomb interaction and recombination of the separated electrons and holes results in lower
emission energies. This phenomenon is called quantum confined Stark effect (QCSE) [160]. In
Fig. 2.16 (a) we show schematically the influence of the polarization fields on the band structure
of a classical polar QW. Separation of the carrier wavefunctions due to the band tilting can be
compensated via Coulomb screening of the polarization fields under additional electrical field
(see dotted lines in Fig. 2.16 (a)). Then, a flat band condition is reached and one observes an
increase of the emission energy of the band to band transitions under applied electric field [161].
Electric fields up to 6.5 MV/cm were estimated theoretically for the (In,Ga)N/GaN superlattices
with thick (∼ 2 nm) QWs [162]. The strength of the piezoelectric field causing the QCSE
increases with the indium concentration in the (In,Ga)N alloys and with the thickness of the
quantum wells [163, 164]. Due to the deformation of the bands the emission and absorption
(that is near the flat band condition of the (In,Ga)N QW) edge energies are not the same, so the
QCSE reflects the Stokes-like shift [165].

Increasing of the barrier thickness or decreasing of the QW width reduces the strength of the
polarization fields [36,41,162]. Moreover, for the ML (0.26 nm-thick) a large separation of the
wavefunctions is not expected simply due to the small thickness of the QW as we show in Fig.
2.16 (b).

2.5.2.2. Localization phenomena in (In,Ga)N structures

Strong localization of charge carriers due to the non-uniform distribution of the Indium atoms
within the ternary alloy (e.g. ordering or clustering [166–169]) was suggested to explain the
high internal quantum efficiencies of (In,Ga)N-based LEDs. At the same time, higher In con-
tents induce larger In fluctuations that paired with the QCSE may induce stronger carrier sep-
aration within the QW and result in turn in lower probability of recombination [14, 19, 170].
Bellaiche et al. [171] were the first to show by theory that no In atomic clustering in the GaN
lattice is needed for strong localization of the hole wavefunction. They revealed that even in a
perfect random alloy a single In atom may cause resonant hole states that induce strong hole
localization even below the valence band maximum of the alloy itself extending towards GaN
valence band. The same trend was shown later for the In-rich quantum dots [172]. Random
distribution of indium leading to the local variations of the potential minima was discussed
in [173, 174]. Overall, localization of the charge carriers strongly influences recombination

40



2. Theoretical background and methods

properties of the alloys and leads to:

– broad emission peaks ∼ 100 meV measured at cryogenic temperatures [20, 175]. Schulz
et al. have shown by atomistic calculations that electrons were localized at well-width
fluctuations (giving a variation up to 45 meV of the ground state energies) and holes at
In-rich regions (with variations in the ground state energies up to 150 meV) [176].

– a characteristic S-shape of the temperature dependence of the peak emission energy ex-
amined for the standard QWs [177–179] and discussed by means of the band-filling
model. According to this model, the temperature dependence can be divided into three
regions: (i) the first low temperature redshift occurs due to the thermally activated band
filling of the states with lower energies; (ii) the following blueshift under higher tem-
peratures has been argued in many works as induced by the carrier distribution between
localized states in accordance with Boltzmann statistics [180]. Kazlauskas et al. has sug-
gested that carrier transport between these local states is possible through phonon-assisted
hopping of excitons [181]. (iii) The final redshift at high temperatures follows shrinkage
of the band gap, as present for many semiconductors (see 2.4.1).

– stronger electron-phonon coupling, i.e. more intense phonon sidebands discussed in Refs
[182, 183];

– non-exponential PL decays found for polar (In,Ga)N/GaN QWs at low temperatures
[175]. For instance, Morel et al. has proposed a model, where recombination of the
individually spatially separated electrons and holes on various distances slows down the
recombination dynamics similar to the donor-acceptor pair-like recombination [184].

2.6. Theoretical calculations

2.6.1. Density Functional Theory

Very briefly we will introduce the methods used for theoretical calculations in this work. Dens-
ity Functional Theory (DFT) enables to calculate the ground-state electronic structure of solid
state materials, atoms and molecules. By means of DFT the energy band structures, thermody-
namic and kinetic properties, defect energies, structural properties, e.g. elastic relaxation and
phase stability, the prediction of the properties in novel structures can be addressed.

As a quantum mechanical method, in DFT the Schrödinger equation should be solved but
via the functionals derived by the spatially dependent electron density. Properties of the many-
electron system are derived through the external and internal, i.e. corresponding to the electron-
electron interaction, potentials affecting the system. The Hamiltonian in the Schrödinger-like
equation consists of three terms:

(U +T +V )ψn(r̄i) = Enψn(r̄i) (2.52)

where U - operator of the interaction potential, i.e. exchange and correlation of the particles,
V is an external potential operator that takes into account the external electric fields, T - the
operator of the kinetic energy. For the full form of the Eq. 2.52, i.e. Kohn-Sham equation, that
is very similar to Schrödinger equations, and potentials we refer to the [185].
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Most important, in DFT the many-body problem can be simplified to a single particle by
representing the kinetic and interaction potential operators via the particle density, n(r̄). Hence,
a set, N, of 1D (for each direction) electron equations should be solved for the supercell with N
electrons. The Hohenberg-Kohn theorem states that the external potential, vex(that belongs to
the U operator) is determined uniquely by the ground state density n0(r̄). This gives a solution to
the Schrödinger equation, i.e. wavefunction ψn, that in turn defines ψ0- the many-body ground-

state wave function corresponding to the lowest energy of the system: n0(r̄)
d=3→ vex(r̄)

d=3N→
ψn(r̄i)

d=3N→ ψ0(r̄).
Thus, the total ground state energy of a many electron system is a functional of the density,

ψ0(n, r̄). Here the computational effort in the first iterations is reduced due to the low dimen-
sionality, d, the overall costs for the system with N electrons are Nαwith α∼2-3. Nevertheless,
DFT has some limitations in respect to the estimation of band gaps (typically underestimated)
and since DFT gives a single particle picture, the electron-hole interactions, i.e. excitonic effects
are not considered.

The interaction of the particles hidden in the operator U is described by the electron-electron
Coulomb repulsion (following the Pauli principle) and exchange-correlation potential of the
many particle system. The latter one is a matter of various approximations employed in DFT.
The most used is a local-density approximation (LDA), also employed for the calculations per-
formed for this work. In LDA the functional depends on the coordinates and density that is
considered to be equally spread, its energy is derived via the summation of two terms - ex-
change and correlation part. Heyd, Scuseria, and Ernzerhof (HSE) [186] hybrid functional
employs the exchange interaction based on a screened Coulomb operator. It was shown to give
more accurate results of band gap energies [50] but with a higher computational effort, thus,
cannot be employed for large supercells.

The DFT calculations presented in the main body of the text were performed by L. Lympera-
kis at Max-Planck-Institut für Eisenforschung by using the Vienna ab-initio simulation package.

2.6.2. K*p model calculations

K · p model calculations are used to determine of the energy band structure of semiconduct-
ors by employing a Hamiltonian that includes an interaction between the multiple bands. For
instance, 2-band k · p model considers an interaction of the conduction band with one of the
valence subbands. The 8-band k · p allows the coupling between the conduction band, where a
spin of the electrons is taken into account, and all three upper valence subbands, i.e. the heavy-
, the light-holes and the crystal field split-off bands. The corresponding Hamiltonian would
have an 8x8 dimension [187]. However, this model considers only parabolic energy dispersion
close to the center of the Brilluoine zone, i.e the single particle states in the proximity of Γ
point. k · p is also a continuum model, i.e. the single particle Hamiltonian does not include an
atomistic description of the ionic potential. Due to this macroscopic restriction, it may not be
suitable for the complicated low-dimensional systems of small size. Therefore, the application
of the continuum model might be questionable for ML-thick layers discussed in this work since
they do not account for the atomistic nature of the alloy. However, the k · p method enables
to calculate structure sizes that are not accessible to DFT calculations. In this work calcula-
tions were performed by O. Marquardt from the Weierstrass-Institut for Applied Analysis and
Stochastics, Berlin, by means of an eight-band k · p theory in combination with linear elasticity
theory [188]. Marquardt et. al [189] demonstrated a decent precision of the eight band k*p
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method when compared to various microscopic approaches employed for the calculation of the
energy levels in the GaN QD.
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content analysis

3.1. Aim of the chapter

In this part we discuss the methods to quantify the indium composition of ultra-thin (In,Ga)N
quantum wells used in this work. In more details, we have employed strain analysis and Z-
contrast analysis based on high resolution TEM and scanning TEM imaging, respectively. In
the first method lattice parameters of the QW in respect to the surrounding GaN are measured
that can be directly translated into the indium incorporation. The whole procedure described
explicitly in 3.3.1 enables to estimate the indium incorporation in the (In,Ga)N alloys with a
high precision, that for the HRTEM lattice parameter analysis results in the statistical error as
low as 1.2 pm. On the other hand, Z-contrast analysis is a straightforward method not impaired
by the phase contrast inversions present in HRTEM imaging. All our experimental data are
compared to the results of the multislice image simulations and frozen phonon simulations
performed on the in house-developed software. At the end we discuss XRD measurements as
one of the methods widely used for the compositional quantification in QWs and its applicability
for our ultra-thin (In,Ga)N alloys.

3.2. Multislice image simulations

Going back to the HRTEM imaging, the experimental results obtained under “proper” imaging
conditions, i.e. negative spherical aberration and optimum overfocus, should be compared to
computer simulations. They help us to ensure a direct interpretation of the HRTEM images
and to consider the influence of the sample thicknesses of the investigated area in quantitative
analysis. In this regard, we have done multislice simulations via a self-developed software,
which uses the phase plates and Fresnel propagator calculated with the EMS program package
[80].

In general, in the multislice method, suggested by Cowley [190] and developed by Goodman
and Moodie [191], the specimen is divided into slices of thicknessΔz separated by Δz vacuum
space. The incident beam propagates normal to the sample surface through all the slices being.
The slices are considered to be very thin, each of them inducing a phase shift to the scattered
beam. The electron beam passes through the sequence of projected potentials of each slice, or
phase gratings. The electron wavefunction on the exit of each slice would be represented via its
small varied portion as:

ψ(x,y,z+∆z) = p(x,y,∆z)⊗ [t(x,y,z) ·ψ(x,y,z)] (3.1)

– p(x,y,z) represents a propagator function of microscope (i.e. when the beam moves
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between the two slices) that corresponds to the Fresnel propagator (note, that due to the
small distances the near-field diffraction is considered) in the reciprocal space, i.e.:

p(x,y,∆z) =z−1[P(k,∆z)], P(k,∆z) = exp(−iπλk2
∆z) (3.2)

– t(x,y,z) is a phase grating function describing the transmission through the specimen
defined by the inner atomic potential introduced in the WPOA Eq. 2.23, U(x,y):

p(x,y,z) = exp[
2πimeλ

h2 U(x,y)∆z] (3.3)

The multislice equation of two neighboring slices n and n+1, determined via the sample
thickness h, where h = n∆z, would be:

ψn+1(x,y) =z−1{Pn(kx,ky,∆zn)z[tn(x,y) ·ψn(x,y)]} (3.4)

Eq. 3.4 has an FFT form that enables to reduce computational time of the multiple iterations
to Nlog(N) instead of N2 [192]. In the next iteration the wave described by Eq. 3.4 propagates
further to the following slice and the final exit wavefunction of the specimen is found as the
wavefunction of the last slice. Now we have calculated interaction of the electron beam with
the specimen, one should introduce aberrations of the objective lens (see the phase distortion
function, χ(q) in 2.15). Above, in Fig. 2.7, we have presented the results of such simulations,
although our software enables to add astigmatism induced by the condenser lens, chromatic,
star aberration and axial coma.

Fig. 3.1: Multislice simulations of the thickness series performed in the <1-100> (upper row)
and <11-20> (lower row) projection directions. Relaxed supercell containing 1 ML
In0.33Ga0.67N QW is shown in color. Area of the monolayer is enclosed by two yellow
dashed lines. Optimum imaging conditions, i.e. negative Cs and slight overfocus were
applied.

In Fig. 3.1 we present results of the multislice simulations performed for the relaxed supercell
with ordered one monolayer In0.33Ga0.67N QW in thick GaN. The supercell was divided into
slices of thicknesses

√
3

2 a normal to the simulated <1-100> (upper row) and <11-20> (lower
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row) projection directions. For the <1-100> direction an increase of the thickness by ∼3-4
nm modifies significantly the image pattern - in the thinnest sample the In atomic columns are
barely visible. At 7 nm thickness a well distinguished ordering of the indium atoms can be
observed. At a thickness 10 nm the contrast from the indium atomic columns vanishes what
indicates that the first extinction length for indium is reached. At this thickness an artificial
intensity between atomic planes becomes more pronounced. At 19 nm the contrast inverts - no
intensity from Ga atomic columns is seen, i.e. we have approached the first extinction distance
for Ga. At the same time, intensity from half space fringes becomes predominant. Note that
indium atoms appear bright, the second extinction length is not reached due to the non-uniform
periodicity of the Pendellosung oscillations. Moving towards large thickness (32 nm) an atomic
ordered pattern is again well-pronounced, however, multiple imaging artifacts emerge. As can
be seen, the thickness at which the location of the atomic intensity maxima directly corresponds
to the projected atom column structure shown on the left is very limited. An important effect
that has to be considered when analyzing (In,Ga)N quantum wells in term of a projected atomic
potential is the difference in the extinction lengths of In and Ga. An optimum thickness for
quantitative analysis lies below the extinction distance of indium, i.e. < 10 nm.

Turning to the other projection direction, <11-20>, - contrast corresponding to the projected
potential can be observed only for very thin areas (3 nm), here Ga is bright and dim nitrogen
atoms are also visible. But the contrast of the Ga atomic columns reverses with N already at 7
nm, so nitrogen atoms are predominant. Moreover, indium atoms may be hidden between Ga
(see the atomic supercell on the left of Fig. 3.1). Therefore, we perform our quantitative strain
analysis of images taken mostly in <1-100> projection (see the description of the method in
3.3). In the work of Schulz et al. a thickness-defocus series but of the GaN layer showed a
similar result, i.e. that image pattern is more stable in the <1-100> projection direction in the
limited range of thicknesses 5-10 nm [81].

3.3. Quantitative HRTEM analysis

Once we know that our image pattern corresponds to the projected atomic potential we can
measure lattice distortions induced by the implementation of the foreign, indium, atoms into
the GaN matrix directly from the HRTEM images. Analysis of the atomic displacements due to
strain does not take into account the contrast variations of the atomic species. The approach to
measure compositions from image pattern was first introduced by Bierwolf et al. [193] for the
measurement of the interatomic distortions of two strained lattices via the analysis of the Moiree
patterns 1. The distances are estimated independently and compared also with the computer
simulations. Later, various works were dedicated to the strain measurement analysis of thick
(In,Ga)N quantum wells in [194, 195], also by means of geometrical phase analysis in Ref.
[168].

We perform the quantitative HRTEM investigations as follows:

1. In the thin part of a specimen (∼5-10 nm thick) 30 images are taken under 1.4Mx magni-
fication and identical overfocus, approximately +6 nm. Schulz et al. [81] has shown that
taking multiple images enables to reduce the statistical error, from 4.6 pm for a single

1Moiree fringes is an interference pattern of the beams diffracted from the layers with similar but not identical
lattice plane parameters.
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image to 1.2 pm. The main source of errors is an amorphous layer always present on top
of the structure. Then, the whole series is cross-correlated in the in house software.

2. A peak finding algorithm assigns a gravity center of each bright spot, i.e. atom, on sum-
mation of the series with coordinates. Distances between the atoms are measured. This
data set from the summation is then transferred to each image, averaged and merged into
the lattice parameter map of the series. The c-lattice parameters are measured as double

distance between the spots, S, and mean value is found as: ci j =
1
n

30
Σ

k=1
(Si jk−Si+2 jk).

3. These data are compared to the ones obtained via multislice simulation of the atomic su-
percell of the structure corresponding to the experimental one. The supercells are relaxed
by modified embedded atom method (MEAM) - potential [196] in order to access the lat-
tice distortions of the alloys. This method was shown to be reliable, i.e. the bond length
of the simulated InN (=1.07 GaN bond) was almost equal to the one obtained from the
DFT calculations (=1.069 GaN bond) [197].

4. Indium content is calculated from the lattice plane parameters.

As mentioned in the beginning of the work, the content-strain dependence can be described
by a simple Vegard’s law relation (Eq. 2.1). However, for an accurate estimation, one should
take into account the strain state of the (In,Ga)N alloy. In this work we have investigated thin
(In,Ga)N quantum wells,∼1 ML thick, coherently grown on GaN. The QW is under the biaxial
strain, i.e. the stress is induced in two directions along the surface - <1-100> and <11-20>,
the lattice relaxes along the <0001> plastically or elastically, i.e. with or without the formation
of dislocations. For such type of structures the in-plane lattice constants can be considered
identical to the a-plane parameters of the hosting layer, i.e. GaN. Thus, embedding of the
InN monolayer leads to the expansion of the out-of plane lattice parameters solely. Thicker
structures, for instance standard 2-3 nm-thick (In,Ga)N QWs, may suffer from the thin-foil
effect originating from the outwards lattice distortion in <1-100> direction in the thin areas
of the specimen comparable to the thickness of the quantum well itself [194]. This means that
the QW is under uniaxial strain, i.e. the crystal is strained only in one direction but relaxes
in two others. Rosenauer et al. has estimated the 5 nm thickness limit for the offset of the
outward relaxation of the lattice for a conventional 4 nm QW, where thicker specimens would
still undergo biaxial strain state [198]. In thicker QWs it was shown that analysis of the in-plane
parameters improves the measurement precision impaired by local strain variation induced by
alloy fluctuations [81, 197].

For the QWs discussed here a biaxial strain is applicable 2.1, thus, the in-plane strain com-
ponents are identical:

εxx(x) = εyy(x) =
aGaN−aInGaN(x)

aInGaN(x)
(3.5)

where a(In,Ga)N is defined from the Vegards law Eq. 2.1. Out-of plane strain is defined via εxx:

εzz(x) =−2
C13(x)
C33(x)

εxx(x) (3.6)

Elastic constants C13 and C33similar to in-plane lattice parameters (see Eq. 2.1) can be found
via the Vegard’s law for the layer with In concentration, x:
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Ci j
InGaN(x) =Ci j

InN(x)x+Ci j
GaN(x)(1− x) (3.7)

The final out-of plane lattice parameter is found via the bulk c-lattice constant is found
through Eq. 2.1:

c′(x) = cInGaN(x)(1+ εzz(x)) (3.8)

Material C13 [GPa] C33[GPa]
GaN 106 398
InN 92 224

Table 3.1.: Elastic parameters for InN [159] and GaN [51] used in the multislice simulations.

Fig. 3.2: Simulated InN (violet) monolayer thick quantum well in GaN (green atomic columns),
nitrogen atoms shown as small gray balls shown in two imaging directions, i.e. (a) [11-
20] and (b) [1-100]. “AaBbAa" letters mark the stacking sequence of wurtzite lattice,
violet letters denote the atomic planes corresponding to the InN monolayer. (c) Sim-
ulated HRTEM image by means the multislice simulation method extracted from the
thickness region of 4.4 nm. Colored arrows show the measured interplanar distances
across the whole image. (d) Strain map converted to indium composition. C-lattice
parameters are then averaged along the <11-20> direction. The resulting profile is
presented in (e) for different simulated supercells with 17, 33, 66 and 100% of in-
dium in the monolayer. The colored arrows correspond to the out-of-plane parameters
measured in (c).
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We have performed transmission electron microscopy imaging of (In,Ga)N/GaN superlattices
in two principle projection directions <1-100> and <11-20> as shown in Fig. 3.2 (a),(b)
where we present the simulated supercell containing ideal InN ML-thick quantum well and
thick GaN barrier. The interplanar spacings can be derived via the in-plane lattice constants and
are different in two projections: d(11−20) = 1/2 ·a, d(1−100) =

√
3/2 ·a. The monolayer inserted

into GaN is actually formed by two atomic planes: a plane of nitrogen and indium atoms, i.e.
following the ... AaBbAaBb... notation of wurtzite sublattices, - bA (as shown in Fig. 3.2 (a)) or
aB. The c-lattice parameter corresponding to the monolayer is measured as a spacing between
the same sublattices, i.e. Bb-Bb or Aa-Aa.

In Fig. 3.2 (c)-(e) we show the procedure to measure the indium content of a simulated su-
percell containing a single InN monolayer. The quantum well in the corresponding simulated
HRTEM image can be clearly identified by different contrast compared to the host GaN lattice,
however, the out-of plane lattice distortions are too small as in Fig. 3.2 (c). The c-lattice para-
meters are measured as shown by colored arrows and the strain map, i.e. where the relative
difference of the lattice parameters of the QW in respect to GaN c-lattice constants is construc-
ted (see in Fig. 3.2(d)). The maximum indium content within one monolayer is 50% and the
rest is distributed between the surrounding in <0001> direction lattice planes. As a result of
the measurement, the averaged c-lattice constant profile has a triangular shape as shown in Fig.
3.2(e) with a maximum corresponding to that of bulk InN. This computer simulation shows
that introducing a single monolayer InN leads to the expansion of 3 neighboring lattice planes.
Note, that a similar triangular shaped strain profile but with lower maxima are obtained for the
whole calculated range of indium contents - 17%, 33% and 66%.

It has been shown in [199] that beam damage during the TEM observation may induce false
In fluctuations. Since we are measuring image series we can exclude such electron beam in-
duced changes in the sample by analyzing the first and the last image in the series. No visible
changes of the HRTEM images during the recording of series of 30 images have been observed.
Moreover, the beam current density obtained in our experiments for the typical high-resolution
TEM image (the investigated area of ˜ 50nm× 50nm) was approximately 25 A/cm-2(for the
maximum current of 1 nA). Such densities are non-destructive for GaN-based structures dur-
ing the exposure times used in our experiments as reported in [200]. Schulz et. al. [81] have
shown that the difference between the c-lattice parameters of the first and last image from the
series is identical in the GaN and QW regions, although, the standard deviation (STD), i.e. the
estimation error, of single images is larger.
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Fig. 3.3: (a) C-lattice parameters as function of the In content in the monolayer (black) and
bilayer (blue) thick InxGa1-xN QW obtained from simulated supercells. Blue and black
solid lines are linear dependencies described via the Vegard’s law: cInGaN = xcInN +
(1− x)cInGaN . The red line corresponds to the linear fit of the low indium content
region till 33%. (b) A comparison of the c-lattice parameter profiles obtained from the
simulated supercells containing single ML In0.25Ga0.75N QW under biaxial (red) and
uniaxial (blue) strain.

The resulting indium content is estimated from its linear dependence with the c-lattice para-
meter.

In Fig. 3.3 (a) we present the out-of-plane lattice parameters obtained from the simulated
supercells (see Fig. 3.2(e)). The structures consist of a 1 ML thick quantum well, containing
17, 33, 66 and 100 % In. As can be seen from the plot, the relation between the out-of-plane
lattice constant and In content is almost linear and only a slight bowing occurs for high concen-
trations. Considering a purely linear dependence of the c-lattice parameter and the In content
results in a measuring error of around 2%. However, as we will demonstrate further, indium
incorporation in our monolayers is less than 33%, therefore, our estimations are well described
by the following linear dependence derived from the fitting (see red line in Fig. 3.3 (a)).

x = 2145.9[nm−1]c′InGaN [nm]−1109.2 (3.9)

, where c’(In,Ga)N is the out-of-plain lattice parameter measured in the experiment. A measuring
distance of our method is in the range of 3 MLs, thus, trilayers can be treated already as the
thick QWs, i.e. measuring of the in-plane lattice parameters is required.

For bilayer thick alloys (see Fig. 3.3 (a), blue curve) the dependence of the lattice parameter
undergoes a larger deviation from the linear dependence. Since we consider a biaxial strain
state of the sample and neglect thin foil relaxation this slight downward bowing occurs due to
the configuration of the supercells that contained ordered (In,Ga)N. The first principle calcula-
tions from Cui et al. [201] demonstrated that ordered alloys obtain large discrepancy from the
linear law than the supercells with random (In,Ga)N with small In fluctuations. Nevertheless,
to account for the difference in the c-lattice parameters of the monolayers under uniaxial and
biaxial strain, we have preformed multislice simulations of the uniaxially strained QW. Accord-
ing to Fig. 3.3 (b) although, the expansion of the out-of-plane lattice parameters under biaxial
strain is slightly larger than under the uniaxial strain, the absolute difference between the lattice
parameter profile is negligibly small.
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3.3.1. HRTEM analysis of the as-grown (In,Ga)N QW

In Fig. 3.4 we present a quantitative analysis of one of the quantum wells from the SPSL stack
grown following the recipe presented in 2.2.3 grown at 550°C. The experimental HRTEM im-
age shown in Fig. 3.4(a) is a summation of the cross-correlated image series taken in <1-100>
projection. The region containing a QW is hardly visible but can be inferred from faint con-
trast variation within the layer. In Fig. 3.4(b) a color-coded map shows the averaged relative
distances between the atomic columns derived from the experimental images of the series fol-
lowing the procedure explained above (see 3.3). Larger distances correspond to the larger lattice
distortions, i.e. higher Indium composition. The quantum well area is represented in red-orange
color, the GaN barrier is almost uniform (blue-green) with small variations.

1 nm

(a) (b)

(d)(c)

Fig. 3.4: (a) Summation of 30 cross-correlated images taken along <1-100> under identical
focus conditions. QW-containing region is surrounded by the yellow box. A color-
coded strain map represented in the pixel (b) and nm-scale (c). (d) The experimental
(black) out-of-plain lattice parameters averaged in lateral direction shown with the
STDs and compared to the profiles found from the simulated supercells containing
a monolayer (left) with 17% (blue), 25% (red) and 33% (green) indium; and (right)
bilayer (In,Ga)N with 17% (blue) and 33% (green).

A lattice parameter map with pixel scale converted to nanometers is presented in (Fig.
3.4(c)). Averaging along the <11-20> direction yields the mean c-lattice parameter of the
layer, i.e. the mean composition Fig. 3.4(d). The resulting mean out-of-plane lattice constant is
0.5282±0.0011 nm. The experimental profile has a similar triangular shape as in the simulated
supercells, but with a much lower composition than the nominal value, i.e. 100%. We also
present a comparison with the bilayer simulation. For the double monolayers the profiles have
larger width, because the incorporation of the two layers of (In,Ga)N leads to the expansion of
5 surrounding GaN atomic planes. However, the experimentally found profile is narrower and
the best fitting is obtained with the simulated supercell containing single monolayer QW with
25% of In. More precisely, according to the empirical formula Eq. 3.9 the averaged indium
composition is 24.2%. The measurement precision of each individual atomic column is given
by STD in GaN region and is ± 1.6 pm, i.e. ± 3%. For the averaged value of c-lattice parameter
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the precision is estimated from the mean c-lattice parameter deviation measured in the GaN that
is slightly lower and for this particular example is 1.1 pm or 2%. The latter we define as the
experimental error for the mean In content: 24.2±2.0%.

Compositional variations within the layer are present. Content fluctuations are estimated as
an STD of the QW region with extracted error of the measurement, i.e. an STD of the barrier
region giving 6%.

3.4. Quantification analysis in STEM.

3.4.1. Simulations based on frozen phonon approximation

For the multislice STEM image simulations we employ the so-called “frozen phonon” approach
developed by Kirkland et al. [202]. Several configurations of the supercell divided into multiple
slices (like was done for HRTEM simulations shown in 3.2) are simulated with the randomly
varied atomic displacements corresponding to the lattice vibrations. The electron beam propag-
ates through these slices. Since the incident electron has a higher velocity (∼ 0.77c), time for
its travel through the crystal (∼ fs) is much faster than one vibration period of an atom (∼ ps) so
the lattice would appear as “frozen”. During the exposure time (∼ms) of the real STEM exper-
iment many interactions of the electrons and lattice are registered. In our simulations we have
set 20-50 configurations that is found to be enough to account for thermal diffuse scattering and
save computational time. The resulting STEM images are a superposition of all configurations.

In Fig. 3.5 (a) and (b) we present the STEM simulated images for the supercells containing
thick GaN layers with 1ML and 2MLs (In,Ga)N with an In content of 33%, respectively. For
this particular simulation, the maximum acceptance semi-angle range of the detector was set
to 30-323 mrad, the semi-convergent angle of the incident beam - 9 mrad. Our simulations
showed that the HAADF contrast of the (In,Ga)N layers along <11-20> projection is higher
than the one obtained along <1-100>. The inter-atomic d-spacings in the <11-20> projection
(∼0.276 nm) are bigger than in <1-100> (0.159 nm) and twice time larger than the resolution
limit of 0.13 nm obtained in STEM. Therefore atomic displacements contribute to a larger extent
improving the electron channeling giving an additional contrast to the HAADF signal. The final
(In,Ga)N layers appear brighter than GaN according to the Z-contrast principle of imaging.
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Fig. 3.5: (a) Simulated STEM images along the <11-20> projection obtained for the
In0.33Ga0.67N quantum wells one (left) and two (right) monolayers thick. Frozen
phonon simulations were performed for the thickness range up to 37 nm (shown here).
(b) STEM intensity profiles extracted for the 1 ML (black) and 2 MLs (blue) QWs by
averaging along the growth (vertical) direction. Mean intensities of the profiles are
shown as short-dashed (for a monolayer) and dotted (foe a bilayer) lines. (c) HAADF-
STEM intensity ratio of 1 ML (In,Ga)N with 25% (blue curve) and InN (black curve)
to GaN calculated for the specimen thickness range from 0 to 310 nm.

3.4.2. Composition quantification via Z-contrast

The so-called Z-contrast analysis is based on the assumption that the intensity of the beam
scattered on the atomic columns is proportional to their atomic number (see Eqs. 2.312.32
in the description of the STEM investigation technique 2.3.1.5). Therefore, the difference in
the intensities of the InN and GaN atomic columns is directly pronounced on the HAADF-
images due to the higher atomic number of indium. For the quantification analysis in STEM,
the measured HAADF intensities are normalized to the electron beam intensity, i.e. to the
detector signal in every session. The fraction of electrons scattered from the incident beam and
registered by the detector is given by:

I =
Iexp− Ivac

Idet− Ivac (3.10)

where Iexp - is the actual intensity measured from the experiment, I vac - a background signal
and Idet - intensity of the incident beam, the maximum signal registered by detector in current
experiment.

The registered scattering intensity strongly depends on specimen thickness (increases for
thicker specimens) and composition of the (In,Ga)N alloy (also increases for higher In con-
tent). Since, the composition of the (In,Ga)N layer is unknown and the investigated specimen
has a wedge shape, the sample thickness is derived from the surrounding GaN, compared to
the simulated HAADF intensities of the pure GaN. Then, it is extrapolated to the region with
(In,Ga)N if the QW is relatively thick as most of the structures discussed in literature, i.e. 5-10
nm [87, 198]. The latter is not needed for our structures approximately 0.26 nm thick. Note,
that the projection effect induced by the miscut of the substrate may give a false impression
of the QW thickness especially of thin alloys. HR-STEM images taken from a thin specimen
area, therefore, are required. For the known sample and QW thickness the final composition is
estimated by comparison to simulated STEM images with various concentrations. More details
on the method of compositional quantification by HAADF-STEM imaging can be found in the
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works of Rosenauer et. al. [198, 203].
However, one should take into account that channeling and dechanneling effects are import-

ant factors that influence the contrast in STEM HAADF imaging in general and in ternary alloys
in particular. The different bond length of In-N and Ga-N (due to the difference in the atomic
radii of In and Ga) cause static displacements of the atoms from the position they would as-
sume in the virtual crystal approximation and cause dechanneling, i.e. loss of the signal of
the off-scattered electrons to the diffuse background (see more in [87]). This leads to a total
intensity measured at high angles that is lower as compared to the case neglecting atomic static
displacements. In Fig. 3.5 (c) we present a ratio of (In,Ga)N/GaN depending on thickness for
the ML-thick quantum well with 25% and 100% of indium. The HAADF-STEM intensity was
averaged from the small cells of the 1

2c · 2.4nm - size containing 1 (In,Ga)N monolayer. For
the sample thicknesses below 25 nm the contrast ratio of the In0.25Ga0.75N/GaN is oscillating
reaching its maximum of 1.18 at approximately 30 nm. Then it slowly decreases to 1.05 at the
largest calculated thickness 310 nm, except a limited region from 50 to 80 nm where the ratio
remains constant. For a pure InN ML such dependence has a comparable dependence, though
the absolute value of the ratio is considerably higher of 1.58. Nevertheless, for the samples
thicker than 30 nm a steady intensity decay is observed. Similar results were found from the
simulations of Dimitrakopulos et al. [204] for the 33% In-containing simulated supercell, the
intensity reduction was even more pronounced for the supercells with 67% and 100% of In.
Attraction of the scanning electron beam to the periodic atomic lattice induces the oscillation
of the HAADF intensity with thicknesses in thinner area regions. In thicker specimen area the
diminishing of the HAADF-intensity could be explained by the the electron probe spreading
out through the sample thickness. Thus, the relation between the collected signal of ultra-thin
(In,Ga)N and surrounding GaN reduces. Nevertheless, in the simulations of the (InxGa1-x)2O3

compound from Wouters et al. [205] and simulation of the bulk InN [204] show the same trend,
i.e. decrease of the intensity, opposite to the continuous rise of the HAADF-signal observed for
GaN [198].

A circumstance to be particularly mentioned for single MLs is the projection effect induced
by the miscut of the substrate that may give a false impression of the QW thickness. This
occurs if the beam direction is at an oblique direction with respect to the step direction. For
this reason HAADF-STEM image taken in thin specimen area is required to measure the alloy
thickness. At the same time, the described channeling and suppression of the STEM intensity in
thicker specimen regions examined in In-containing alloys specifies a narrow region available
for quantification in STEM imaging.

3.5. X-Ray diffraction as a quantitative method for

ultra-thin quantum wells

We have employed XRD to roughly estimate composition and periodicity of the superlattices.
In detail, the diffraction peaks originating from the dynamic interference of the diffracted X-ray
beams from the quantum wells in the multi QW structure, give a well pronounced intensity
pattern. The satellite peaks of different orders are placed at some distinct relative positions
so the respective periodicity of the superlattice structure is measured as distances between the
peaks [40, 53]. Broadening of the XRD peaks and suppression of the high order satellites
indicates the presence of compositional fluctuations and possible degradation of the structural
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quality, respectively.
In Fig. 3.6 we present the XRD measurements of the two superlattice structures with nomin-

ally 4 MLs thick InN QWs separated by 10 nm (In,Ga)N barriers with indium content less than
2% deposited at 640 °C (a) and 600 °C (b). Measurements and simulations were preformed by
Dr. M. Sawicka in Unipress, Warsaw. Stacking of the multiple quantum wells induces several
satellite peaks from the -5th to the +3rd order on the XRD spectra. The 0th peak of the superlat-
tice appears as a shoulder of the GaN (0002) reflection and is measure for the average In content
in the stack. An increase of the In content in the monolayers leads to an increase in strain, i.e.
an expansion of the out-of-plain lattice spacing. Thus, the satellite QW peak is shifted towards
lower angles [66]. In our experimental X-Ray data the (0002) reflection is hardly separable
from the GaN’s which already indicates that the indium content is lower than 100%.

Fig. 3.6: 2θ-XRD scan around the (0002) reflection of the nominally InN/GaN SL structures
(black) grown at (a) 640 °C (a) and 600 °C (b) shown together with the XRD simu-
lations (shifted vertically) with various parameters: different thicknesses and indium
contents.

Sample @640 °C
Nomenclature
in Fig. 3.6 (a)

QW thickness
[nm]

QW
content [%]

QB thickness
[nm]

QB content
[%]

Correlation
parameter

Sim 1 [100%] 0.07 100 9.58 0.5 7.21
Sim 2 [1 ML] 0.26 11 9.4 0.7 6.22
Sim 3 [2 MLs] 0.7 10 8.95 0.5 7.46

Sample @600 °C
Nomenclature
in Fig. 3.6 (b)

QW thickness
[nm]

QW
content [%]

QB thickness
[nm]

QB content
[%]

Correlation
parameter

Sim 1 [100%] 0.13 100 9.7 0.6 7.49
Sim 2 [1 ML] 0.26 22 9.6 1.2 4.21
Sim 3 [2 MLs] 0.7 13 9.1 1.0 5.18

Table 3.2.: Parameters utilized for the XRD simulations of both SLs, the best fitting is marked
with bold letters.

Two factors - indium content and thickness of the QW define the superlattice peak positions.
To simulate the data we have varied both parameters (see blue, green and red curves in Fig.
3.6). A change in fitting parameters (see Table 3.2) results only in barely small changes of the
simulated spectra. The difference appears mainly for the 0th order peak - that shifts more for
the QWs with 100% of indium, which, however, does not match with the experimental results.
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Moreover, the InN/GaN SL simulation suggest a thickness of the layer of 0.07 nm and 0.13
nm for the 640 °C- and 600 °C-grown SLs what actually corresponds to 0.3 coverage . For
comparison of the simulation and experimental data we have used the following parameter:

w = [log(Iexp)− log(Isim)]
2 (3.11)

where Iexp and Isim are the intensities at each point obtained from experiment and simulation.
Maximum intensity of the experimental 0th order peak is 3.5 · 106 and 2.6 · 106cnts (Fig. 3.6
(a) and (b), respectively), the background signal is 0.1 cnts for both samples. The average
correlation parameters for each simulation are listed in Table 3.2. The lowest parameter, i.e.
best fitting for both SL is found for the 0.26 nm thick QW, i.e. 1 ML. The difference in the 0th
peak positions between the SLs indicates higher average In content in the whole structure for
the SL grown at 600 °C. The resulting compositions were estimated as 22% and 11% of indium
(red curves in Fig. 3.6) for the samples grown at lower and higher temperatures, respectively.
A slightly smaller spacing between the satellite peaks for the SL grown at 600 °C illustrate a
larger (by 0.2nm) thickness and In content (by ∼0.5%) of the barrier.

Nevertheless, we can state that a quantitative measurement of the In content in ∼ ML-thick
QWs by XRD is not accurate enough because of the small volume fraction of the QW in the
measured structure and the degrees of freedom for the adjustable parameters (i.e. thickness and
composition of the well and composition of the barriers). From the XRD simulations, Kusakabe
et al. [206] have estimated∼50 % of indium in single monolayer QWs of a superlattice structure
with 4 MLs GaN barriers. In the work of Yoshikawa et al. nominally bilayer thick InN QWs
obtained a good fitting for the QW of 0.17 nm thickness as input parameter corresponding to
25-30% of indium [35]. The authors also suggest an ambiguity of the XRD simulations for such
fine (∼ ML thick) quantum wells. Cheze et al. [66] presented satisfactory good fittings of the
nominally InN/GaN SPSLs with the parameters corresponding to an indium composition less
than 10% in the QWs for XRD scans around the (0006) reflection.

Taking into account all these data from literature and our results on XRD simulations we
can state that X-Ray diffraction does not give a satisfactory precision to quantify thickness and
composition of very thin (In,Ga)N alloys coherently grown on GaN.
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ultra-thin (In,Ga)N quantum wells

4.1. Aim of the chapter

As we have shown above by means of the HRTEM quantification analysis, the indium content
in the nominal InN quantum well grown pseudomorphically on GaN is less than 30% 3.3.1.
Moreover, all our ultra-thin quantum wells grown according to the standard recipe (see 2.2.3)
reveal indium concentrations around 25%. In this part, we will present the results of several
growth experiments where thermodynamic and kinetic factors were varied. Indium flux, growth
temperature and growth intervals of the (In,Ga)N thin quantum wells were changed in order to
increase the In incorporation. We find a certain restriction on thickness and In content in the
QWs coherently grown on GaN. Moreover, we will demonstrate an apparent ordering of the
indium and gallium atomic columns recorded for the first time by means of HRTEM imaging.
We find a direct connection between the examined ordering and a specific surface reconstruction
observed by RHEED. At the end, we suggest a theoretical model that explains the compositional
and thickness limitation and discuss it together with the other experimental data on nominal InN
ML-thick quantum wells found in literature.

4.2. Investigation of the indium content as dependent on

growth conditions

4.2.1. Influence of the III/V ratio

In this growth experiment a ratio between the indium and nitrogen flux pressures was gradually
changed during the growth of the stack. Each QW was deposited under the progressively de-
creasing In flux with constant nitrogen flux. A sequence of eight QWs separated by 10 nm GaN
barriers was deposited using the standard growth recipe described in 2.2.3. The growth scheme
and nominal structure of the superlattice stack are presented in Fig. 4.1 (a) and (b), respectively.
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Fig. 4.1: (a) Growth scheme of the superlattice with different III-V ratio. Values of the var-
ied indium flux pressures can be found below. (b) Nominal structure of the sample.
Note that growth time was adapted to obtain 2 MLs-thick InN QWs. Indium flux was
increasing towards the surface as shown by an arrow.

The growth temperature of the sample was 550 °C. Nominal InN layers were grown by ap-
plying indium and nitrogen fluxes, Ga-flux was switched off. Deposition of the barriers was
followed by growth interruption and “drying” of the surface with active Nitrogen. The two first
layers grown under In-rich conditions were limited by nitrogen flux and the growth time con-
stant was chosen corresponding to 2 MLs deposition at the given N flux. The other six QWs
were grown under N-rich regime and limited by the In flux and a growth time corresponding
to nominal 2 MLs deposition at the given In flux. N-flux was φN=3.9×1014at/s/cm2in all QWs.
The In/N ratios with the fluxes are listed in Table 4.1.

In/N rate 1.4 1.1 0.8 0.7 0.6 0.5 0.4 0.1
φInN, ×1014 atoms/ñm2s 5.39 4.08 3.26 2.71 2.31 1.9 1.37 0.54

Table 4.1.: III-V ratios set for the growth of the QWs and the corresponding In-fluxes. The
sequence is shown as grown, i.e. the In flux pressure reduces in <0001> direction.

Composition and structural properties of the deposited QWs were analyzed by means of
scanning TEM and high resolution TEM investigations in <11-20> and <1-100> projections,
respectively. A STEM overview image of the whole stack taken in a specimen area where the
transmitted sample thickness is approximately 80 nm is shown in Fig. 4.2(a). It reveals a high
structural perfection of the QWs, represented by high HAADF intensity as compared to the
surrounding GaN. The interfaces between the nominally InN QWs and the GaN barriers are
abrupt and no obvious indications of In segregation1 or interdiffusion are visible. The HAADF-
STEM intensity from the GaN barriers was normalized by means of the polynomial fitting in
ImageJ editor [208]. As discussed in (2.3.1.5), STEM intensity of the material, or Z-contrast, is
proportional to the atomic number of its constitutes. Thus, by extracting the background signal
linearly proportional to the sample thickness we estimate the evolution of indium content in
the QWs grown under different conditions. Contrast of the QWs is progressively decreasing
towards the surface, i.e. following the reduced indium flux. To ensure that these analysis is not
corrupted by the aforementioned HAADF-STEM contrast-thickness dependence for (In,Ga)N
(see in 3.4), the profile was extracted from the specimen area with small thickness variation

1Indium segregation arises due to the lower potential barrier for Indium driven to replace Ga close to the surface
[207].
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around 30 nm along the wedge and cross-checked with the other specimen regions giving the
similar result.

Fig. 4.2: (a) An original (unfiltered) overview STEM image of the III-V ratio structure. Scale
is marked on the image. (b) STEM profile extracted from the image on the left.

From the STEM line profile shown in Fig. 4.2 (b)) extracted from Fig. 4.2 (a) the average In
concentrations in the QWs can be quantified. Note, that for such thicknesses and magnification
the inhomogeneities along the the projection and lateral fluctuations in the composition are
averaged out. To account for the changing sample thickness the intensity of the QWs was
normalized with respect to the GaN barrier intensity. The first QWs starting from the substrate
deposited at In-rich and slightly N-rich conditions (In/N rate 0.8) exhibit an almost constant
intensity. Then, keeping the N flux constant and reducing the In flux stepwise for the following
QWs leads to a stepwise decrease of the HAADF-STEM intensities from the QWs, i.e. lower
indium concentrations in the upper layers. For significantly low In/N fluxes ratio, i.e. 0.1 (see
the last QW from the stack) an interrupted QW is formed with the In content of one third of the
first QWs grown under the highest rate. The FWHM of the HAADF intensity peaks proportional
to the thickness of the QW were symmetric Lorenzian shape and constant along the whole SL
stack.

A detailed comparison of the STEM intensities of the selected three QWs extracted from dif-
ferent parts of the stack is shown in Fig. 4.3 (a)-(c), (bottom). The respective HAADF-STEM
images (Fig. 4.3 (a)-(c), (top)) were done under higher magnification. To ensure a reliable com-
parison of the signals measured in the specimen areas with different thickness we have extracted
the vacuum levels and the GaN background barrier intensities. According to these images the
nominal bilayer QWs are one monolayer thick as can be obtained from the high-resolution
STEM images. We compare these results to the frozen phonon STEM simulations of the 1 ML
In0.25Ga0.75embedded into GaN matrix (see Fig. (3.5)(c)) done with the similar sampling as of
the experimental images. The maximum intensity ratio between the In0.25Ga0.75N single ML
and GaN in the simulation was 1.18 that corresponds to the ratio observed for In-rich QW (see
Fig. 4.3 (a), (bottom)). The contrast of the uppermost QW is 1.07 that implies approx 10% of
indium via linear interpolation.
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Fig. 4.3: High resolution HAADF-STEM images and their respective profiles from the indi-
vidual layers grown under: (a) In-rich; (b) slightly N-rich; (c) In-poor conditions.

In Fig. 4.4 we present the results of the quantitative HRTEM analysis of the QW that had
the highest HAADF intensity in our STEM investigations. This QW was grown under slightly
In-poor condition with 0.8 In/N ratio (QW number 3) that is typically utilized for the standard
monolayer deposition. For the out-of-plain parameter’s analysis the whole presented field of
view was employed. A resulting c-lattice parameter map is shown in Fig. 4.4 (b). Here,
the expansion of the c-lattice constants is not homogeneous but a noticeable area of the local
widening of the lattice planes can be obtained (see the red-colored region).
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Fig. 4.4: (a) Summation of 30 images taken under identical focus conditions and the highest,
1.4 Mx, magnification. White box marks the area containing the QW. (b) Color-coded
c-lattice parameter map derived as the measurement of the interatomic distances in (a).
Blue color corresponds to the lower values of the c-lattice constants mostly found in the
barrier region and yellow-red - to the expanded distances of the QW. (c) Comparison of
the compositional profiles of the experimental QW (black) shown together with STDs
and of the simulated supercells with 1 ML thick QW and 17% (blue), 25% (red) and
33% (green) indium concentrations.

The averaged c-lattice parameters along the <0001> direction is shown in Fig. 4.4 (c).
This result is compared to the simulated supercells with 17, 25 and 33% of indium content.
The profile exhibits a good accordance with the simulated supercell containing 1 ML-thick
In0.25Ga0.75N (red). However, the standard deviation of the c-lattice constants of the GaN and
QW are relatively high (see thin black lines). The measuring precision was estimated in the
barrier region that returns the final c-lattice parameter as 0.5275±0.0023 nm. This corresponds
to the indium content in the experimental ML approximately 23%. The indium content variation
within the ML was derived from the difference of the STDs in the GaN and (In,Ga)N areas as
∼ 3%.

From this growth experiment we conclude that: (i) the indium content at a given N flux
increases with increasing indium flux; (ii) the concentration rises from 8% to 23%, until the
In/N ratio reaches slightly nitrogen-rich conditions (In/N=0.8); (iii) shifting more towards In-
rich conditions does not further increase the indium content.

4.2.2. Influence of the growth temperature

In the second series of experiments we study the influence of the growth temperature on In
incorporation. A stack of (In,Ga)N/In0.02Ga0.98N SPSL was grown in the temperature range
between 480-650 °C. Each QW in the stack is deposited at a different temperature starting with
the highest temperature close to the substrate and lowering the growth temperature in steps of
19°C for the following QWs. C-oriented bulk GaN substrates with 0.5° miscut angle towards
<1-100> was utilized.
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The structure consisted of 10 nominally InN QWs deposited for 4 sec each separated by
10 nm barriers. In this experiment we have added a small amount of indium to the barrier
to obtain better structural and optical properties grown under unfavorable temperatures for
pure GaN.2The fluxes were: 10.74·1014 at/cm2·s (In), 13.02�1014 at/cm2·s (N) and 12.65�1014

at/cm2·s (Ga) thus resulting in ∼ 2.8% of indium content in the barrier. This process was fol-
lowed by the growth of the next pair sequence “QW+barrier” on the Me free surface. The
AFM measurements performed by M.Sawicka (Institute of High Pressure Physics (Unipress),
Warsaw) showing rough surface terminated with the 3D islands marked in Fig. 4.6(a), no sur-
face steps were visible, the RMS was estimated as 1.8 nm.

STEM-HAADF image taken at 130 nm sample thickness of the superlattice stack is shown
in Fig. 4.5 (a). As can be seen from the high magnification STEM image, the QW grown at
612°C is one ML thick (see inset of Fig. 4.5 (a)). Deposition at growth temperature as high
as 650 °C does not to the formation of a continuous QW, i.e. the first layer is interrupted. De-
creasing the growth temperature to 631 °C and 612 °C results in homogeneous QWs with no
visible structural defects. However, plastic relaxation emerges already at the third QW visible
as brighter areas due to the local bending of the specimen perpendicular to the SL. Substantial
structural degradation starts from the QW grown at 575 °C. Here, multiple threading disloca-
tions emerge and a severe structural deterioration of the last two layers grown at 499 and 480
°C can be observed.

2In details, as mentioned earlier the deposition of GaN in PAMBE under metal-excess is more preferable [63]. A
drying step, i.e. the removal of the residual Ga from the surface may lead to the strong surface roughness. It
was discussed, that indium may act as a surfactant during the deposition of the GaN barriers [209]. Here we
use conditions, where the In flux is kept during the growth of the barriers and the Ga flux is slightly lower than
N flux so that all Ga is incorporated. Some of portion of indium incorporates as well with the leftover of the
Nitrogen flux and the residual In excess can be easily evaporated from the surface. As a result, the In content
in the barriers was very low and controlled by the Nitrogen flux as:

xbarrier
max =

ϕN −ϕGa

ϕN
(4.1)

where φN and φGaare fluxes.
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Fig. 4.5: (a) Temperature gradient structure grown under 480-650 °C taken in <11-20> at
specimen thickness approx 130 nm. Arrows indicate the area of strong dislocation
formation. High resolution STEM of the selected QW is shown in inset. (b) HAADF-
STEM intensity profile of the SL extracted from (a).

The HAADF-STEM intensity profile extracted from Fig. 4.5 (a) is presented in Fig. 4.5 (b).
Decreasing of the growth temperature from 650 to 612 °C leads to an increase of the indium
content that is followed by a saturation of the HAADF-STEM signal for the next three QWs
(593-556 °C). Nevertheless, due to the starting deterioration of the structure, the background
level of the barrier is fluctuating, impairing a quantification of the Indium content of the QWs.
Moving further to the surface, degradation of the crystalline quality becomes more severe also
widening the FWHMs of the line profiles of the last four QWs. For the QWs grown below 612
°C analysis of the (In,Ga)N thickness and indium concentration is unreliable.

Fig. 4.6: AFM images of the (a) first temperature gradient structure grown in the 480-650 °C
temperature range and (b) the second structure grown at 580-650 °C. The values of the
RMS parameters are mentioned in the text.

4.7 (a) shows the growth scheme of a second superlattice grown in a narrow temperature
range from 650 to 580°C. The analysis of this structure will be discussed in more details in the
following. Before deposition of the SL stack surface roughness was estimated by AFM giving
an RMS ∼0.3-0.5 nm on 5x5 m2 area.
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Fig. 4.7: Growth scheme of the QW+barrier sequences deposited at varied temperatures shown
together with the underlying buffer layers.

Tgrowth range Parameter In N Ga

580-650 °C
flux [at/cm2s] 9.85·1014 10.95·1014 10.77·1014

growth rate [ML/s] 1.07 [InN] 1.19 [InN], 0.96 [GaN] 0.95 [GaN]

480-650 °C
flux [at/cm2s] 10.74·1014 13.02·1014 12.65·1014

growth rate [ML/s] 1.17 [InN] 1.42 [InN], 1.15 [GaN] 1.11 [GaN]

Table 4.2.: Growth parameters of both temperature gradient superlattice structures. Fluxes
shown here in at/cm2s are translated into ML/s. Note, that nitrogen rates for the
QW and barriers are different when translated from the absolute value of nitrogen
flux.

In this experiment In, Ga and N fluxes were kept constant throughout the the deposition of
buffers, QWs and barriers controlled by the Ga flux. QWs were deposited under the turned off
Ga supply. During growth of the buffer and barriers In flux pressure was kept on. At the same
time, Ga flux was higher than In that led to the predominant GaN formation with small fraction
of indium (∼ 1.6%) according to the Eq. 4.1. The growth rates of the QWs and barriers (named
as [InN] and [GaN], respectively) translated into ML/s (Table 4.2), were generally higher than
those found in the works on (In,Ga)N ML deposition [65,66,210]3. We have reduced the growth
rates and fluxes as compared to the first temperature gradient structure discussed above (see the
lower row in Table 4.2) but still kept a slightly nitrogen rich regime.

Two In0.02Ga0.98buffer layers approximately 30 nm thick were deposited during 112 s. They
were followed by a growth interruption and by a deposition of nominally 4.3 MLs InN. Then, the
QW was covered with a GaN barrier. For the following 7 QWs, the growth temperature range
was reduced from 650°C to 580°C in steps of 10 °C. Growth interruptions were performed
between the growth of each QW+barrier pair in order to evaporate the In excess on the surface.
With lowering of the growth temperature the time needed to evaporate the remaining In had to
be increased from 14 to 1286 sec. This indicates that higher amounts of In were accumulating
on the surface that required longer times for thermal desorption. Finally, after completion of
the full stack, the RMS has slightly increased to 0.3-0.65 nm on the 2x2 µm2 area. Traces of
metal droplets were obtained on the larger scans, i.e. not all the In that accumulated on the
surface was absorbed and then completely removed. Nevertheless, pronounced surface steps
were visible (see Fig. 4.6 (b)).

3The growth rates and fluxes are related to each other via the surface area density, i.e.: [at/cm2s] = [ML/s] · at
a2

XN
√

3
,

where aXN - is the in-plane lattice constant of InN or GaN.
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The structure, shown in Fig. 4.8 (a), appears of high quality with no visible dislocation form-
ation as in the temperature gradient SL discussed above. The image was taken in a rather thick
specimen area of 150 nm where the effects of channeling that lead to oscillating intensities in
the HAADF image die out but only a slow decrease of intensity is expected (see 3.4). Thick-
ness gradient of this particular specimen was negligible in for the most of the QWs, except the
last two alloys, where a steeper thinning was examined. To account for the accuracy of our
measurement, we extracted the same HAADF-STEM profiles in different regions and found a
similar outcome. The latter can be seen as a dimming of the contrast in the right part of the
HAADF-STEM image. In some areas the QWs appear as bilayers due to the projection effect.
The substrate with 0.5° miscut angle induces surface steps that may lay at an oblique angle
in respect to the projection direction of the TEM sample and, thus, broaden the projected QW
thickness if the sample includes a step. The first (In,Ga)N layers starting from the substrate ap-
pear with faint contrast of the QWs with respect to the barrier as the subsequent ones grown at
lower temperatures. The second QW in sequence deposited at 640 °C (see inset 1 in Fig. 4.8) is
partially interrupted. This image was taken in the thinner specimen region (60 nm) under higher
magnification. Moving along the growth direction we observed the highest contrast for the QWs
in the middle of the stack grown at 620 and 610 °C. The QW deposited at 610 °C is clearly 1
ML thick (see the inset 2 in Fig. 4.8). We note, that contrast in these insets was enhanced to
bring up the In atoms and was not used for the quantitative analysis of the composition. The
contrast of the last (In,Ga)N layers grown at lower temperatures is slightly reduced.

Fig. 4.8: (a) Unprocessed HAADF-STEM image of the specimen area of the SL stack solely
taken in <1-120> projection, the <0001> direction is indicated by an arrow. Insets
present the selected QWs grown at 640 °C and 610 °C under higher magnification
from 60 nm and 30 nm specimen thicknesses. (b) STEM-HAADF profile extracted
from (a). Growth direction corresponds to the one from the original STEM image.

HAADF-STEM intensities shown in Fig. 4.8 (b) were extracted from the Fig. 4.8 (a). Intens-
ities of the pure GaN barriers from the simulation and experimental In0.02Ga0.98N barriers can
be assumed as equivalent. All the QW intensity line profiles have similar FWHMs. The lowest
intensity is observed for the fractional QW grown at 640°C. Following the growth direction,
i.e. decreasing the growth temperature, the HAADF-STEM contrast of the QWs increases and
reaches a maximum value for the QW grown at 610°C. Further decrease of the growth tem-
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perature does not lead to a continuous increase of the In incorporation but to saturation with a
slight reduction of the In composition what can arise from the slight thinning of the specimen
close to the surface.

The Indium content of the QW that showed the highest HAADF-STEM intensity was studied
in addition by means of high-resolution TEM based strain analysis. An experimental HRTEM
image of that QW taken in the <1-100> zone axis is shown in Fig. 4.9 (a). The (In,Ga)N QW
exhibits a periodic intensity pattern representing an ordering of the Ga and In atomic columns
(see Fig. 4.3.1 in the following). The c-lattice plane parameter of the QW and surrounding
In0.02Ga0.98N matrix were translated into the strain map presented in Fig. 4.9 (b). The lattice
planes of the barrier appear as green colored, (In,Ga)N QW is represented by the increased
interatomic distances shown in red. The mean c-lattice parameter is 0.5273±0.0011 nm. As can
be seen, the strain in the QW layer is fluctuating, i.e. in the middle of the map there is a region
with larger out-of-plain parameter ∼8 nm length (noted as region B), i.e. with higher with In
content approximately 25.9%. The surrounding patches A and C both 3 nm long had slightly
lower In concentration: A with ∼20.4% indium and patch C with ∼23.4%. Overall, averaging
the indium content along <11-20> projection results in 23% with the measurement precision
∼2% and mean compositional fluctuations ∼3%. The QW thickness obtained by HR-STEM
investigation (see inset in Fig. 4.8(a)) was one ML.

Fig. 4.9: (a) Summation of 30 HRTEM images of the 610°C-grown QW taken under identical
focus conditions in <1-100> projection. The QW area is marked by a white box.
The arrows indicate the interatomic ordering of the In and Ga atoms. (b) C-lattice
parameter map of the same QW proceeded from (a). Colors depict the values of the c-
lattice constants increasing from 0.500 (blue) to 0.537 (red). A, B, C denote the regions
with fluctuating indium content, i.e. B - with higher and A, C - with lower indium
composition. (c) Comparison of experimental (black) and simulated lattice parameters
of single (In,Ga)N ML with 17% (blue) and 25% (red) compositions. STDs of the
measured distortions are shown simultaneously.

Compositional evaluation of the QWs grown at the other temperatures was difficult due to the
fact that: (i) the MLs grown at high temperatures (650-640 °C) were partially interrupted; (ii) a
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high experimental error, i.e. big STD due to the low crystalline perfection of the barrier depos-
ited at low temperatures (590-580 °C). Since the Z-contrast of the HAADF-STEM intensities
has a direct and straightforward correlation to the composition, especially on the macroscopic
scale [88], we utilize the concentration derived by means of the HRTEM and interpolate this
value to the STEM intensity ratios found earlier. Assuming that width of the STEM line pro-
files was similar for all QWs in this gradient SL and that the (In,Ga)N layer deposited at 610 °C
showed a thickness of one ML in both HRTEM and STEM analyzes, we conclude that all QWs
were single MLs. The resulting values of mean In incorporation in each QW is summarized in
Table 4.3. Compositional range lies between 11 and 23%, i.e. changing the growth temperature
by just 40 °C results in the doubling of the In content.

Tgrowth[°C] 650 640 630 620 610 600 590 580
In content [%] 11 9 13 20 23 16 18 16

Table 4.3.: Indium content derived from the linear interpolation between the results obtained
from HRTEM and STEM analysis. Layers are presented in the order as the SL was
grown, i.e. from higher to lower temperatures.

4.2.3. Influence of the QW growth time

In the following section we study the incorporation kinetics, i.e. we grow QWs under identical
conditions, but with different growth times. In Fig. 4.10 we present the growth scheme under
fixed In and N fluxes the QWs were deposited for different times. Eight nominally InN layers
were grown on a GaN template from Kyma. The first two QWs were deposited exclusively
under In flux4, with the N flux switched off followed by growth of a 10 nm GaN barrier. All
other QWs were grown by applying of both - indium and nitrogen fluxes.
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Fig. 4.10: Growth scheme of the nominal InN QWs grown at (a) 4 and 8 s without N supply
and (b) 4 - 60 s with both In and N fluxes.

Growth intervals of the first two QWs (with only In flux) were 4 s and 8 s respectively, the
next six layers were deposited at constantly increasing growth intervals from 4 s to 60 s. The
growth rates were 1.1 ML/s for In and 0.9 ML/s for N which corresponds to 2 to 32 MLs
nominal thicknesses of the QWs (see more details in 4.4). The growth temperature was set to
590 °C.

4Although, the nitrogen flux was nominally switched off, some nitrogen species may enter the growth chamber
due to the MBE set up construction.
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QW QW3 QW4 QW5 QW6 QW7 QW8

growth intervals [s] 4 (In,
N)

8 (In,
N)

16 (In,
N)

28 (In,
N)

40 (In,
N)

60 (In,
N)

nominal thickness [MLs] 2.0 4.0 8.5 15.0 21.0 32.0

Table 4.4.: Growth times and the corresponding thicknesses of the QW3-QW8 deposited with
indium and nitrogen fluxes.

An STEM-HAADF overview image extracted from the TEM specimen with a thickness of
∼ 120 nm is presented in Fig. 4.11 (a). The total change of the thickness along the superlattice
was very small ∼ 20 nm. The QW1 and QW3 grown only with In flux show only a fractional
coverage The QWs that were deposited with growth intervals of at least 8 s exhibit full coverage
in the STEM image for the projected sample thickness of 120 nm. Fig. 4.11 also reveals that
each QW has a similar thickness. The respective normalized HAADF-intensity line profile
(Fig. 4.11(b)) shows that FWHMs of the QWs are equal and only the intensity ratio between
(In,Ga)N and barrier, i.e. the mean composition of the QWs, changes. The weakest contrast, i.e
the lowest mean indium content, can be observed for the first three layers, the two QWs grown
at 4 s have the lowest but similar indium content. Increasing the growth time to 8 s results
in a higher indium content (see QW2, In flux only). Adding nitrogen flux leads to formation
of QWs with substantially increased indium content (QW4-QW8). These QWs exhibit a very
similar HAADF-STEM intensity. As can be seen from the HR-STEM images (see Fig. 4.11(c))
the QW7 and QW8 that are results of 21 and 32 MLs deposited layers still reveal 1 ML. This is
confirmed by the HRTEM imaging performed for the last (In,Ga)N layer.

Fig. 4.11: (a) STEM overview image of the gradient time superlattice taken in <11-20> pro-
jection. Investigation thickness was approximately 120 nm. We note that for this
sample we have performed our standard procedure of the normalization to the barrier
signal followed by the correction of the gamma value to enhance the appearance of
the QWs. (b) HAADF-STEM profile extracted from (a) before the adjustment of the
gamma value. Growth time range is marked for the QW deposited with both In and N
flux. (c) High-resolution STEM image of the last two QWs from the stack deposited
at 40 and 60 s.

In Fig. 4.12 (a) and (b) we present a HRTEM image and a corresponding c-lattice parameter
map. Again, similar to all our previous investigations we observe a pronounced expansion of
the approx 2 lattice plains in the QW region (see the white box in (a)). On the left side of the
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lattice parameter map a surface step can be observed. In the center a small area with the larger
out-of plane parameters corresponding to a higher indium concentration is visible.

Fig. 4.12: (a) HRTEM image of the QW8 taken in <1-100> projection used for the composi-
tional analysis. The white box indicates the QW region. (b) C-lattice parameter map
proceeded from (a). (c) Experimental c-lattice profile (black, thin black lines mark
STDs) compared to the simulated supercells with (left) monolayer thick QWs and
(right) bilayer (In,Ga)N.

In Fig. 4.12(c) we show the c-lattice profile derived from the strain map. The experimental
result is compared to profiles obtained from image simulations of relaxed supercells containing
a monolayer (left) and a bilayer (right) of (In,Ga)N. It can be seen from the simulation that
supercells with bilayer QW would lead to a substantial expansion of the lattice parameters. For a
composition of 33% the expected c-lattice parameter is 0.543 nm c-lattice constant, by far higher
than what is experimentally found. Moreover, the width of the profile is larger than observed
experimentally. (see black curve in Fig. 4.12(c), right). The best fit to our HRTEM data
is obtained for supercells with one ML thick (In,Ga)N containing 25% (our c lattice parameter
was∼ 0.5284±0.0013 nm corresponding to 24.6%±2.7% of indium concentration). The indium
fluctuations in the QW, estimated from the difference of the STD measured in the barrier and
(In,Ga)N regions, were of about ± 4.3 %.

4.2.4. Short summary

Our compositional quantification was based on the strain analysis by means of HRTEM imaging
and supported by HAADF-STEM imaging employed for a relative estimation and overview of
the whole superlattice structures. Summarizing the results of the growth-condition experiments
of the coherent nominal InN layers deposited on GaN, we find that:
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– Despite the applying of only In and N fluxes with the growth rates higher than found in
many experimental works, no pure InN QW was formed.

– Indium incorporation in the QW can be changed but only in a limited range. Lower
growth temperatures and indium-rich conditions result in the mean indium content of
maximum 25%.

– Thickness of the QW remains to be only one monolayer across all the experiments. At
this point the study on the variation of growth intervals of the QWs give a surprising
outcome. More explicitly, although, coverage of the layers rapidly improves with the
increase of the growth time, yet, thickness of the alloys remained to be one monolayer.
Deposition of the 32 MLs thick nominally InN quantum wells results in the single ML
with 25% indium content.
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4.3. Surface reconstructions of the In0.25Ga0.75N

monolayer grown on GaN

4.3.1. Ordering in In0.25Ga0.75N monolayers

Fig. 4.13: HRTEM images of the 1 ML thick In0.25Ga0.75N QW on GaN taken in (a) <1-
100> and (b) <11-20> projections directions depicting a pronounced ordering of
the indium and gallium atomic columns in <1-100>. In the red box the results of the
multislice simulations are presented performed for the sample thicknesses 7 nm (for
<1-100>) and 14 nm (for <11-20>).

For samples with the highest In concentration of 25% we have observed in-plane ordering. Fig.
4.13 shows a typical cross sectional HRTEM images of an In0.25Ga0.75N monolayer along the
<1-100> and <11-20> projection directions. This particular sample was grown in the group
of X. Q. Wang at Peking University. The growth temperature of the monolayer was 550 °C.
The image of the (In,Ga)N ML recorded in the <1-100 > zone axis is characterized by a peri-
odic intensity variation of the atomic columns, with each third atomic column appearing darker
than the surrounding GaN matrix. Under the used imaging conditions and at this particular
thickness of the specimen that was identified as 7 nm for <1-100> projection and 14 nm for
<11-20> from comparison with simulation, these darker spots indicate atomic columns with a
high In content, while the bright spots refer to atomic columns composed of GaN as shown by
the image simulation. In A we present image simulations performed for different thicknesses
that demonstrate a very limited thickness range where the atomic ordering can be clearly dis-
tinguished. The ordering occurs in patches extending several nm within the ML plane as can
bee seen in Fig. 4.13(a) and was shown earlier in Fig. 4.9(a) where the patch extended up to
∼15 nm. In the <1120> zone axis (see Fig. 4.13(b)), the ML is practically indistinguishable
by means of contrast from the surrounding GaN matrix.

The observed atomic ordering, i.e. 3× periodicity of the In atomic columns has been ex-
amined earlier by RHEED as a transient phenomenon in Ref. [211]. Our TEM studies are the
first to demonstrate the persistence of this surface reconstruction after overgrowth demonstrated.
A simple model could be a (»3×»3) R30° indium ordered ML with an In content of 33%. How-
ever, our quantitative TEM strain analysis shows consistently a maximum In content of 25%.
To get more insight into the formation of this 3× ordering we performed RHEED measurements
during the ML growth and as dependent on the growth temperature.
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4.3.2. Experimental surface reconstructions. RHEED

Fig. 4.14 shows the RHEED pattern during growth of the superlattice along the <1-100> and
the <11-20> azimuths after deposition of the GaN barrier ((a) and (b)) and after the growth
of the nominal InN monolayer under N-rich regime ((c) and (d)). The measurements were
performed in the group of X. Q. Wang at Peking University. After drying of the GaN barrier
under slightly N-rich condition the surface exhibits a 2×2 reconstruction along the <1-100>
azimuth (see two faint streaks in Fig. 4.14 (a)) and 1x periodicity of the GaN a lattice planes
along <11-20> (see in Fig. 4.14 (b)).

<1-100>

(a)

<11-20>

(b)

(c) (d)

<1-100> <11-20>

barrier

QW

Fig. 4.14: In situ RHEED pattern after the deposition of (a) and (b) GaN barrier, (c) and (d)
nominal InN QW along the <1-100> (left) and the <11-20> (right) azimuths.

After exposing this 2×2 reconstructed GaN barrier surface to In and N fluxes, streaks with
3× periodicity appear along <1-100> (Fig. 4.14(c)). Along the <11-20> azimuth the 1×
periodicity is kept. If the In and N fluxes are kept for longer time during deposition of the QWs
the RHEED pattern faints out and the 3× periodicity disappears, indicating metal accumulation
at the growth surface. After overgrowth of the nominal InN monolayer by the GaN barrier under
slightly N-rich conditions the 2×2 periodicity reappears in the RHEED pattern.

Next, we study a stability of the 3× periodicity in the RHEED pattern as dependent on growth
temperature. A standard coherent (In,Ga)N ML is deposited at 530 °C keeping the In and N
fluxes constant until the RHEED pattern faints out, i.e. the surface is covered by a metallic
indium film. Subsequently, the QW is annealed up to 680 °C under nitrogen rich conditions,
increasing the substrate temperature stepwise.
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Fig. 4.15: RHEED patterns of the coherently grown (In,Ga)N ML extracted along the <1-100>
azimuth at various temperatures during the annealing experiment. Blue arrows mark
the appearing 3× periodicity.

In Fig. 4.15 we present the RHEED patterns taken along the <1-100> azimuth only, since no
changes in the RHEED pattern along <11-20> were found. At low temperature, i.e. 530 °C, no
surface reconstructions is observed by RHEED due to the presence of the metallic film on the
surface, only the conventional 1×1 pattern is slightly visible. The first weak 3× patterns appear
at 550 °C after In species are partially desorbed from the surface. The highest intensity of the
3× reflections are observed at 600 °C. Further increase of the temperature leads to a gradual
decrease in intensity of the 3× pattern that becomes weak around 660 °C and then vanishes
completely at 680 °C (see Fig. 4.15 (d)).

4.3.3. Identification of the surface reconstruction

Based on the RHEED studies and the HRTEM analysis presented in section 4.3.2 and Fig. 3.4,
we will now develop a model that explains both the 3×1 RHEED pattern and the 3×1 ordering
found along the same projection direction in our TEM studies and the measured composition of
25% in the buried ML-thick QW.

<11-20><1-100><0001>

Fig. 4.16: Appearance of the (»3×» 3)R30� surface reconstruction (marked as shadowed area
in <0001>) in different viewing projections. Green, purple and small gray atoms
denote gallium, indium and nitrogen, respectively.
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Chen et al. were the first to observe a 3×1 RHEED pattern during InN deposition on
GaN(0001) [211]. These authors suggested a (»3×» 3)R30° surface reconstruction but gave
no explicit model of the structure. The (»3×»3)R30° characteristic pattern was discussed to be
formed by In ad-atoms on top of the thick (0001) InN and (In,Ga)N layers [212,213]. Neverthe-
less, Chen et al. [211] have clearly shown that the deposition of In without presence of N does
not result in the 3×1 RHEED pattern. Cheze et al. [210] found that the intensity of 3×1 RHEED
pattern reaches its maximum at 0.32 ML coverage, which would correspond to the deposition
of 1/3 ML.

All these findings are consistent with a (»3×»3)R30° arrangement of In atoms on the GaN
surface shown in Fig. 4.16 and would fit with the finding of a similar order in the HRTEM
images. Here, an ordered pattern, i.e. one In atom followed by two Ga atoms, is observed in
<1-100>, while no specific arrangement can be seen in <11-20>, what is equivalent to the
RHEED results, i.e. 3× and 1× periodicity observed in <1-100> and <11-20>, respectively.
In this surface reconstruction the unit cell is constructed of a standard 1×1 unit cell expanded
by »3 and rotated by 30°.

However, this type of ordering would result in an In content of 33% contrast to all our ex-
periments that revealed a maximum In content of 25%. A surface reconstruction that fulfills
both conditions, i.e. the 3×1 periodicity in the RHEED and HRTEM pattern and the max-
imum In content of 25% is (2»3×2»3)R30° that agrees well with the empirical compositional
observations of 25%.

Fig. 4.17: Results of the RHEED pattern simulations performed for the (2»3×2»3)R30° (upper
row, (a) and (b)) and (»3×»3)R30° (lower row, (c) and (d)) surface reconstructions in
<1-100> and <11-20>.

In Fig. 4.17 we present the results of RHEED simulations comparing the diffraction streaks
of the (In,Ga)N supercells with every third and fourth indium atoms corresponding to the
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(»3×»3)R30° and (2»3×2»3)R30° surface reconstructions. The simulations were done by T.
Schulz from the Institut für Kristallzüchtung (IKZ) employing the code from [214]. Comparing
the results, one can see an appearance of the additional streak for (2»3×2»3)R30° between the
a-planes along the <11-20> azimuth (see (b) and (d) in Fig. 4.17), that will be explained fur-
ther. On the other hand, no measurable differences in the RHEED pattern along <1-100> can
be observed. The same holds for HRTEM contrast simulations along the <1-100> projection
(see for instance, Fig. 3.1 and Fig. 4.13 (a) for 7 nm thickness). Thus, the (2»3×2»3)R30° and
the (»3×»3)R30° patterns are hardly distinguishable except for the difference in the strain state
of both structures.

Moreover, we will see in the following discussion that the 2×2 reconstruction found in
RHEED studies during “drying” of the GaN barrier under N-rich conditions is essential for
the formation of the (2»3×2»3)R30° surface structure.
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4.4. Model of the indium incorporation.

4.4.1. DFT calculations

To understand the observed limit in indium concentration and the fact that the growth is self-
limited to 1 monolayer, we have approached the process of the In incorporation into GaN matrix
based on our experimental results by density functional theory with the local density approxim-
ation (LDA). The calculations were performed by L.Lymperakis from the Max-Planck-Institut
für Eisenforschung. We started from the surface reconstruction of the underlying GaN barrier
that serves as a substrate for the incoming indium and nitrogen atoms. By our RHEED studies
we have shown that under N-rich conditions applied prior to In and N deposition a 2×2 sur-
face reconstruction forms. According to Ref. [215] this reconstruction, which is energetically
favorable under N-rich growth is constructed of a 2×2 N adatom arrangement shown in Fig.
4.18.

N adatom

(a) (b)

<0001> <11-20>

N adatom

Fig. 4.18: 2 x 2 GaN surface reconstruction with nitrogen adatom observed after the barrier
deposition.

Considering the suggested (2»3×2»3)R30° reconstruction for the In0.25Ga0.75N ML, we have
constructed a model with the Me-polar surface terminated by triply coordinated N adatoms.
Then, the Ga atoms were one by one replaced by In atoms, the energy needed for such ex-
change was calculated. Preserving the minimal energy configuration, the next Indium atom was
inserted into the matrix. The resulting (2»3×2»3)R30° surface reconstruction is represented in
Fig. 4.19 (a) by light violet indium atoms, where both yellow- and violet-colored In are four-
fold coordinated. Two colors were chosen to separate the nearest neighbors. Green balls denote
the three-fold coordinated sites.
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Fig. 4.19: (a) The most energetically favorable (2»3×2»3)R30� surface reconstruction for the
In0.25Ga0.75N (indicated by the semi-transparent rhombus) shown in <0001>. Here
the light violet balls are the In atoms forming the surface reconstruction, light green
and yellow - three-fold and four-fold coordinated Ga atoms. Black small balls rep-
resent the nitrogen adatoms. (b) Relative increase of the chemical potential due to the
implementation of each following In atom depending on indium content. Three-fold
nitrogen coordinated atoms are marked in light green and four-fold - in yellow and
light violet. Chemical potential corresponding to 33% is marked by a yellow arrow.

In Fig. 4.19 (b) we plot the relative chemical potential, ∆µ = En+1−En, necessary to insert
an additional indium atom depending on the indium concentration. The En is a total energy of a
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slab with (2»3×2»3)R30° reconstruction computed for each configuration with n indium atoms.
The color coding of the atoms in Fig. 4.19 (a) corresponds directly to (b).

From the calculations we obtain:

1. Up to an Indium concentration of 25% (light violet In atoms in Fig. 4.19 (a) and (b)) the
energy to add an indium into the four-fold coordinated site is constant and requires the
lowest energy (∼0 eV). Due to the larger radius of In atoms (compared to Ga)1, they tend
to maximize their interatomic distance. Therefore, if an indium atom is added to a next
four-fold coordinated site the nearest neighbor repulsion requires an additional energy
between 190 and 250 meV (see the corresponding energies for the yellow circles marked
as (1) and (2), respectively).

2. The composition of 25% filled at an equal energy cost, is simply given by the occupancy
of the surface by nitrogen adatoms. To increase the In incorporation beyond 25%, e.g. to
fill the nearest neighbor sites up to 33% (see an arrow in Fig. 4.19 (b)), would require
an energy penalty of approx 300 meV. To accomplish this energy gain we would need to
introduce the five times (5 ×) more In flux into the MBE growth chamber. This would
lead to the indium droplet formation and rough growth interfaces.

3. If an In atom is placed in a three-fold surface site, this requires an energy cost of approx-
imately 1 eV compared to the four-fold coordinated site. This is simply due to the fact
that the In atom at this site lacks an In-N bond that is present at the fourfold coordinated
site.

The ordering of In atoms on the four-fold coordinated sites, which finally results in the
(2»3×2»3)R30° reconstruction can be explained via the second nearest neighbors interaction,
minimizing the strain energy at the surface. Nevertheless, this result is puzzling since the pro-
posed surface reconstruction suggests that despite the weaker In-N bonding, atoms tend to in-
crease the amount of such bonds, instead of the stronger Ga-N ones. In general case, In atoms at
the four-fold coordinated sites as energetically less favorable than Ga when are covered by the
GaN barrier would exchange with Ga. This should lead to the In concentrations in the layer even
lower than 25%. In opposite, our HRTEM and RHEED studies show, that the (2»3×2»3)R30°
is preserved.

To explain this outcome, we have examined the bond configuration of In atoms placed either
at the (i) three- or (ii) four-fold coordinated sites (note, that In atoms partially cover the four-fold
sites according to the nearest neighbor repulsion principle) and compared the density of states in
these two configurations.2Later, in the discussion we will denote the four-fold In configuration
as the three-fold Ga. For the latter, the unoccupied states are moved upwards. This, however,
does not affect thermodynamics and energy of the system. At the same time, dangling bonds
of the N adatoms affect the doubly occupied surface band, what leads to its downwards shift in
both of the cases. Although, this shift intersects with the valence-band states below the band
gap. Nevertheless, the calculated simultaneous move of the unoccupied (to higher energies
by 0.37 eV of the three-fold Ga atoms in respect to three-fold In atoms) and occupied (by
0.33 eV to lower energies between these to cases) orbitals in total decreases the energy of the

1rIn=156 pmand rGa=136 pm [6]
2The density of states is the number of different states at a particular energy level that are available for electrons.
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system [216]3. Therefore, for the four-fold In atom configuration we obtain a large energy gain.

Fig. 4.20: Atomic geometry of the In0.25Ga0.75N as a surface layer terminating the (0001) GaN
barrier with 2×2 N adatom configuration with the (a)-(c) triply coordinated In atom
and (d)-(h) four-fold coordinated indium. The viewing projections are: <0001>
(a),(d) and <11-20> (b),(e). Here,Δz denotes the atomic displacement of the In and
Ga atoms estimated in the respect to the bulk-like sites along the <0001>. (c) and
(h) are the tetrahedra formed by the triply coordinated In and Ga atoms connected to
the three neighboring N atoms. Numbers represent the bond length, dj, and dihedral
angles, φi, between the N and Me atoms brought to the surface. Violet, green and
light gray balls correspond to the indium, gallium and nitrogen atoms.

Fig. 4.20 shows the atoms at the surface sites in the <0001> and <11-20> projection for
both configurations, i.e. three- (upper row) and four-fold (lower row) coordinated In. In both of
the cases, the triply coordinated Me atom (either In or Ga) can relax long the <0001> direction.
In the case of triply coordinated In (Fig. 4.20 (c)), a tetrahedra constrained from the Me atom
and the corresponding three N atoms slightly deforms as compared to the bulk-like state, i.e
the relaxation is small. The difference in the dihedral angles, φi, between the surface- and
sp3-like atomic position is approximately ±1° and the In-N bonds are contracted by 2-4%.4For
the triply-coordinated Ga atoms, i.e. four-fold In, (Fig. 4.20 (h)) the corresponding difference
is larger - the Ga-N bond lengths reduced by ∼ 5.5%. More importantly, the dihedral angles
decreased by ∼ 60%, resulting in the almost planar atomic disposition. Although, both, In and
Ga as being brought from the bulk-like positions to the surface shift downwards, in the case of
the four-fold coordinated indium (Fig. 4.20 (d)-(h)) the Ga bonds follow the re-hybridization

3In the terms of the bond orbital description, this process can be represented as an upward shift of the antibonding
orbital, i.e. the conduction band, accompanied by a downshift of the occupied bonding orbital, i.e. the valence
band.

4Bond length for In-N and Ga-N were listed in Table 2.3. The dihedral angles for In and Ga in the bulk InN and
GaN were taken as 34.1° and 34.4° obtained from the DFT+LDA calculations of L.Lymperakis (Max-Planck-
Institut für Eisenforschung).
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mechanism from the bulk-like sp3 to the planar sp2configuration.5 This mechanism reduces the
bond energy with nitrogen atoms and results in an inward displacement of the triply coordinated
Ga. The process saves up to 1 eV shown as a thin arrow in Fig. 4.19(b). Such remarkable energy
gain would be not possible for the triply coordinated Indium atoms due to the large atomic size
hampering the inwards relaxation of indium. Large amount of the strain energy would be needed
to move the In atoms and prevail over the energetically favorable re-hybridization.

4.4.2. Discussion of the model

Summarizing our theoretical studies, In atoms favor the four-fold coordinated sites and fol-
lowing the nearest neighbor repulsion form the (2»3×2»3)R30° surface reconstruction. This
result agrees perfectly with the experimentally found In concentration limitation of 25% by
means of HRTEM and RHEED studies revealing a 3× periodicity along the <1-100> azimuth.
Another surface reconstruction, that exhibits the same periodicity is (»3×»3)R30°.However, ex-
perimentally, the difference between (»3×»3)R30° and (2»3×2»3)R30° reconstructions would
be negligible due the fact that the (In,Ga)N monolayer is not a perfectly ordered alloy but is
partly random.

Compositional limitation

Our experiments reveal that despite the growth conditions utilized, i.e. only In and N supply
during growth of the QWs deposited in a wide temperature range starting from 550°C to 650°C
(see 3.3.1, 4.2.2), all nominally InN monolayers contain no more than 25% of indium. To
increase the In content to 33% (also corresponding to the 3× periodicity observed in RHEED)
requires a high energy penalty of 300 meV. The latter is demanding, as the thermodynamically
allowed window for the In chemical potential to grow InN was calculated to be only 210 meV
(see in [146]).

The model, presented here is in a perfect agreement with the experimental data. Moreover,
multiple works on the standard QWs/GaN 2-3 nm thick investigated so far reported on the
structures with indium concentrations around 30% (∼20% in [53, 147], ∼22% in [168], 25%
in [198],∼28% in [31], etc...). Only a few works reported on the higher Indium concentrations,
however without the details on the growth conditions or methods of compositional quantific-
ation (see, for instance, In0.43Ga0.57N QWs in Nakamura et al. [17]). The phase diagram of
Duff et al. showed that a growth window of the coherent InN alloy had a positive formation
enthalpy prohibiting the InN formation on GaN [217]. Therefore, a pioneer work of Yoshikawa
et al. gained a lot of attention in the nitride community that reported on the realization of the
ultra-thin pure InN/GaN quantum structures that can be used as an emission source for the op-
tical devices [33]. The superlattice from the aforementioned work was grown at high growth
temperature, i.e. 650 °C, what agrees well with our studies. However, the optical emission
from the InN ML was very close to the one from GaN. Therefore, it has been brought into
debate the real composition of the as-grown monolayers that later was revealed to be around
30% [48, 204]. Our several growth experiments supported by HRTEM analysis (an estimation
precision is around 2%) resolves this confusion.

5Sp2 can be formed on the surfaces, where Me atom may miss an electron leaving a dangling bond of nitrogen.
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Thickness self-limitation

Now we will discuss the other limitation observed experimentally, i.e. the QW thickness was
revealed to be 1 monolayer. Based on our RHEED and TEM data, we consider that exposure
of the GaN surface with a 2×2 reconstruction to In and N leads to the 3x1 periodicity. Then,
the surface is overgrown by GaN with again 2×2 reconstruction. This observation allows to
explain how an In0.25Ga0.75N alloy can form. We suggest an exchange process of an In atom
impinging the surface with a four-fold coordinated Ga atom site. As have been shown above,
this an energetically favorable process that leads to the downwards relaxation of the Ga atom.
As we reach 25% by substituting Ga by In, adding more indium leads to its accumulation at the
surface. In a next step, GaN is deposited under slightly Ga-rich conditions. Some In floating on
the surface can be incorporated to small amounts, however, we have not observed any gradient
profiles for the QWs deposited in the N-rich regime. Speculating, one could assume that drying
the surface from Ga excess after growth of a single GaN monolayer and, then, offering In and
N could result in a second In0.25Ga0.75N monolayer and would form at the end an ordered bulk
alloy. However, up to now no evidence for such an ordered bulk alloy can be found. Some
works reported on the formation of (In,Ga)N bilayers grown under Me-rich conditions [204]
or accumulation of the InN islands along the step edges [65]. Nevertheless, these data were
accomplished by STEM imaging, very sensitive to the sample thickness as shown above.

Other models on surface reconstructions

Although, the (»3×»3)R30°-type reconstruction was examined before on the surface of (In,Ga)N
alloys or (0001) InN and were assigned to indium adatoms [212], a preservation of this surface
structure inside the bulk is not straightforward. In literature, several mechanisms were sugges-
ted. Li et al. [43] have performed growth experiments on the deposition of 100 MLs nominally
InN under constant active N exposure. By monitoring the intensity of the specular spot in
RHEED a stable coverage of 2 MLs with a characteristic 3× periodicity was observed at 680°C
which under further exposure resulted in the formation of In-droplets. The first adlayer grown
on top of this reconstruction stabilizes the underlying one from escaping. However, we have
shown that there is no energy window for indium atoms to occupy additional surface sites when
the energetically favorite sites are already filled up. Moreover, the authors deposit their QWs
under constant N supply it is not clear whether Me or N-rich regime was established. In addi-
tion, their studies are not supported by any structural analysis of the as-grown alloys but based
on methods working in the reciprocal space.

To this extent we refer to the other investigations performed by RHEED and HRTEM shown
in Cheze et al. [210]. By measuring the intensity of the specular spot in RHEED a maximum
coverage of 0.32 MLs for the nominally grown 2 InN MLs was found. Since the RHEED
data can be affected by the desorption and decomposition processes, the actual coverage was
cross-checked by the TEM studies showing lower In concentrations around 25%. The authors
proposed an In adsorbate structure as a basis for the formation of the (»3×»3)R30° (In,Ga)N
surface reconstruction embedded into GaN matrix. Here, an exchange process occurs between
the pre-deposited 2.2 In MLs under N exposure and with the Ga atoms during the growth of the
following GaN capping layer.

The main problem of the aforementioned works is that a (»3×»3)R30° indium adatom struc-
ture is supposed to be unstable at the surface. Moreover, as shown above, it can hardly be separ-
ated from In incorporated into subsurface sites by means of methods working in the reciprocal
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space. Only the In species that cannot incorporate in the matrix floating on top are supposed
to restrain the desorption of the underlying (In,Ga)N layer (see also [218]). According to our
model, due to the energetic minimum established on the surface, these accumulated In atoms
cannot be embedded inside the bulk without the supply of Ga and N. Our temperature dependent
RHEED experiments revealed a high stability of the 3× periodicity. The (2»3×2»3)R30� sur-
face reconstruction is preserved up to the temperatures not expected for the regular MBE-grown
ternary alloys that usually do not exceed 600 °C [31, 63]. Only annealing of the (In,Ga)N ML
up to 680 °C results in a diminishing of the 3× reflexes in RHEED. Earlier, Lee et al. [219] have
shown that top-most InxGa1-xN layers with x˜0.3 tend to order forming a stable »3×»3 phase at
realistic growth temperatures ∼700-1000K.

Me-rich conditions

The (2»3×2»3)R30° surface reconstruction was shown to form only under N-rich conditions
(current work and Ref. [211]). Although, our III/V ratio studies have revealed that going into
the Me-rich regime does not change the indium content itself (see the saturation point in Fig.
4.2), one may wonder which surface structures are available under In-rich conditions. Northrup
et al. reported that under moderate-rich Me conditions the III-nitrides tend to stabilize Me ad-
layers [215]. We have mentioned that continuous In supply leads to the In accumulation on
the surface. Indium adlayers or bilayers may form as discussed in some theoretical works, for
instance, in Refs [217,219]. Neugebauer et al. have modeled different configurations involving
the Me at the top surface, including the surface reconstruction with N adatoms bonded weakly
to the upper In adlayers [209]. As mentioned earlier, the In adlayers can stabilize the underly-
ing (In,Ga)N ternary alloys. However, when capped with GaN barrier, In may diffuse through
the barrier. This results in the formation of droplets or in the intermixing with the overgrown
capping layer smearing out the QW/barrier interfaces. The latter, i.e. gradient In profile on the
QW-GaN interface due to the incorporation of the residual indium into following GaN barrier
under N-rich regime was observed in our earlier experiments published in [210]. The authors
also presented that the RHEED signal reveals a 3× periodicity for the (In,Ga)N MLs deposition,
which attenuates under the continuous exposure of In flux. Although, the metallic species float-
ing on top hampers the observation of the surface reconstruction, it could be possible that once
formed (2»3×2»3)R30° arrangement stays even at Me-rich conditions, however no theoretical
or experimental evidence has been reported so far. Nevertheless, to keep the interface abrupt,
N-rich conditions and absence of In species on the surface before the capping by GaN should
be employed.

4.5. Summary

In this chapter we have investigated various growth regimes employed in order to overcome the
empirically found compositional and thickness limitations observed for thin coherently grown
(In,Ga)N QWs on GaN. Growth experiments as dependent on In/N flux ratios, deposition tem-
peratures and growth intervals of the QWs combined with the RHEED measurements led us to
the development of the independent model of the specific surface reconstruction for In atoms on
GaN. A stable (2»3×2»3)R30° configuration is stabilized when grown under the N-rich regime
on top of GaN with a 2×2 surface reconstruction with N adatom. By substituting Ga atoms by
In, the latter are incorporated into the crystal. Indium favors to bond with four N atoms, what
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at first glance should be unfavorable since the InN bond is essentially weaker than GaN bond.
We found that this is due to the difference in re-hybridization mechanism between the 3-fold
Ga and In atoms that promotes indium to the 4-fold site. Here, Ga (as being on the 3-fold site)
undergoes a re-hybridization from sp3 to sp2 lowering its energy what is not possible for the In
atom due to the atomic size mismatch. In the ideal case the surface should consist of a perfectly
ordered In0.25Ga0.75N alloy self-limited to the 1 monolayer thickness. A higher energy penalty
is needed for the further substitution of the Ga atoms by In at either the first nearest neighbors
or triple coordinated sites what requires severe growth conditions involving extremely high In
with even higher N flux to increase the chemical potential of the system.

We have tested the (2»3 × 2»3)R30� surface reconstruction as a stable arrangement for in-
dium atoms and shown that it is preserved up to the growth temperatures as high as 650 °C.
These deposition temperatures are preferential for the growth of GaN-based structures. Over-
all, although, we can extend the growth window of the biaxially strained (In,Ga)N MLs towards
higher temperatures, we have not found a way of increasing the composition and thickness of
the ultra-thin QWs.
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superlattices:

5.1. Aim of the chapter

In this chapter, we will use monolayer thick quantum wells as model system to study the recom-
bination dynamics in of (In,Ga)N quantum wells which are independent on piezoelectric fields
and well thickness. We focus particularly on the lateral and vertical electron and hole confine-
ment in short period superlattices which can be modified by changing the periodicity of the SL,
as well as the alloy fluctuation within the monolayer, respectively. We discuss our results from
continuous-wave and time-resolved photoluminescence studies involving the structural analysis
by high resolution transmission electron microscopy. Our experimental studies are combined
with state of the art density functional theory calculations. It will be shown that in sharp con-
trast to electrons, holes are strongly localized even in single monolayer thick quantum wells.
Delocalization of the hole wave function starts for the SPSL structures with barrier thickness of
6 MLs and below. From our results general conclusions on carrier localization phenomena in
(In,Ga)N alloys and quantum wells are drawn. With regard to the lateral confinement of carri-
ers within the ML, we performed dedicated STEM-CL measurements that enable to resolve the
quantum dot like spectra from (In,Ga)N discs with lateral extensions up to 20 nm.

5.2. Polarization fields in the ML-thick QWs

In Fig. 5.1 (a) we show typical spectra of SL structure consisting of 1 ML In0.25Ga0.75N QW
and 50 MLs GaN barrier under different excitation powers. Measurements were done under
pulsed laser excitation at 256 nm with 12 ns pulse period and 0.1 ps pulse length. Using neutral
density filters the excitation power power was reduced from 3 mW to 50 µW. Spectra were
extracted from the 250 sec time window after the pulse. Power dependencies measured under
similar excitation powers for the conventional 3 nm In0.17Ga0.83N QW are presented in Fig. 5.1
(b). The QW peak emission exhibits a continuous blue shift with increasing excitation power.
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Fig. 5.1: Excitation power dependencies measured for the 0.25-nm thick QW with 25 % In (a)
and 2 nm-thick QW with 17% In (b). Spectra are normalized to the QW emission.
Both experiments were done at 5 K. (b) Peak positions of the ML (blue) and thick QW
(black) on excitation density. The Y-axis are presented in the same range.

The peak positions of the experimental PL spectra as obtained from Gaussian fitting are
displayed in Fig. 5.1 (c) for both samples. The total blueshift of the conventional QW emission
within the excitation power range is 45 meV. In contrary, the peak position of the monolayer
QWs is redshifted by the increase of excitation power. Such redshift of the PL spectra is usually
attributed to the band gap renormalization observed in semiconductors [220, 221]. This effect
is mostly hidden in the standard polar (In,Ga)N QWs, where the screening of the polarization
fields is predominant under additional electrical field [160, 222]. A broadening of the ML QW
emission spectrum is not observed, and the FHWM remains fixed at around 3.5±1.0 meV.

Similar power dependent measurements have been carried out other samples with ML-thick
QWs revealing a similar outcome, i.e. no blueshift after the increased excitation. In the follow-
ing chapters we will draw further conclusions on the charge carrier localization from this initial
condition.

5.3. Vertical confinement of charge carriers in SLs:

5.3.1. SLs with different barrier thickness. Structural investigations.

We investigate a series of short period superlattices consisting of ten pairs of monolayer thick
In0.25Ga0.75N QWs and GaN barriers of 6 MLs (1.5 nm), 12 MLs (3 nm), 25 MLs (6 nm) and 50
MLs (12.5 nm) thicknesses. All samples were deposited on GaN/AlN/Al2O3(0001) templates
with a miscut angle of ± 1° towards <1-100> direction. The nominal InN QWs were grown
under slightly N-rich conditions with the flux ratio In/N=0.82 and nominal coverage 2.2 MLs.
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A scheme of the SL structure is shown in Fig. 5.2 (a). Details on the growth procedure can
be found in [210]. A growth temperature of 550 °C was chosen to facilitate indium incorpor-
ation. Despite such comparatively low growth temperature, the layers grow in step flow mode
and keeping the surface roughness at a low level. RMS parameters measured by atomic force
microscopy on a 5x5 μm2area increased from 0.5 to 1.3 nm for GaN barrier width changed from
6 MLs to 50 MLs. In Fig. 5.2 (b), (c) we show the AFM images taken under higher magnific-
ation for the thinnest and thickest barrier samples1. For the 50 MLs SL hillocks were observed
originating from dislocations.

Fig. 5.2: (a) Samples structure, AFM images of the SLs with 50 MLs (b) and 6 MLs (c) for 1x1
μm2and 2x2 μm2area sizes.

Detailed structural investigations of the sample series were performed by means of STEM-
HAADF and HRTEM under negative spherical aberration conditions. Results of selected
STEM-HAADF images are presented in Fig. 5.3 for three samples from the series with 50, 12
and 6 MLs-thick barriers. Overview images of the SLs with the thickest and the thinnest barrier
taken along the <11-20> projection reveal that the SL perfectly meet the intended structure
size, and are well reproducible with atomically abrupt interfaces between QWs and barriers.
No deterioration of the crystalline quality was observed throughout the sample series. High
resolution STEM-HAADF images of the thickest and thinnest barrier SLs (see Fig. 5.3 (c) top-
bottom) demonstrate that the QW thickness is clearly 1 ML for all samples of the series.Growth
steps can be seen on the STEM images, for instance, see the arrows in Fig. 5.3 (b). An apparent
increase of the QW thickness in the STEM images taken under high magnification is due to the
projection of surface steps partially lying inclined with respect to the viewing direction. The
barrier widths were within a +/-1 ML accuracy range from the nominal values demonstrating
an excellent controllability of the growth procedure.

1The measurement were done by C.Cheze at the Paul Drude Insitute (PDI), Berlin.
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Fig. 5.3: STEM images taken in <11-20> projection for the 50 MLs (a) and 6 MLs (b) struc-
tures. Arrows mark the growth steps. (c) top to bottom: High resolution STEM images
of the samples with 50 MLs, 12 MLs and 6 MLs measured under higher magnifica-
tions. Scales are indicated on the right bottom.

For quantifying the indium content in the (In,Ga)N MLs, we measured the c-lattice parameter
in a series of HRTEM images according to our standard approach. The color-coded c-lattice
parameter map of the (In,Ga)N ML region for the sample with 50 MLs GaN barrier is displayed
in Fig. 5.4 (a). Single (In,Ga)N ML results in an increase of 2-3 neighboring c-lattice paramet-
ers along the <0001> directions as a consequence of the fact that the full c-lattice spacing is
measured in the HRTEM images. The higher STD of the measured c-lattice parameters within
the ML is a consequence of the inhomogeneous distribution of In. This can also be observed
on the left side of the map revealing a larger c-lattice parameter and this a higher In content. To
quantify the mean indium content of the layer, we averaged the measured c-lattice parameters
laterally, as displayed in Fig. 5.4 (b) (dashed line). The average value of the c-lattice constant
yields 0.5281±0.0015 nm.

Fig. 5.4: (a) Color coded c-lattice parameter map showing a single (In,Ga)N ML. Red colored
area indicates the region with higher indium content. (b) Laterally averaged c-lattice
parameters and standard deviations for the measured sample and the calculated super-
cell (blue solid line) consisting of an (In,Ga)N ML with a mean In content of 25%.

A comparison of the experimentally measured profile of the laterally averaged c-lattice para-
meters (dashed curve), shows very good agreement with a simulated profile of an (In,Ga)N ML
with an In content of 25 % (solid curve) as displayed in Fig. 5.4 (b). Very similar mean Indium
compositions of around 25%, were observed for all QWs throughout the entire sample series.
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Assuming a linear interpolation of the c-lattice parameter between GaN and (In,Ga)N ML with
25 % of In, this approximately yields a compositional fluctuation of ± 2 %. The out-of-plane
lattice parameter of the monolayer quantum well of the superlattice with 12 ML barriers is
0.527±0.0021 nm corresponding to an In content of the well of 23% with a slightly higher 4 %
STD.

In addition, XRD measurements and simulations were performed for the 50 MLs thick barrier
SL suggest the formation of the 1 ML thick (In,Ga)N QW with 27% and 50 MLs thick GaN
barriers in the stack (see B.1). Thus, XRD and TEM both yield similar results with regards to
thickness and mean In content of the monolayers.

5.3.2. Continuous wave PL measurements

Optical properties of the series were measured at 20K under 325 nm (3.8 eV) excitation with
a cw-HeCd laser. In Fig. 5.5 (a) all spectra are shown on a logarithmic scale. The band edge
emission of the GaN substrate appears at 3.46 eV. The emission energy of the SLs with 50
MLs and 25 MLs barriers peaks at 3.25 eV. It decreases by ∼10 meV for structure with 12MLs
barrier thickness and by 100 meV for the sample with 6 MLs barrier thickness.

Fig. 5.5: Spectra of the samples taken under 325-nm excitation. (a) Original data from the
experiment shown in logarithmic scale. Solid gray lines indicate the excitation laser
energies used in TRPL quasi-resonant experiment, dashed line represents shifted spec-
tral window for the 6 MLs SL. (b) Normalized peaks from the SLs fitted by Gaussian
functions (blue dashed lines).

5.5(b) presents normalized spectra with respect to the SL emission peaks as well as Gaussian
fit functions (shown as blue dashed lines). A distinct lower energy shoulder indicates the first
longitudinal optical (LO) phonon replica separated by∼90 meV as usually observed in wurtzite
GaN [223]and (In,Ga)N [183, 224]. From the intensity ratio between zeroth - and the first
phonon replica of the SL emission, we derive the electron-phonon coupling, expressed as the
Huang-Rhys factor, S (Eq. (2.39)). We find a ratio of ∼0.16, which does not considerably
change with barrier thickness. For the sample with the thinnest barrier it increases slightly by
0.02. Additional CW-PL investigations of the electron-phonon coupling of the 50 MLs sample
performed under different temperatures in the range from 4 to 150 K revealed only a weak
temperature dependence of the Huang-Rhys factor.
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Barrier
width [ML]

Peak energy
[eV]

FWHM
[meV]

Huang
Rhys factor

Proportion of
absorbed

intensity [%]
Anorm[arb.u.]

50 3.25 76 0.17 76 5.6
25 3.25 70 0.14 52 4.0
12 3.24 67 0.16 31 5.8
6 3.15 69 0.18 18 0.3

Table 5.1.: Parameters of the SL peaks obtained from the cw-PL experiment.

In Table 5.1 we summarize the fitting parameters, i.e. peak positions, FWHM and Huang-
Rhys factors for all samples of the series. The width of the emission peaks do not change
considerably with decreasing barrier thicknesses, although, the sample with a barrier thickness
of 6 MLs shows a slightly largest FWHM. To coarsely compare the SL emission yields of all
samples against each other, we have normalized the experimental integrated intensities (Aexp)
to the fraction of excitation light which is absorbed within the corresponding SL stack. This
should eliminate the influence of the different total thickness of the structures. The absorbed
intensity follows an exponential dependence with the sample thickness, h, according to the Beer
Lambert law:

I = Ioexp(−αh) (5.1)

where α(3.8 eV laser excitation)=105cm-1is the absorption coefficient which we assume to be
equal for both (In,Ga)N and GaN for simplicity [225].

Thus the final absorption corrected gain of the SL will be defined as:

Anorm =
Aexp

1− exp(−αh)
(5.2)

The fraction of light absorbed by the SLs yields the absorption-corrected integrated emission
intensities, Anorm, are listed in Table 5.1. The three samples with barriers > 12 MLs show a
small variation of the Anormparameter, whereas the thinnest barrier sample exhibits an integrated
intensity which is about 17 times lower compared to the mean value of the other samples from
the series.

The decrease of emission intensity of the SL with 6 ML thick barriers was crosschecked
by means of a quasi-resonant PL experiment performed at the Paul Drude Institute. Here, we
used an excitation energy of 3.41 eV (363 nm), i.e. below the band gap of GaN (3.46 eV), to
ensure that electron-hole pairs are excited exclusively in the QWs. In Fig. 5.6 (a) we present
the integrated intensities of the spectra of all 4 samples using the excitation above and below
band gap of GaN. For the two excitation conditions, the luminescence yield of the sample with
the

50 ML thick barrier under (3.54 eV) 350 nm excitation 2-3 times larger compared to the
quasi-resonant one due to the contributions of the carriers transferred from the GaN barriers.
With decrease of the barriers thickness this difference reduces. For the SL with 6 MLs barrier
the yield is two orders of magnitude lower with respect to the other SLs under both types of
excitation.
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Fig. 5.6: (a) Above and below GaN band gap excitation PL of the samples with 50, 25, 12
and MLs barrier SL. (b) Emission spectra of the SL with 1.5 nm and 40 nm GaN-cap
layers. The inset shows a scheme of the additional structure grown with a thick cap
layer.

Furthermore, this effect does not depend on the thickness of a GaN cap layer. This was
verified by PL measurements of an additional sample with an identical SL to that of the sample
with a barrier thickness of 6 MLs, but capped with 40 nm of GaN. A comparison of the SL
spectra of two structures - one from the barrier series and the one with the thicker cap layer is
presented in Fig. 5.6 (b). PL spectra were taken under 3.8 eV (325-nm) line of a HeCd laser
with an excitation power of 100 µW at 10 K. Two peaks are observed in the range typical for the
GaN emission - one at 3.48 associated to the band gap emission and the second one redshifted
by 30 meV. Barrier and cap-layer emission is also accompanied by two LO-phonon replicas
separated by ∼90 meV. (In,Ga)N SLs from the sample with 40 nm GaN cap is blueshifted to
the values almost corresponding to the samples from the series with thick barriers (∼3.22 eV).
Luminescence yields of both of the samples are similar and significantly lower as compared to
the GaN contributions.

5.3.3. Time-resolved PL measurements

TRPL experiments were performed using 259 nm-laser line (4.79 eV) for all samples from the
series. Excitation powers were adapted for each SL individually to to account for the different
total thicknesses of each SL stack and thus the the different proportion of absorbed excitation
power This ensures a comparable non-equilibrium charge carrier generation in each sample.

According to the proportion of the absorbed light, excitation powers were 3.2 mW (50 MLs),
3.9 mW (25 MLs), 6.0 mW (12 MLs) and 10.3 mW (6 MLs). Furthermore, each sample was
measured under two excitation power values altered by one order of magnitude. The calculation
of the non-equilibrium carriers density created in all SLs with different barriers can be found
in C. TRPL transients extracted from a ±40 meV window around the SL emission peak are
presented in 5.7 (a) for each sample.
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Fig. 5.7: (a) TRPL transients measured under 3.2-10.3 mW (solid lines) and 0.32 - 1.03 mW
(dashed curves) shown in semi logarithmic scale. Black dashed lines are the single
exponential fittings of the intensity decays made the gray shaded area. Magenta and
purple circles are stretched exponential fittings. (b) Power dependence of the initial
decay for 6 MLs and 50 MLs barrier samples extracted in the 0-200 ps time window.
Experiment temperature was 5 K. Slopes of the lines are indicated.

The three samples with barrier thicknesses of 12 MLs, 25 MLs and 50 MLs exhibit a compar-
able decay behavior of the photoluminescence, while the sample with 6 MLs barrier thickness
decays much faster. This behavior does not change under lower and higher excitation powers.
All decay curves exhibit a non-exponential dependence, thus cannot be characterized by a single
exponential function. Therefore, we employed two approaches to characterize the decay times.
The first is done by fitting to a stretched exponential function, that describes long-tailed decays
of many physical processes [226]:

I = I0 exp[−( t
τ
)β ] (5.3)

where τ is a stretched exponential lifetime and β - a stretching parameter. The latter one can
be used as a qualitative criterion that expresses the system disorder, where the βmax = 1 returns
a standard exponential function of the strongly isolated state (a single exponential case), and
β 5 1 represents a diverse number of states (ensemble of different single exponential states).
By fitting a stretched exponential we obtain (see Fig. 5.7 (a) (circles)) life times: τ = 170 ps and
τ = 520 ps and stretching parametersβ = 0.63 and β=0.7 for the 6 MLs-thick barrier SL and
SLs with barriers ≥12 MLs, respectively. The decay of the sample with the thinnest barrier is
fitted by a slightly lower stretching parameter, however, as can be seen from the fitting, it gives
an acceptable agreement only in a limited range and fails already after approx 250 ps. Thus,
a more accurate approach is based on bi-exponential fitting using two decay times. Generally,
it is done to distinguish between different recombination processes - dynamics of the “fast”
recombination shortly after the pulse, e.g. carrier trapping into defects (see, for instance, carrier
relaxation in (Al,Ga)N SLs, Ref. [227]); and the long lasting decay indicating a “lifetime” of
charge carriers.

We have evaluated the initial decay times in the 0 - 200 ps time window marked as gray
shaded area in Fig. 5.7 (a). Results of the exponential fittings of each decay curves are shown
in Table 5.2, the experimental errors are taken as double STDs of the fitting.
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Excitation power 6 MLs [ps] 12 MLs [ps] 25 MLs [ps] 50 MLs [ps]

Plow 195 ± 10 326 ± 6 324 ± 8 377 ± 12
10×Plow 171 ± 7 303 ± 7 314 ± 10 422 ± 9

Table 5.2.: Decay times of SLs with different barriers estimated for high (10×Plow) and low
excitation conditions.

According to Table 5.2, the initial decay times reduce with decreasing barrier thickness. This
change is small or negligible when reducing the GaN barrier thickness from 50 over 25 to 12
MLs. Further decrease of the barrier to 6 MLs reduces the decay time by almost a factor of
two. Since our setup allowed measuring of the decay in a limited time regime we may refer to
the work of Feix et. al [228] who investigated the same sample series. There, the authors have
recorded the PL decay up to 12 ns. The PL decay measured at 10 K was found to be rather slow
and could be described by a power law (T-2.4). The sample with the thinnest barrier showed a
steeper decay than the thickest one.

Additional TRPL experiments were performed under an extended range of excitation power
ranging from 50 µW to 3000 µW for the 50 MLs barrier SL and 230 – 5500 µW for the 6 MLs
(see Fig. 5.7 (b)). The initial decay times extracted from the same time window of the SLs with
the thinnest barrier showed a more gradual slope compared to the superlattice with a barrier
thickness of 50 MLs (marked on Fig. 5.7 (b)).

We have also evaluated the dependence of the initial decay time (0 - 200 ps window) on the
emission energy, the so-called spectral dependence of the decay time. In Fig. 5.8 we present
the initial decay times for the thick barrier SL - with 50 MLs GaN - and 6 MLs. The decay time
of the 50 MLs structure significantly increases towards the lower energy part of the emission
spectrum , while the increase of the 6 ML sample is much less pronounced.

Fig. 5.8: Spectral dependencies of the the SL with (a) 50 MLs (b) 6 MLs shown along with the
regular PL spectra extracted from the same TRPL experiment. The decay time scales
used for the 6 and 50 MLs SLs were identical.

The initial decay time of the thin barrier structure monotonously raises starting from short
wavelength, but saturates already at 230 ps then followed with a slight decrease in the low
energy region. The PL spectrum extracted from the TRPL experiment appears noisy and slightly
broadened. Noticeably, the decay times measured for the same SLs series in the longer time
window till 12 ns were independent on the emission wavelength.
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5.3.4. Temperature dependence

CW-PL temperature dependence measurements were done using the 325-nm line of a He-Cd
laser at an excitation power density of 100 mW/cm-2. Emission spectra were investigated in
the temperature range from 4.2 to 300 K for the two samples with the thickest and thinnest
barriers from the series. The original data from the experiment are shown in Fig. 5.9 (a) on a
logarithmic scale. At low temperatures two LO phonon replicas can be resolved separated by
∼85 meV. Peak positions were extracted from the Gaussian fitting and presented in Fig. 5.9
(c); broadening of the spectra due to the phonon coupling was taken into account (i.e. FWHM
was adjusted). The thickest barrier sample exhibits a characteristic S-shape dependence of the
emission peak energy very similar to the ones observed for the conventional QWs [229]. Three
regions marked in colors can be found: an initial redshift by ∼30 meV starting from 4.2 to 130
K; in the temperature range from 130 to 200 K, a remarkable blueshift of the PL peak position
by ∼25 meV occurs accompanied by a strong quenching of the integrated intensity, followed
by a redshift at temperatures higher than 200 K.

Another parameter that we have measured exclusively for the 50 MLs sample is the temper-
ature dependence of the FWHMs as presented in Fig. 5.9 (e). The values were extracted from
the same Gaussian fitting as done for the peak positions, i.e. broadening due to the phonon
coupling was considered. Widths of the spectra monotonically increase with temperature and
saturate at 114 meV at 150 K (marked as Γs and Ts). Further widening of the spectra continues
at 240 K.
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Fig. 5.9: Temperature dependencies of the SLs with 50 MLs (a) and 6 MLs (b) presented in
the range from 4.2 to 290 K and 4.2 to 150 K, respectively. Dashed arrows follow the
behavior of the peak positions that are extracted via the Gaussian fitting and shown
in (c) for the 50 MLs and (d) 6 MLs samples. Here, the graphs are presented in the
equal y-scale range (40 meV). Black arrows indicate the first and second (on the (a)
solely) phonon replicas. The transition temperatures on the S-shape dependence of the
thickest barrier sample are marked as green curves in (a). (e) Temperature dependence
of the FWHMs of the 50 MLs SL extracted from the same Gaussian fitting done for
(c). Arrows indicate the saturation point of the FWHM increase.

Fig. 5.9 (b) represents the experimental data of the thinnest barrier sample. Here, the first
phonon replica can be observed, however the quantification of the results is complicated due to
(i) broadening of the spectra already from 30 K and (ii) the presence of Fabry-Perot oscillations
due to the difference in the refractive index of air/(In,Ga)N,GaN/and the sapphire substrate
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[230,231]. Gaussian fitting of the spectra was done for the whole temperature range. However,
starting from 85 K the data are not reliable (see Fig. 5.9 (d)). The initial redshift by ∼17 meV
stops already at 75 K and is followed by an increase of the emission energy. Peak positions at
higher experimental temperatures are poorly resolvable, because of the weak luminescence of
this sample.
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5.3.5. DFT calculations.

To get deeper understanding of the charge carrier recombination DFT calculations by means
of the Heyd, Scuseria, and Ernzerhof (HSE) hybrid functional and the projector augmented-
wave method were performed by L. Lymperakis at Max-Planck-Institut für Eisenforschung.
Computations were done for the SL structures similar to the ones investigated experimentally
- 1 ML thick In0.25Ga0.75N QW biaxially strained to GaN and separated by the barriers with
varied thicknesses. The supercells boundaries were 2×2×(n+1), where n is the barrier thickness
ranging from 1 to 19 MLs. The 2x2 size of the repeated cell in the basal plane fulfills the
compositional criteria of 25% in the ML, i.e. 1 In atom and 3 Ga atoms.

First, the effective band gaps for the SL supercells with different barrier thicknesses were
calculated. The calculated band gap GaN was 3.09 eV. The difference of the calculated abso-
lute values of the SLs and experimental energies was ∼250 meV. Thus, in Fig. 5.10 we plot
the difference between the GaN- and SL-peak emission obtained from the experiment and en-
ergy distance between the effective band gaps of GaN and (In,Ga)N-containing supercells from
calculations.

Fig. 5.10: Comparison of the calculated (blue symbols) and experimental (black triangles)
transition energies for the samples with different barriers. Note the same energy
range on the Y-axis.

The computed decrease of the effective SL band gap for thinner barriers reproduces the trends
observed from optical investigations. The band gap shift shows three characteristic regions:

(i) “thick barriers” where the calculated energy difference is negligible (16 meV), when re-
ducing the barrier thickness from 20 MLs to 12 MLs. Experimental data showed a very similar
shift of 10 meV shift when barrier decreased from 25 MLs to 12 MLs.

(ii) for a barrier thickness of 7 MLs the band gap decrease becomes significant, i.e. the
calculated and measured redshifts between the SLs with 12 and 6 MLs barrier thicknesses were
70 meV and 90 meV, respectively;

(iii) reduce of the barrier thicknesses from 5 MLs to 1 MLs (calculated only) results in a
severe lowering of the band gap by 270 meV.

Next, charge carrier distribution and effective masses for both types of carriers were cal-
culated along the <0001> direction. The effective masses of electrons and holes estimated
from the fitting of the dispersion curves of the lowest unoccupied (VBM) and highest occupied
(CBM) states around the Γ point are presented in Table 5.3. Here the carriers effective masses in
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the SLs with barriers ranging from 1 to 15 MLs were normalized to the respective value found
for the SL with 1 ML GaN. The effective masses of electrons show almost no change across the
whole calculated range of the barrier thicknesses, fluctuating around the value found for a 1/1
SL. Results for the holes are opposite - a strong dependence on the barrier width can be seen for
the SLs starting already from 5 MLs, where the barriers > 7 MLs exhibit a steep increment of
the effective mass. We note that the calculations for holes showed a decent precision for the SLs
with barrier thicknesses below 11 MLs due to the short length of the Brillouin zone of the thick
SLs and the limited energy accuracy of the eigenstates (0.1 meV). The VBM is dispersionless
already for the supercells with barriers thicker than 15 MLs.

m*n/m*1 1 ML 3 MLs 5 MLs 7 MLs 11 MLs 15 MLs
electrons 1 0.99 0.96 0.95 0.96 1.01

holes 1 1.17 1.59 2.61 7.61 7.61

Table 5.3.: Calculated electron and hole effective masses for different barriers thicknesses. Val-
ues are normalized to the corresponding effective masses of the SL with 1 ML thick
GaN.

The charge density of the p- and s-states in the SLs with 1, 5 and 15 MLs GaN barriers are
presented in Fig. 5.11. The charge is mostly located near the nitrogen atoms. The polariza-
tion fields are not taken into account due to the boundary conditions employed for the DFT,
however, the discontinuity between (In,Ga)N and GaN induces elongation of the charge distri-
bution mostly visible for holes towards <000-1>. Starting from the 1/1 SL both electron and
hole charge densities are homogeneous throughout the supercell. States at the VBM are slightly
more localized near the QW - their planar averaged density is twice larger than in the GaN
region. An increase of the barrier thickness to 5 MLs leads to the consolidation of the hole’s
charge densities closer to (In,Ga)N ML, but approximately one fifth of the charge can still be
found inside the barriers. With further increase of the barrier width to 15 MLs the hole wave-
function is localized exclusively near the (In,Ga)N ML and surrounding 3 MLs of GaN. The
electron charge density appears homogeneously spread within the supercell even in the 1/15
SL: it is only two times lower in the middle of the barrier compared to the QW.
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Fig. 5.11: Partial charge densities of holes and electrons and their respective planar averaged
profiles (on the right) for (a) 1/1 (b) 1/5 and (c) 1/15 SLs. In, Ga and N atoms
are shown as red, green and small gray circles, respectively. The short-dashed lines
indicate the region with the In0.25Ga0.75N ML.

Summing up the results of the DFT calculation from Fig. 5.11 the hole states exhibit stronger
localization in the proximity of the QW region compared to the almost free electron distribution.
To compare quantitatively the degree of confinement of both carriers in structures with varied
barriers we have estimated the fraction of the prevailing part of carrier density volume, ΔVi,
from the total volume, Vi, of the corresponding supercell. Note, that the ratio ΔVi/Vi� 0
indicates strong confinement of the carriers within some volume much smaller than the whole
supercell, i.e. (In,Ga)N ML in our case. If ΔVi/Vi� 1, the charge carriers are distributed all
over the total volume Vi. The DFT calculations employing the HSE functional were done for
the SLs with barriers ranging from 1 to 19 MLs. Partial volume,ΔVi, was chosen as 80% [152],
the supporting calculations for 95% revealed exactly the same tendencies for VBM and CBM
states, thus not shown here.

98



5. Optical properties of In0.25Ga0.75N superlattices:

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.2

0.4

0.6

0.8

1.0
(b)

1

holes       
electrons  

DV
i /

 V
i

Inverse barrier 
thickness [1/MLs]

519

(a)

5 MLs

0 5 10 15 20
0

5

10

15

20

25

30

35

Barrier thickness [MLs]

DV
i /

 A

Barrier thickness [MLs]

ele
ctr

on
s

holes

Fig. 5.12: (a) Partial volume of the 80% of the electron (blue squares) and hole (black circles)
charge densities depending on the inverse barrier thickness. Black line is a linear fit
of the VBM carrier densities for the SLs with barriers thicker than 5 MLs. (b) ΔVi
normalized to the cross section area of SL for both carriers.

The ΔVi/Vi ratio of the CBM charge densities shown in Fig. 5.12 (a) is almost constant
for the barrier thicknesses from 1 to approx 7 MLs, in detail, ∼76% of the total SL volume
confines 80% of electrons (ΔVi). In Fig. 5.12 (b) the partial volume, ΔVi, shown in respect
to the cross section area of the SL (2×2×(n+1)), is proportional to the SL size. Explicitly, the
faintly localized electron charge spreads with the extension of the supercell. Increase of the
barrier to 19 MLs leads to the slight compression of the ΔV - here 65% of Vi is required to
localize 80% of charge density at the CBM. However, this value is still larger than the volume
needed for the confinement of the charge densities at VBM - theΔVi/Vi highest ratio (∼0.6) is
observed only for very thin barriers (1 and 3 MLs). Then, for the SLs with > 5 MLs of GaN
this ratio is inverse proportional to the barrier width. From Fig. 5.12 (b) it can be seen that the
ΔVi/A remains almost constant for the barriers from 5 to 19 MLs. Combining this observation
with the data shown in Fig. 5.11, i.e. the confinement of the hole wavefunction close to QW,
from the slope of the linear fit (Fig. 5.12 (a)) we have calculated the area size that contains
80% of the hole wavefunction - 2.6 MLs around the (In,Ga)N ML, or 1.65 nm. Thus, the partial
volume ΔVi needed to localize the major 80% of the VBM charge density is independent on
the barrier thickness for large SLs andis located in the area of A*c(In,Ga)N size.

To check the influence of the Coulomb interactions we have introducing a hole into the MLs.
Our calculations performed for the of the 1/7 and 1/11 structures revealed a negligibly small
effect of the attractive electron-hole interactions on carrier confinement. In details, the ratio of
the SL volume that localizes 80% of the electron charge density is decreased by only 2% and
5% for the 7 MLs and 11 MLs thick barrier SLs, correspondingly.
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5.3.6. Discussion

Overview of the results

Summarizing the results obtained from the DFT calculations and optical experiments we find
that our SLs can be divided into two groups depending on their thickness - with “thick” and
“thin” barriers. PL investigations for the samples with “thick” barriers - 12, 25 and 50 MLs -
revealed a similar peak positions at ∼3.25 eV and comparable decay dynamics of the PL emis-
sion. Moreover, we find an S-shape temperature dependence of the PL peak position and a
spectral dependence of the PL decay time (i.e. an increase in the PL decay time with decreasing
emission energy), comparable to that of conventional 2-3 nm thick quantum wells. Our theoret-
ical calculations of the supercell with thick barriers, i.e.≥ 6 MLs, showed a strong confinement
of the hole charge density near the (In,Ga)N ML region which results in large hole effective
mass. In contrast, the electron wave function is only very weakly localized in the wells, making
its effective mass mostly independent on the barrier thickness.

Next, the emission band of the “thin” 6 MLs barrier sample was redshifted by 100 meV, as
compared to the thick barrier SLs. This redshift of the emission energy with the decrease of
the barrier thickness is following the theoretically predicted band gap shrinking [37, 48]. Shifts
of the peak positions with the reduced barrier thickness follow the similar trend calculated by
DFT (Fig. 5.10). The differences in the absolute values of the effective band gaps is attributed
to: (i) small content variations ∼25% of experimental MLs; (ii) charge carrier interaction, e.g.
excitonic effects, are not taken into account in DFT.

In addition, for the thin barrier SL, the decay of the emission is significantly faster. Further-
more, the differences between thick and thin SL are observed with respect to the shift of the
emission band with temperature (S-shape), as well as the spectral dependence of the PL decay
time, which are both less pronounced for 6 MLs barrier thick SL.

Previous works on the electron and hole confinement were done for classical 2-3 nm thick
QWs [20, 175, 232], and were focused on the influence of compositional and well-width fluc-
tuations on the spread of the charge density. The quantum structures investigated in our work
are 1 ML thick with moderate In content fluctuations, therefore we can study charge carrier
localization independently on the aforementioned phenomena. More explicitly, from our DFT
calculations we find that a decrease of the barrier thickness below 5 MLs abruptly changes the
hole confinement and causes a reduce of the effective mass of holes. Even weaker localization
is found for SLs with 3 and 1 ML thick barriers. Yet, electron charge density being spread in
the supercell does not change its behavior for calculated barriers and their effective mass also
remains stable.

One of the major effects influencing the recombination processes in classical polar (In,Ga)N
QWs are the piezoelectric polarization fields. According to theoretical work by Gorczyca et al.
[162]internal fields (piezoelectric and spontaneous) in the ML still contribute to the profile of the
energy bands. The electron holography experiments in Zhou et al. [41] revealed an increase of
the electrostatic fields for SLs with thinner GaN barriers. However, in later works, the influence
of the internal electric fields on the transition energy was shown to be negligible in comparison
to hybridization of the well-barrier wavefunctions or strain effects [36]. We have shown that
no blueshift under the increased excitation power was observed for the ML-thick QWs, but
either a renormalization effect. Therefore, although some residual piezoelectric or spontaneous
polarization fields can be present in our monolayers, they do not affect the recombination in
such extremely thin QWs. We note also, that the electron-phonon coupling is weaker in our
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structures in respect to the conventional QWs with the same indium composition. For instance,
a 2.5 nm thick (In,Ga)N QW with 25% indium content exhibited more intense phonon replica
with S=0.35 [224] that is twice larger than observed in our experiment. The electron-phonon
coupling is governed by: localization of charge carriers (or excitons) and polarization fields
[233]. The latter factor is insignificant in our MLs, we suggest that the only contributing factor
to the LO electron-phonon interaction originates from the strong localization of the hole states.

Coupling of the QWs via hole wavefunctions

Recombination dynamics in our SLs are governed by the hole confinement, which are strongly
confined near the (In,Ga)N ML for SLs with thick barriers, i.e. > 6 MLs. Our data agree
with the results obtained by Bellaiche et al. [171] who demonstrated a strong hole localization
near a single In atom in zinc-blende GaN. This picture was completely different from the hole
distribution in GaAs.

We have shown that stronger carrier localization increases the hole effective mass, while de-
localization of the carriers is accompanied by low effective masses. The latter phenomenon
was observed for holes in the SLs with thin barriers (< 5 MLs). In contrast, the electron wave-
function was distributed almost over the entire supercell for the whole calculated range of the
barrier thicknesses (up to 19 MLs). However, the dependence of the effective mass vs. the
barrier thickness is complicated by the limited k-space for larger barriers. . As can be seen,
hole carrier confinement enhances more abruptly than the effective mass. Hole mass gradually
increases for the SL with barriers < 7 MLs and for larger barrier (11 MLs) raises steeply. We
suggest the critical barrier thickness for the hole wavefunction interaction is in the range of 6
to 11 MLs. Thus, structures with 12, 25 and 50 MLs have decoupled QWs acting independ-
ently, whereas the SL with 6 MLs represents a quasi-ordered (In,Ga)N alloy along the <0001>
direction.

Kusakabe et al. [234] have shown by means of less sophisticated Schrodinger-Poisson cal-
culations that both holes and electrons wavefunctions have stronger overlap in InN/GaN SLs
when the barriers width decreases from 12 MLs to 3 MLs. Indeed, high indium concentration
in the ML would better confine electrons inside the QW thus their localization may be also
manipulated.

Non-exponential decay and spectral dependence

Turning to the TRPL results, the transients of all samples in the series showed a non-exponential
behavior, also found in the standard 2-3 nm thick (In,Ga)N QWs [163, 175]. Such a decay
behavior suggests a strong carrier confinement in the assemble of states [235] what is expected
due to the severe hole localization, especially for the thick barrier SLs. Weakening of carrier
localization results in an acceleration of the decay, as shown for 6 MLs barrier structure.

Note, that in polar conventional (In,Ga)N QWs a non-exponential decay was also discussed
in the frame of piezoelectric polarization: high amount of the carrier densities generated after
the pulse flatten out the energy levels, what temporary enhances the recombination and then
diminishes gradually [236]. In our case,polarization fields cannot cause the slowing of the
recombination dynamics, thus, this effect is not relevant to our system. Next, the decay curves
measured for two samples from the series (with 6 MLs and 50 MLs barriers) in the longer time
period (see Ref. [228]) the decay is characterized by a power law (∼with a power x-2.4). The
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authors suggested a model where both of the carriers are strongly localized and the decay is
proportional to the in-plane distance between the separated electron-hole pairs following the
Donor-Acceptor-Pair (DAP) model as presented for the conventional thick (In,Ga)N QWs in
Ref [184]. However, such models require individually localized electrons and holes , which
in our case however does not account for electrons which practically act as quasi-free carriers
according to our DFT studies

A significant contribution of the hole localization in the recombination dynamics can be ob-
served via another optical phenomenon related to carrier confinement in semiconductors - the
energy dependence of the decay time. The most pronounced spectral dependence was found
in all thick barrier samples (spectral dependence for the 50 MLs-thick barrier SL was shown
in Fig. 5.8). Such behavior, i.e longer decay times of the high energy shoulder of the emis-
sion spectra, was also found in various material systems and structures: InxGa1-xAs1-yNy [237]
and CdS1-xSx [238] epilayers, InxGa1-xAs1-yNy/GaAs MQWs [239], porous Si [240]and etc...
Models employed to explain the spectral dependence of the decay time in polar (In,Ga)N
QWs [32, 184, 241] are mostly based on a decisive role of piezoelectric polarization. For in-
stance, Langer et al. [242], suggested that there is an ensemble of recombination centers with
various local magnitude of the QCSE induced by the compositional fluctuations in the conven-
tional QW. For our samples, however, we have shown that the impact of the QCSE is negligible.
Moreover, in our experiments the decay time window (0-200ps) covers a period right after the
excitation pulse. Here, for the standard polar QW one would expect screening of the piezoelec-
tric fields and, therefore, possibly very weak spectral dependence. But we show, that: (i) the
spectral dependence is very pronounced for the 50 MLs SL and (ii) it cannot be explained by the
QCSE. Thus, the model of Langer cannot account for the observers recombination properties in
our samples.

An alternative scenario takes into account the charge carrier transfer of electron-hole pairs.
Excitons can travel downwards the bottle neck of the density of localized states thus lower
emission energies which are characterized by longer lifetimes [243]. Such exciton tunneling
was proposed to be theoretically probable when accompanied by acoustic phonons and shown
experimentally for bulk CdSxSe1-x (Ref. [244]), CdS1-xSx [238] and proved to be valid in the
(In,Ga)N QD ensemble in Ref. [245]. This type of charge transfer may be active even at cryo-
genic temperatures (our experimental conditions) and seems to be the most conceivable model
for the recombination mechanism in our SLs. The potential landscape deformed by the inev-
itable In compositional fluctuations in the (In,Ga)N alloy [174] creates various local densities
of states [173], also with lower energies that can be reached by carriers with time. Bellaiche
et al. [171] have also discussed that severe hole confinement takes place even without the In
clustering, i.e. the exciton localization is expected in every In-containing GaN alloy. Now,
taking into account that electrons are quasi-free particles in our system, we develop a model
where only the hole states are responsible for the shape of spectral dependence. A schematic
representation of this hypothesis is shown in Fig. 5.13 (a). Here the potential profile for the
electrons is considered to be almost flat even in the SLs with larger barrier. Whereas, the hole
states are sensitive to the alloy fluctuations and disturb the exciton transport process. Heavy
holes grabbed by electrons redistribute via the phonon assisted tunneling process. This should
also induce a delay in the initial population of the lower energy states, thus extending their rise
time. The preliminary estimation showed that, indeed, higher energy states have shorter rise
times. Humphreys et al. have shown that random alloy fluctuations in the conventional thick
QW strongly affect the localized holes wavefunction. Although, their works involved the dis-
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cussion of the spread electron density that is mostly drifted by the well width that is avoided in
our system.
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Fig. 5.13: Models explaining the spectral dependence of the decay time: (a) involving carrier
redistribution; (b) employing solely the effect of extension the hole wavefunctions
(shown as gradient colored circles). Open and filled circles represent holes electrons,
respectively. The HRTEM color-coded experimental strain maps (top) depict the
presence of the compositional fluctuations. (bottom) The final shape of the spectral
dependence.

Moreover, slower recombination towards lower emission energies may be promoted by the
smaller spatial spread more strongly confined holes in In rich regions of the ML. This might
generally decrease the electron-hole overlap and, thus, the recombination efficiency. Holes in
regions with lower In composition are expected to obtain wider extent of the wavefunction.
Therefore, recombination of the high energy shoulder of the spectrum will be promoted as
compared to the lower energy part (induced by higher In content)(see Fig. 5.13 (b)). This would
result in the same outcome - longer decay times for higher recombination energy. Although
such process may be possible in the inhomogeneous ML, larger indium contents are needed to
notice such effect, i.e. to enable stronger localization of the carriers, especially electrons, in
the <0001> direction. In Fig. 5.13 (b) it is shown as the slight deformation of the electron
potential profile. However, the experimental indium composition (less than 25%) and the in-
plane content variations are too small (∼3%) to achieve any considerable confinement for the
electron states.

Note, that such fine feature of the recombination dynamics - carrier redistribution - was ob-
served only in the very short time range (till 200 ps). On the longer time scales the spectral
dependence was absent in the SLs with either thick and thin barriers (see Ref. [228]).
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Non-radiative recombination

The presented spectral dependence of the decay time was mostly pronounced for the thickest
barrier sample but was strongly diminished for the SL with 6 MLs barrier. Taking into account
the intrinsic difference between the thick and thin barrier superlattice, with respect to the hole
localization, we conclude that the delocalization of the holes for thin barrier SLs leads to the
quenching of the PL intensity (see Fig. 5.5(a)). This is surprising, since a higher transition
rate is expected for structures with thin barriers [36]. This would imply the shortening of the
radiative decay times but also an enhanced luminescence yield, which is not observed for 6
MLs-thick barrier SL. Here we will discuss the origins of this phenomenon.

Results of the power dependent TRPL investigations (see Fig. 5.7 (b)) on the 6 MLs and 50
MLs barriers revealed a weaker dependence for the initial decay time for the thinnest barrier
superlattice. Following the general assumption that a non-exponential decay may be caused by
the initial carrier trapping into defects, a saturation of this process due to the limited number
of defect centers should be observed. Yet, decay times of both samples continuously increase
towards the increment of the excitation powers, one would expect longer decay times for the
thinnest barrier SLs for the filled defect states. Likewise in Ref. [246], authors suggested that
faster decay at the highest above-barrier pump intensity indicates the saturation of the non-
radiative channels associated with defects. However, our 6 MLs barrier structure reveals only
weak power dependence with still short decay times across the whole investigated power range.
Thus, considering a strong decrease of the intensity, the non-radiative recombination rate is
promoted for the thinnest SL. We will utilize spectral dependencies measured for the thinnest
and thickest barrier samples (see Fig. 5.8 (a) and (b)) to illustrate this assumption.

The total rate can be estimated through the rates of energy dependent radiative, τrad(E), and
energy independent non-radiative, τnonrad, recombination times. For our estimation we take
the spectral dependence of the initial decay times for the 50 MLs sample as input data since
this sample demonstrated the highest luminescence intensity. Then we introduce the additional
channel of non-radiative recombination by adding the τnonrad:

1
τ(E)

=
1

τrad(E)[50MLs]
+

1
τnonrad

(5.4)

.
We gradually decrease the non-radiative decay time from 1000 ps to 100 ps in order to repro-

duce the shape of the weakest emitting 6 MLs SL (see Fig. 5.14). The best match between the
initial decay times is observed when the non-radiative decay time decreases to 250 ps.
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Fig. 5.14: Experimental (blue triangles) spectral dependencies and the ones calculated with
different rate of non-radiative recombination (black curves).

This simple estimation shows that: (i) the radiative recombination mechanism is the same
for the SL with the thick and thin barriers; (ii) the emission of the SL with 6 MLs barrier
is strongly influenced by the non-radiative contributions. Therefore, only the degree of non-
radiative recombination explains the difference in the PL decay between thin and thick barrier
SLs.

Another barrier thickness series from Ref. [234] on the nominal InN/GaN SLs with 4-12 MLs
GaN barriers showed the lowest intensity of the 4 MLs SL compared to the other samples. In
the paper of [247] the authors have suggested that acceleration of the recombination dynamics
with the reducing of the separating barrier in AlGaN/GaN MQW structures was also due to the
enhanced ratio of the non-radiative recombination. The latter is induced by either spreading
of the electron-hole wavefunctions to the barriers or by transport of the carriers to the misfit
dislocations at the interfaces. We note that no plastic relaxation in our SL was observed as was
shown by the structural investigations of the series. At the same time we have presented that
reducing the barrier thickness between the two neighboring QWs indeed leads to the increased
overlap of the charge carriers wavefunctions. We explain the enhancement of the non-radiative
recombination by the high amount of point defects in barriers that consume the carriers. Indeed,
the employed growth temperature (550°C) optimum for higher In concentrations may be not
suitable to obtain good quality of the GaN barriers in MBE (typically more than 650°C [6,51]).

Temperature dependence

Regarding the temperature dependence of the peak position, we have observed a pronounced S-
shape behavior for the sample with thick barrier (see Fig. 5.9 (c)) comparable to that of standard
(In,Ga)N QWs. Three regions can be identified: initial redshift, blueshift and a final redshift
towards higher temperatures as discussed in the scope of the band-filling model [178]. In detail,
the low temperature redshift originates from the thermally activated filling of states with lower
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energies. The following blueshift for elevated temperatures has been argued in many works
as induced by the carrier distribution between localized states in accordance with Boltzmann
statistics [180]. We will discuss this assumption later. The final redshift at high temperatures
reflects the band gap shrinking effect as in many semiconductors [123, 125].

A blueshift in our MLs occurs at higher temperatures, i.e. from 130 to 200 K, as compared to
the classical (In,Ga)N QWs, where an increase of the transition energy was typically observed
from approx 60 to 150 K (see, for instance, [177, 179]). It is usually discussed as an indication
of the stronger localization of the charge carriers. This assumption is supported by the charac-
teristic temperature dependence of the half width shown in (Fig. 5.9(e)), where the saturation
of the FWHM rise was observed at 150 K. Following the Ref. [181], we estimate the roughness
of the potential landscape via the dispersion parameter of the small potential fluctuations, σv,
that are implemented into the larger variations, Γ, induced by the indium clustering of different
lateral size as:

σ = 2kBTS (5.5)

and

Γ =

√
ΓS

ln4
−σ2 (5.6)

From the experimental values on TS= 150 K and ΓS= 114 meV we get σv=26 meV and Γ=93
meV which is two times higher than the dispersion parameters of a 120-nm In0.1Ga0.9N quasi-
bulk film: σv=13 meV and Γ=45 meV. Such high values obtained in the single ML QWs sup-
ports our conclusions of a strong localization of charge carriers (i.e. holes) [179]. Transitions
between the localized states within one indium cluster are enabled via the phonon-assisted hop-
ping mechanism [181]. We suggest that there is an additional factor influencing the temperature
dependence of the peak positions causing blueshift - increasing contribution of the non-radiative
recombination. Assuming the energy dependence of the decay time discussed above, i.e. long
living recombination occur in the low energy part of the spectrum. Thus under elevated temper-
atures when the non-radiative recombination enhances, such transitions are less probable than
the fast high-energy recombination. This is always accompanied by the suppression of the in-
tensity rate. Moreover, a saturation plateau of the temperature dependence of the FWHM may
indicate not only the starting process of delocalization but also that the suppressed low-energy
recombination what prevents the spectra from the broadening.

A connection between non-radiative transitions and the temperature dependence of the peak
position is supported by the results of the 6 MLs barrier SL. Here, due to the higher contribu-
tion of non-radiative transitions, the blueshift starts at twice lower temperatures (Fig. 5.9(d)).
Moreover, the blueshift is much smaller in the low temperature region. Multiple non-radiative
recombination suppress the spectral dependence of the initial decay time (see above Fig. 5.14).
Therefore, the blueshift of this sample is mostly caused by the decrease of the slower transitions
towards lower emission energies. At the same time, for the thickest barrier sample, thermal
charge carrier redistribution is less affected by non-radiative transitions and, thus, the blueshift
starts at higher temperatures.

Employing our SLs with coupled and decoupled (In,Ga)N MLs we have shown that the
intermediate-temperature blueshift on the S-shape originates from both - the delocalization of
the charge carriers from their sites and an interplay of the radiative and non-radiative recombin-
ation. The latter hypothesis was discussed in the previous works of Cho et al. [177] and Langer
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et al. [242]. Nevertheless, these works were done on the conventional polar QWs and involved
the influence from the polarization fields into discussion [242].

Non-polar QWs

Flattening out of the spectral and S-shape dependence that were examined for the 6 MLs barrier
sample have been also observed in non-polar (In,Ga)N QWs [232, 242]. This suggested that
piezoelectric polarization is solely responsible for the energy dependence of the decay time.
Phonon assisted carrier redistribution as the main mechanism for the longer decay in low energy
region is efficient for the mobile carriers. Reduced effective mass of the holes for the thinnest
barrier led to the arising rate of non-radiative recombination what occurs faster than the carriers
can reach lower energy states. It was shown that effective mass of holes in GaN is strongly
anisotropic, moreover, it is almost twice larger in polar direction than the one found for the basal
plane [248]. Hence, in non-polar structures carriers distributing in lateral direction have larger
effective masses than parallel to the c-axis. This implies less effective transfer of the heavy
holes but fast recombination along <0001> direction and reduces the spectral dependence.
Such recombination dynamics for the non-polar QWs may also lead to the diminished S-shape
dependence.

5.3.7. Conclusions

Summarizing our results, we have shown that solely localization of holes defines the recombina-
tion behavior in the (In,Ga)N MLs with concentrations below 25%. The discussed optical phe-
nomena, i.e. non-exponential decay, spectral and S-shape temperature dependence discussed
for the simplified structures - 1 ML QWs without thickness and low content fluctuations and
thick barriers - were similar to the ones obtained in standard QWs. Moreover, all our structures
are independent from influence of the polarization fields. Reducing the GaN barrier thickness
between the (In,Ga)N MLs causes delocalization of the hole wavefunction. This results in the
redshift of the emission and, also, in the increase of non-radiative recombination rate, which
impairs the luminescence yield. This reduces the spectral dependence of the decay time and,
hence, the temperature dependence in the low temperature region promoting the blueshift in
the intermediate range. Thus, the change of the S-shape between thick and thin barrier SLs
are reflecting the competition between radiative and non-radiative transitions. Analogous phe-
nomena were exhibited for non-polar (In,Ga)N layers, thus rising doubts on the conventional
explanations based on the impact of piezoelectric polarization found in literature.

The DFT calculations of the out-of plane confinement have shown that the hole wavefunc-
tions interaction in the SLs with barriers below the critical thickness lies between 6 and 11 MLs.
In thicker SLs decrease of the hole charge distribution affects directly the effective masses res-
ulting in their presumably exponential increase. Electrons behave as quasi free particles and are
almost indifferent on the barrier thicknesses. DFT computations including the lateral content
variations in the supercells, not feasible due to the limited size of the supercell, could give the
complete picture of the carrier localization in the basal plane and, thus, charge carrier transport.
We suggest that carrier redistribution assisted by the acoustic phonons describe the energy de-
pendence of the decay time that can be applicable for the both polar and non-polar (In,Ga)N
layers. The probability of this tunneling depends on the charge carrier (hole) mass.

The important role of in-plane confinement explains another optical emission feature we
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have not discussed in detail so far - the width of the SL peak. Measured FWHM were∼70 meV
(see Table 5.1) what is in the range obtained for conventional 2-3 nm QWs [20, 249]. Thus,
even small variations of the content strongly affect the localization of the holes that disturb
their recombination with electrons and finally broaden the emission of the (In,Ga)N ML. To
account for such lateral recombination centers we have performed the dedicated STEM-CL
measurements and examined changes in lateral confinement in the gradient SLs.
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5.4. Lateral confinement. Scanning TEM-CL

measurements.

5.4.1. Localization of the charge carriers

Compositional fluctuations are often observed in several nm thick quantum wells, where statist-
ical variations of the composition are expected [173, 197]. In 5.15 (a) we show the deconvolu-
tion of a CL spectral map of a quasi-bulk 120-nm In0.06Ga0.94N film. The study was performed
at 7 K in spot mode using 7kV acceleration voltage. The spectral plan view map of the peak
positions is obtained from the Gaussian fittings of the emission spectra measured at each spot.
Pronounced long range fluctuations of the In content lead to a variation of the emission energies
by 182 meV. An average lateral size of these fluctuations is approximately 1-3 μm x 0.5 - 1.5 μm.
In contrast similar CL studies of our ML-thick (In,Ga)N QWs exhibit an almost homogeneous
luminescence as presented in Fig. 5.15 (b). The studied SL structure is formed of ten periods,
consisting of a 10 nm GaN barrier and a In0.25Ga0.75N ML-thick QW. The shift between the
highest and lowest emission energy was 9 meV, i.e. much narrower, than the FWHM of the
QW emission itself. Thus, the spectral map appears uniform without any significant spectral
fluctuations. The halo-like feature in the Fig. 5.15 (b) (marked by arrows) is just a trace of the
spherical collecting mirror.

Fig. 5.15: CL spectral maps of the (a) thick (In,Ga)N film (b) (In,Ga)N ML with 25%. Excit-
ation voltage was 7 kV and 7 K temperature was kept in both experiments. Size of
the investigated area was 15 μm x 15 μm. A trace of the collecting mirror in (b) is
pointed by the arrows. Note, the different scales used on the maps - 182 meV for the
quasi-bulk and 20 meV for the SL.

To get more insights into the lateral carrier confinement within 1 ML thick QWs we investig-
ated our QWs by means of cathodoluminescence in the STEM. Due to the small electron probe
in a TEM and the small thickness of the specimen, the excitation volume is very small enabling
a very high spatial resolution. We have already mentioned that MLs are not continuous with
homogeneously distributed In composition but may obtain higher In content regions and intra-
plane ordered patches (see examples in Fig. 4.9). We estimate that the lateral extension of these
areas with the (2»3×2»3)R30� ordered pattern were found in the range from 3 to 35 nm. In
the next section we will study films where the coverage of the (In,Ga)N MLs was intentionally
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varied. This has been done by systematic change of the growth temperature and growth time
within a superlattice stack. By means of STEM-CL we, then, study the influence of the ML
coverage and mean composition on the optical spectra.

5.4.2. Change in coverage. STEM-CL measurements

The STEM-CL investigations that will be presented in the following are performed at an accel-
erating voltage of 80 kV at 16 K. For the evaluation of the results we extracted the color coded
linescancs, i.e. spectral maps, along <0001> direction representing the position depended re-
distribution of emission intensity. Fig. 5.16 (a) shows a typical STEM-CL spectral map of the
superlattice stack, where the growth time of the ML-thick quantum well was increased going
from the first QW (4s) to the last one (60s) grown in a sequence. The structural data can be
found in 4.2.3. The figure displays spectra gained from the line scan that extends 500 nm from
the GaN substrate across the superlattice to the surface. The GaN buffer layer below the SL
structure shows an intense emission peaking at ∼356 nm. This emission quenches towards the
surface and is not visible in the GaN barriers. The superlattice emission shows two separate
luminescence peaks that can be distinguished - one located in the lower part of the structure,
at 3.34 eV (371 nm), and an intense major peak at 3.26 eV (380 nm). We assign this blueshift
of the lower lying ML quantum wells to a reduced In incorporation into this particular layers.
As was shown in the previous chapter, these lower lying MLs were grown at 4s and 8 s without
N supply and where not fully closed but consisted of ML-thick discs well separated from each
other.
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Fig. 5.16: (a) I(x,λ ) spectral map derived as a linescan of the time gradient sample. Here the
color code indicates strength of the emission, where the scale is normalized to the
peak intensity maximum. Arrows point to the emissions from SLs with different In
content and GaN buffers. Investigated area was 500 nm length. (b) I(x,λ ) spectral
map of the 90 nm structure thickness in <11-20> projection. Color code represents
emission intensity normalized to the intensity maximum. (c) Individual spectra ex-
tracted from different QWs marked as dash white lines on the STEM-CL linescan
(b). Gaussian fit of the broad emission of the ML grown for 28s is marked with thick
magenta dash curve, Lorentz fit of one of the sharp lines is indicated by solid purple
line. (d) Magnification of the selection of the “16 s” ML spectrum. Lorentz fits of
QD-like sharp lines are shown as red dash-dot curves.

Fig. 5.16 (b)) shows a STEM-CL line scan from the same sample at higher magnification.
Under these conditions distinct emission lines from the individual QWs can be revealed. Sev-
eral local luminescence spectra extracted from different QWs are presented in Fig. 5.16 (c).
The three QWs at the bottom of the stack, grown for 4s without and for 4s and 8s with N supply
exhibit broad spectra that consist of series of sharp emission peaks. With increasing growth
time of the QW, the density of these line increases and finally merges into a broad CL peak.
The center of gravity of the band shifts toward higher wavelengths. By Lorentz fitting of the
individual sharp lines of the QW grown for 16 s(see e.g. Fig. 5.16 (d)) we obtain a FWHM ran-
ging from 0.37 meV to 1.2 meV. The spectrum of the following QW (grown for 28 s) becomes
more smooth and the individual lines merge. The upper ML (grown for 60 s) exhibits a uniform
spectrum with a narrow feature originating from the previous two QWs. FWHM of the upper
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layers are ∼83-85 meV. Despite the remarkable evolution of the spectra shape, their center of
mass shifts by 40 meV towards lower energies.

Similar STEM-CL investigations, i.e. at 80 kV accelerating voltage and at 16 K, were per-
formed for the the superlattice where the subsequent monolayer quantum-wells were grown
each at a different temperature. Structural data on this sample were presented in 4.2.2. We
briefly summarize the main results here. The MLs were grown in the 580°C-650°C temper-
ature range. Growth temperature of each ML-thick QW was decreasing stepwise towards the
surface that resulted in the increase of the indium content from 11% to 23%. A panchromatic
image of the superlattice stack done at low magnification shows the whole SL stack emitting
though some intensity fluctuations along the investigated area of the specimen are present, very
probably due to the presence of threading dislocations emerging in the upper layers close to the
surface (in Fig. 5.17 (a)).

Fig. 5.17: (a) Panchromatic CL intensity image of the 2 buffer layer and 8 (In,Ga)N MLs.
Dashed lines underline the borders between SL, buffers with 2 % In and GaN sub-
strate; (b) STEM-CL linescan throughout the active region of the structure. The total
investigated thickness was 180 nm. CL intensity was normalized to the maximum
emission. Note that the energy axis is shown inversely to correspond directly to the
wavelength scale on top; (c) Local CL spectra from different parts of the structure,
marked by dashed lines. The approximate growth temperatures are indicated color-
coded. Spectra are normalized for clarity; (d) A magnification of the part of the ML
spectrum from (c) highlighted with pink. Red dash-dot curves are Lorentz fittings of
the selected emission lines labeled Ex1 and Ex2.
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A spectral line scan of the superlattice and the two underlying buffers is presented in Fig.
5.17 (c). The two emission lines at 3.31 eV (375 nm) and 3.26 eV (380 nm) present at the
bottom of the structure correspond to the luminescence of two 20 nm thick buffer layers that
contain approximately 2-3% In (according to the Vegards law with bowing parameter 2 eV). The
individual spectra of the buffers and the six QWs are shown in Fig. 5.17 (c). We assigned the
to each QW the respective growth temperature by considering its distance from the buffer layer
and taking into account the barrier width of 10 nm. As can be seen the center of gravity of the
spectra shifts continuously towards the red range, when moving from the bottom of the stack
to the top, i.e. from MLs grown at high to those grown at low temperature. More precisely,
the first ML grown at 650-640º C emits at ∼3.26 eV (380 nm) and the last ML deposited at
580 ºC at 3.06 eV (405 nm). Similar to the spectra shown before, they consist of series of
narrow lines with a FWHM ranging from 1.5 meV up to 20 meV for the peaks forming the last
QW’s spectrum. The total shift of the centers of gravity between the spectra of the first and last
QWs is 144 meV. In Fig. 5.17 (e) we present the magnified area of the spectrum of the ML
grown at ∼640º C where a pair of distinct sharp lines separated by 4.5 meV can be resolved.
Lorenz fitting returns the FWHM of the peaks P1 and P2 as 3.5 and 4 meV, respectively. These
narrow lines are duplicated on the same spectrum each ∼25 meV (indicated by arrows). This
characteristic pair of excitonic-type lines are also repeated on the spectra of the buffer layers
and other MLs grown till 610º C.

Summarizing our STEM-CL results, we show that the broad PL lines found in conventional
PL and CL spectra decompose into a set of narrow lines with FWHM in the meV range in
STEM-CL measurements. These narrow lines resemble those of QDs found in classical semi-
conductors [250,251]. Our TEM studies show that the monolayer quantum wells in some cases
do not consist of coherent layers but of patches or discs with identical composition but lateral
extensions ranging from ∼ 3 to 25 nm. Since we find no thickness and compositional fluctu-
ations within a ML grown under specific conditions but patches with different lateral extension,
we may speculate that the individual sharp lines are due to emission of quantum discs with dif-
ferent lateral extension. In the following section we will present theoretical calculations by O.
Marquardt from Weierstraß-Institut für Angewandte Analysis und Stochastik, Berlin for such
objects based on continuum k*p calculations

5.4.3. Continuum k*p calculations

The k*p calculations 2.6.2 were performed for supercell structures that consist of a one ML
thick (In,Ga)N discs with various base lengths embedded into a GaN matrix. In concentrations
of 5%, 10%, 20% and 30% were considered. The material parameters were taken from Ref.
[252]. VBM and CBM were calculated depending on the lateral size of the (In,Ga)N square
form layers. Three types of transitions were computed: (i) basic band to band transition, (ii)
transitions from the bands deformed by polarization fields and (iii) excitonic recombination in
the energetic structure influenced by piezoelectric polarization. In the latter case the binding
energy between electrons and holes by Coulomb interaction is taken into account.
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Fig. 5.18: Energetic distance between electron and hole ground states as a function of the lateral
size of the InxGa1-xN ML containing 5% (red), 10% (black), 20% (blue) or 30%
(violet). Different cases are noted: (i) simple band to band transitions (dashed lines);
(ii) transitions between the bands deformed by polarization fields (solid lines) and (iii)
excitonic recombination between the bands modified by the piezoelectric fields (short
dash lines). Thin dash lines indicate the asymptotes of the closed MLs energies for the
cases (i),(ii). Upper and lower gray semi-transparent arrows represent the emission
shifts associated with the growth time (1) and temperature gradient (2) structures,
correspondingly. Top-view representative schemes of the ML coverage when the (b)
growth time is increased and (c) growth temperature is lowered.

The results of these simulations are presented in Fig. 5.18 (a). In the cases (i) and (ii) MLs
with low In contents, i.e. 5% (red) and 10% (black) show only a negligible change in the
recombination energies, with lateral extension of the structure. Transitions in discs with higher
In contents (20% and 30%) shift to higher energies once the ML is laterally confined to a base
length of less than 20 nm. Reducing of the base length of the In containing region from 60 nm
towards the small islands, minimum 10 nm, leads to the blueshifts of ∼34 meV and 44 meV
for the 20% and 30% In concentrations (see case (ii), blue and purple solid lines), respectively.
Polarization fields as still deforming the energy bands of the InxGa1-xN/GaN structures for a
given indium content [36], however, induce a rather moderate additional shift of the band gap of
∼10 meV (20%) and ∼16 meV (30%). This is in a good agreement with our experimental data
on the negligible impact of the piezoelectric fields on the recombination properties. Formation
of excitons considerably decreases the overall ground state energy by 113 meV (5 %), 124 meV
(10 %), 139 meV (20%) and 148 meV (30 %). It further redshifts the recombination energy by
∼170 meV for each concentration when the ML tends to close up.

5.4.4. Discussion of the lateral confinement

Reviewing our experimental and computational results, we have shown that ML-thick QWs are
spectrally not uniform, i.e. the broad emission observed in the conventional PL experiments
are a superposition of sharp peaks originating from In-containing patches with different lateral
extension and composition. Our structural investigations also revealed pronounced areas with
different In contents of the finite size, starting from 3 nm length. By means of the STEM-CL
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technique with the spatial resolution ˜ 6 nm we were enable to resolve the emission lines from
these patches. Previous less complicated experiments, e.g. the standard CL and µ-PL studies,
performed on the conventional (In,Ga)N QWs also allowed to observe sharp peaks emitting
from the areas less than 60 nm lateral size [253] and narrow emission up to 0.8 meV [254] and
0.17 meV [255] width of the localization centers, respectively. But the employed techniques do
not able to link the emission directly to the structure of the layers.

Experimental data of the time and temperature gradient structures follow the same trends
in the change of the band gap as were obtained from the k*p calculations, i.e. the extension
of the confined areas leads to the redshift of the spectra. Starting with the time gradient SL,
MLs from the growth time experiment emitted at ∼3.26 eV and shifted by ∼40 meV with the
increase of the deposition time. From structural investigations we have obtained similar In
composition around 20% in the whole structure. Here, very narrow emission lines are related to
the low ensemble density of the In-containing patches within the probe volume. But the Indium
incorporation in these patches almost does not change but rather the lateral extension of these
areas, like presented in the schematic model in Fig. 5.18 (b). K*p calculations involving the
polarization fields revealed a shift by 33 meV for the In0.2Ga0.8N patches extending from 10 to
60 nm (see semi-transparent thick line (1) in Fig. 5.18 (a)). The observed sharp lines were∼500
μeV - 1 meV width, that are usually examined in the fine structures, like QDs, or QD-like In-
rich islands [250, 251, 256, 257]. Lateral size of such structures can vary in the range of several
tenths nm and up to a few nm height. Notably, we observe very narrow emission peaks in the
less sophisticated and straightforward system, i.e. 0.25 nm thick QW with lateral size approx
3-10 nm grown at limited time ∼4s. Then, increasing coverage of the monolayers with time
leads to the by laterally confined discs increases and the layers with broadening of the ML’s
spectra and the QWs deposited at 60 sec or 28 sec FWHM (∼ 85 meV) is already comparable
to that observed in the 3 nm-thick QWs of similar composition, i.e. ∼70 - 100 meV, [20, 258].

The second superlattice structure grown under different temperatures revealed a large redshift
across the structure by 144 meV across the SL, the absolute values of the emissions were in the
range ∼ 3.1-3.2 eV. Understanding of the origins of this remarkable shift is impeded via the
interplay of the two parameters that change with temperature - indium content (∼12%) and
coverage, as can be obtained from the continuous broadening of the spectra (see Fig. 5.17 (c)).
Moreover, under the employed experimental STEM-CL conditions we were able to examine the
excitonic transitions. Our excitonic-like repeated peaks were ∼3.5 meV width (see Fig. 5.17
(d)) which is comparable to the FWHM of the ones typically observed in GaN, i.e. 1-7 meV
wide depending on the type of the electron-hole pair and precision of the experiment [114–116].
Comparing these results to the calculations, we find a decent agreement with the computations
involving the electron-hole pair formation and increase of the In concentration throughout the
structure accompanied with the extension of the In-containing patches (see the representation
of this idea in Fig. 5.18(b)). The total shift obtained from calculation was 200 meV, although,
the final size of the patch may be still less than 60 nm and the areas may co-interact with each
other (see lower semi-transparent thick line (2) in Fig. 5.18(a)). Indeed, for this sample in the
last MLs three emission peaks were still resolvable on the spectrum, therefore, perfect coverage
was not achieved yet at 580ºC. Another peculiarity of these low-temperature grown MLs was an
unexpected lowering of the In content, however, the spectra continuously shifted towards lower
energies. This may originate from the unintentional increase of the In content in the upper
barriers (more than 2%) that changes the strain between QW and barrier. Although the absolute
values of the emissions of the two discussed structures are differing by almost 150 meV, the
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main reason for the generally redshifted temperature gradient structure is the influence of the
reduced strain between the barriers and QWs due to the presence of the indium in the barriers.

The observed QD-like patches cause a strong localization of charge carriers. Moreover, we
have shown that even in the MLs with a high coverage the residual sharp peaks can be resolved
(see, for instance, the intermediate QWs in the growth time gradient). These results explain
the observed formation of the localized states in the previous section where the discussed MLs
were deposited even during shorter time, 8 s. Holes that have large effective masses are strongly
confined in the states that may be induced by even small indium fluctuations. This phenomenon
was observed via a redistribution of carriers where the quasi-free electrons grab holes and move
downwards the energy tail of states inducing a characteristic shape of spectral dependence, i.e.
longer decay times of the high energy shoulder of the emission.
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In this thesis we studied ultra-thin (In,Ga)N QWs coherently grown on GaN in the form of
a superlattice structure. Structural and optical properties have been addressed by means of
various investigation methods: HRTEM, STEM, RHEED, XRD, as well as PL, TRPL, CL and
STEM-CL.

These structures can be interesting for practical application as emitters for the whole visible
and near-infrared range of spectrum. The band gap of superlattices can be tuned by changing
the barrier width and by change of the indium composition of the thin wells. They have the
advantage that a number of effects that influence the optical efficiency of several nm thick
standard (0001) (In,Ga)N quantum wells negatively, such as piezoelectric fields, well-width or
gross composition fluctuations can be avoided. Thus, these quantum structures are perfect for
studying the fundamental properties of (In,Ga)N alloys. However, up to now, the promised flex-
ible band gap tuning along the wide range of emission energies has not been fulfilled and there
are a number of conflicting results in literature as regards the relation between emission and In
composition. Therefore, we focus on three main aspects: (i) compositional quantification with
highest possible accuracy; (ii) fundamental limits of In incorporation into polar (In,Ga)N struc-
tures and (iii) the basic understanding of localization phenomena in (In,Ga)N alloys. The first
issue we have addressed by employing aberration corrected HRTEM. We revealed that among
the other techniques available for concentration measurements of fine structures, e.g. XRD and
STEM, only HRTEM allows the reliable compositional analysis with the pm precision.

Compositional and thickness limitation in (In,Ga)N ML-thick QW

We showed that deposition of pure InN MLs on a GaN barrier results in an indium composition
of around 25% in the monolayer. To increase the In content beyond this limit we performed
a systematic series of growth experiments in MBE by changing the III-V growth ratio from
In-poor to In-rich regime, varying the growth temperature over a wide range and by increasing
the deposition time of the alloys. As an outcome we observed a self-limitation process for both
content and thickness of the QW independent on growth conditions that is concomitant with the
formation of ordered alloy. These result supported by data on surface reconstructions obtained
from RHEED measurements and DFT calculations allowed us to develop a model of In incor-
poration that explains all these findings. By examining the growth surfaces of GaN barriers and
(In,Ga)N alloys we found under N-rich regime an omnipresent 2×2 N adatom surface structure
that was previously described by Northrup et al. [215]. The N adatom binds three Ga atoms,
which are the 4 fold coordinated on nominally metal polar surface. The (In,Ga)N quantum well
forms by exchange of In present a the surface with the Ga at the surface. We showed that unex-
pectedly Ga atoms, which have the higher bond energy, prefer energetically the 3-coordinated
sites while In favors the 4-fold coordinated (sub)surfaces sites. This can be explained by the en-
ergy gain of the Ga atom on the surface due to re-hybridization which is prevented for In due to
its large size. Due to the nearest-neighbor repulsion between In atoms, it is energetically costly
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to occupy the neighboring four-fold coordinated sites. This yields an upper limit of 25% of
indium composition given by the number of N adatoms on the surface. To overcome this limit
highly In-rich growth conditions are required, , which would lead to metal droplet formation
and a degradation of the layer. Since further In incorporation is not possible the mechanism is
at the same time self-limited, i.e. growth stops at a single monolayer.

Such apparent fundamental limitations suggest that other solutions are needed for the band
gap modulation by means of increasing the In content. For instance, growth of the (In,Ga)N
MLs on top of the lattice-matched (In,Ga)N buffers reduces the strain state. This idea has
been developed in the theoretical work of Duff et al. [217], and some of experimental works
[259–261]. However, by far it is still under debate, whether In content can be substantially
increased over the found 25%-limit and requires further investigations.

Optical properties of the (In,Ga)N ML-thick QW. Carrier

confinement

Our findings on indium incorporation correlate well with the data on optical emission of the
MLs predicted by theory for such concentrations and that were found at ∼3.1-3.2 eV. Note that
the same emission range was examined in literature but, as we can state now, falsely attributed
to pure InN MLs.

By changing the barrier thickness in the superlattice we can shift the luminescence by 100
meV when reducing the GaN barrier thickness from 50 MLs to 6 MLs. Considering super-
lattices as a model system to study common optical phenomena in polar (In,Ga)N QWs,such
as a non-exponential decay, the spectral dependence of the decay time and the S-shape in the
temperature dependence of the PL peak emission. Very similar phenomena were found in our
single ML QWs with thick barriers despite the reduced complexity of the system. Our results
evidence that these recombination phenomena are governed by a strong hole localization in the
(In,Ga)N monolayer that can be manipulated by changing the SL periodicity, and non-radiative
recombination. Decrease of the barrier thickness below 12 MLs results in the interaction of
the hole wavefunctions and, in consequence, in the hole delocalization in <0001> direction.
This triggers in turn non-radiative recombination in the GaN barriers. The higher rate of non-
radiative recombination measured for the SL with thin barrier reduces the spectral dependence
of the decay time, accelerates the intensity decay and affects the S-shape temperature depend-
ence analogously as examined for non-polar QWs. At the same time, the out-of-plane electron
confinement does not change and remains low for all calculated barriers. We propose a phonon-
assisted transfer process of excitons formed by holes with large effective mass and quasi-free
electrons to be responsible for the observed optical phenomena in SLs with thick barrier and, as
well as, in standard (In,Ga)N QWs. The enhancement of non-radiative recombination hastens
this exciton redistribution and results in the single exponential decay and negligible spectral
dependence found for 6 MLs SL and non-polar QWs.

Lateral confinement is arising from the In content fluctuations common for (In,Ga)N com-
pounds. However, as low as these fluctuations might be they still affect the ML emission due
to the strong localization of holes. As a result, the FWHMs of the ML-thick (In,Ga)N lumines-
cence peaks are comparable to the ones measured for regular 2-3 nm thick QWs. By combined
HRTEM and STEM CL measurements we revealed that the optical properties are affected by
the presence of two dimensional ordered (In,Ga)N patches within the monolayer. Experimental
findings supported by k*p calculations showed that the density, size and composition of these
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6. Summary and conclusions

patches changes with growth time and growth temperature. We have presented that adjusting
the growth conditions, MLs with very narrow luminescence peaks with the varied emission en-
ergy in a limited range can be deposited. This outcome can be useful for the fabrication of the
(In,Ga)N-based quantum discs that exhibit sharp emission peaks with FWHM in the sub-meV
range.
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A. Image simulations for different

specimen thicknesses of the ordered

In0.25Ga0.75N MLs

In the following we will show contrast simulations on ordered (In,Ga)N monolayers. We will
show that the contrast by which ordering is detected in HRTEM images is strongly influenced
by the used imaging conditions, i.e. thickness and defocus. The reason is the difference in
extinction lengths of In and Ga atoms. Multislice simulations were similar to the ones presented
in 3.2 but for (In,Ga)N ML with 25% of indium. Fig. A.1 and Fig. A.2 show the simulation
results in two principle projections for the specimen thicknesses 3, 5, 7 and 10 nm with identical
imaging conditions as for in the experiment, i.e. negative spherical aberration -13 μm and
positive defocus 5.8 nm. We have put 10% of In atoms as randomly distributed within the ML,
while 90% were arranged in a (2»3×2»3)R30� ordering described earlier.

Fig. A.1: HRTEM images of the <11-20> projection direction obtained from the multislice
image simulation for different thicknesses: (a) 3 nm; (b) 5 nm; (c) 10 nm and (d)
14 nm - shown together with the experimental image (enclosed in the red square)
discussed above in 4.3.1. The supercell used for the simulation is presented in (e) in
the same projection. Note, that here In atoms were also enlarged to accentuate the
columns from the back rows. Green atoms denote Ga, violet - In and small gray - N.

In <11-20> projection the (In,Ga)N layer is hardly seen, as they can be barred by the Ga
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A. Image simulations for different specimen thicknesses of the ordered In0.25Ga0.75N MLs

atomic columns (Fig. A.2(e)), and no specific arrangements can be observed, we will focus on
the differences arising in <1-100>.

Fig. A.2: HRTEM images of the <1-100> projection direction obtained from the multislice
image simulation for different thicknesses: (a) 3 nm; (b) 5 nm; (c) 7 nm - shown
together with the experimental image (enclosed in the red square) discussed above in
4.3.1; (d) 10 nm. The supercell used for the simulation is presented in (e) in the same
projection. Note, that In atoms were enlarged to accentuate the columns from the back
rows. Green atoms denote Ga, violet - In and small gray - N. (f) The supercell with the
cut out of the In0.25Ga0.75N monolayer where light blue and yellow square encloses
the 7 nm and 3 nm thickness specimen. (g) Histogram of the In ratio per column
derived for each atomic row. The color code corresponds to the thickness shown in
(f). The rows with pure Ga atomic columns are set to zero.

No intensity difference between the atomic columns can be observed for the very thin spe-
cimens, i.e. for 3 nm (A.2 (a)). In the thicker area, at 5 nm, one can distinguish five bright
gallium-rich columns to one darker indium-rich column contrast periodicity (Fig. A.2 (b)).
The best agreement for the experimental data can be found for a thickness of 7 nm simulation
shown in Fig. A.2 (c). A clear intensity variation corresponding to the 1×3 ordering where two
atomic columns with mostly gallium and one - with high indium concentration is obtained. For
samples as thick as 10 nm Fig. A.2 (d) the indium-rich columns appear at reduced intensity,
what correlates well with the first extinction distance of In atoms (approximately 10 nm).

Such sensitivity to the thickness and necessity of the high quality specimens may explain
the lack of the TEM data on ordering and surface reconstruction in literature. Moreover, we
showed experimentally that ordered patches are not continuous within the layer but may have
a limited size. Random distribution of the ordered arrangements in the basal plane complicates
their viewing in <1-100> by means of HRTEM. The effect of partial randomness on different
thicknesses of the specimen was checked by a statistical calculations of the In atoms for each
In-containing row, that for our particular cell was one of a third (see Fig. A.2 (f)). In Fig. A.2
(g) the ratios of In for the given row is shown for two thicknesses of 3 nm and 7 nm. In general,
these ratios do not change considerably for the sample thickness. However, according to the
simulated images, for 7 nm one can clearly distinguish In atomic ordering, even though in some
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A. Image simulations for different specimen thicknesses of the ordered In0.25Ga0.75N MLs

of the rows there is less than 60% of indium (marked by red line). For the thinner sample the
ML is barely visible, thus the amount of In per row is not enough to view the In-containing
columns. Our calculations clarify why ordering was not observed in every (In,Ga)N ML with
indium concentrations close to 25%.
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B. XRD measurements

In Fig. B.1 we show two XRD scans around (0002) and (0006) reflections of the standard SL
structure deposited under the conditions corresponding to nominally 4 MLs thick InN QWs
with 10 nm thick GaN barriers. The experimental scans are presented with the most satisfactory
simulation curves. Here, for the (0002) GaN reflection no QW satellite peak was registered that
was more pronounced and displaced from the GaN’s one for scanning under higher angles (see
Fig (b)). Satellite peaks up to the 9th order are visible indicating good structural quality of the
SL.

Fig. B.1: The 2θ experimental (semi-transparent blue) and simulated (red) scans around the (a)
(0002) and (b) (0006) GaN reflections. Satellite peaks originating from the AlN and
Al2O3 of the substrate are also observed.

Simulation curves of the SLs with 1 ML thick (In,Ga)N QWs of 27% indium concentration
show a good agreement with the experimental data. Note, that for the ML-thick (0006) InN
reflection of the QW should be highly pronounced and separated from the one of GaN (see
XRD simulations for the InN/GaN superlattices from [210]).
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C. Estimation of the amount of

non-equilibrium charge carriers

Here we present a procedure of the calculation of the excitation powers used for the experiment.
These values were chosen as depending on the involvement of the barriers into the creation of
non-equilibrium carriers. Different absorption rates and the intensity gain in the structures were
considered to hypothesize the following two scenarios: (i) all the carriers created in the barriers
are transferred to the QWs and contribute to the emission; or (ii) all charge carriers from the
barriers recombine non-radiatively.

The excitation energy can be converted to the power density via the measured spot diameter
of the laser excitation (100 μm) and an excitation power of laser, for instance 1 mW according
to:

ρ =
P

πd2 = 3.2W/cm2 (C.1)

The duration of the pulse was only 100 fs, the measuring precision was estimated as 10 ps,
therefore we consider that all carriers are immediately created.

The repetition rate of the laser pulse was 80 MHz, therefore pulse energy is:

i = ρtpulse = 38nJ/cm−2 (C.2)

where tpulse is the duration of the pulse.
The number of photons created at an excitation with an laser wavelength of 259 nm can be

calculated as:

Nph = i/(
ph.energy

λ
) = 4.95 ·1010 photons · cm−2 propulse (C.3)

The total barrier thickness including the last cap layer is calculated as:

Htot = 11
cGaN(0.518nm)

2
·XMLs (C.4)

In the same manner the total thickness of all QWs results in 2.6 nm, where cQW=0.526 as
taken for approx 25% of In in the ML. Thickness of the stack is a summation of the total QW
and barriers thicknesses.

The absorption rate is estimated through the Beer-Lambert law Eq. 5.1. The absorption
coefficient for the In0.25Ga0.75N ML is taken equal to that of GaN not only due to the simplicity
of the estimation but because of the lack of the studies of the absorption edge for InxGa1-xN
either with compositions, x, close to our experimental values [262] or for the used excitation
experimental range (4.79 eV). Moreover, no data on the absorption coefficients valid for sub-
nm-sized quantum structures can be found in literature. The absorption coefficient of GaN for
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C. Estimation of the amount of non-equilibrium charge carriers

the 4.79 eV was determined via the dielectric constants measured at low temperatures close to
our experimental values [263]:

α(E) =
4π

λ

(
2
√

[ε1(E)2 + ε2(E)2]− ε1(E)
2

)1/2

= 2.1 ·105cm−1 (C.5)

where ε1(4.79eV)=6.1 and ε2(4.79eV)=2.2 are the real and imaginary parts of the dielec-
tric function.

The total absorption rate was estimated by gradual calculation of the intensity exposed to
each QW that is suppressed passing through each barrier. Results for both - (i) active and (ii)
noncontributing barriers (excluded absorption of the barriers) are presented in Table C. The
carrier population can be calculated by normalization of the number of incident photons to
the absorption rates in these two cases. Note, that for the simplification, we suppose a 100%
quantum efficiency, i.e. one incident photon creates one electron-hole pair. The final amount of
the carriers, Ncarr, was corrected by the reflectance of the GaN taken as 18% [248].

SL
Htot
[nm]

Total
absorption,

“active”
barriers [a.u.]

Ncarr,
“active”
barriers
[cm-2]

QW
absorption,
“defective”

barriers [a.u.]

Ncarr,
“defective”

barriers
[cm-2]

Pexp,
mW

50 MLs 142.6 0.94 3.8 ·1010 0.016 6.5 ·108 3.2
25 MLs 72.6 0.77 3.1 ·1010 0.028 1.1 ·109 3.9
12 MLs 36.6 0.50 2.1 ·1010 0.038 1.6 ·109 6.0
6 MLs 19.6 0.29 1.2 ·1010 0.045 1.8 ·109 10.3

Table C.1.: Results the calculation of the non-equilibrium carrier populations for the two ex-
treme conditions. Pexp represent the experimental values used for the excitation of
the SLs.

As can be seen from Table C, the number of electron-hole pairs created in the thickest and
the thinnest structures under laser excitation differs by 3 times in both of the cases. Likewise,
6 MLs “active” barriers create approximately 3 times less carriers than 50 MLs. Contrary, the
“defective” GaN leads to 3 times larger carrier concentration of the thinnest barrier SL compared
to 50 MLs due to the continuous loss of the carriers through the thick material. Therefore, two
excitation powers differing by one order of magnitude should be enough to cover the both cases
opposite (i) and (ii). To obtain similar excitation conditions in each SL stack we have adjusted
the experimental excitation powers by the total absorption rate, i.e. αPexp ∼ 3mW (see the last
column in Table C).
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J. Neugebauer and T. Schulz, “Role of hole confinement in the recombination properties
of InGaN quantum structures”, Sci. Rep. 9 9047 (2019);

– M. Siekacz, P. Wolny, T. Ernst, E. Grzanka, G. Staszczak, T. Suski, A. Feduniewicz-
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