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Abstract: We provide a basic, step-by-step introduction to the core concepts and mathematical fundamentals of dynamic systems modelling through applying the Change as Outcome model, a simple dynamical systems model, to personality state data. This model characterizes changes in personality states with respect to equilibrium points, estimating attractors and their strength in time series data. Using data from the Personality and Interpersonal Roles study, we find that mean state is highly correlated with attractor position but weakly correlated with attractor strength, suggesting strength provides added information not captured by summaries of the distribution. We then discuss how taking a dynamic systems approach to personality states also entails a theoretical shift. Instead of emphasizing partitioning trait and state variance, dynamic systems analyses of personality states emphasize characterizing patterns generated by mutual, ongoing interactions. Change as Outcome modelling also allows for estimating nuanced effects of personality development after significant life changes, separating effects on characteristic states after the significant change and how strongly she or he is drawn towards those states (an aspect of resiliency). Estimating this model demonstrates core dynamics principles and provides quantitative grounding for measures of ‘repulsive’ personality states and ‘ambivert’ personality structures. © 2020 European Association of Personality Psychology
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INTRODUCTION

Personality psychology has done important and lasting work in understanding the origin and structure of traits. Nevertheless, researchers have repeatedly stressed the need for a deeper understanding of the processes that generate these traits (Baumert et al., 2017, Fleeson & Jayawickreme, 2015; John & Srivastava, 1999; Fleeson, 2001, 2004; Benet-Martinez et al., 2015; Mischel & Shoda, 1995). Processes inherently unfold over time, and so studying personality processes requires theorizing about and modelling changes over time (Vazire & Sherman, 2017). Understanding the characteristic patterns of change that emerge from different components interacting over time is the core goal of dynamic systems theorizing and methods, and researchers have repeatedly suggested that dynamic systems can gain insight into personality processes (e.g. Mischel & Shoda, 1995; Read & Miller, 2002; Read, Droutman, & Miller, 2017; Sosnowska, Kuppens, De Fruyt, & Hofmans, 2019; Mayer, 2015; Endler & Magnusson, 1976). We believe that the field of personality psychology can enhance both its explanatory and predictive potential through the systematic integration of ideas from dynamic systems research.

Like the Personality Dynamics (PersDyn) approach of Sosnowska et al. (2019; this issue), our approach includes core explanatory concepts from dynamic systems, including equilibria, attractor states, repeller states, phase space, and perturbations. Our goals are complimentary to those of Sosnowska et al.: we would like to see people consider personality through the lens of dynamic systems, an approach that has been extraordinarily fruitful in allied disciplines (Beer, 2000; De Bot, Lowie, & Verspoor, 2007; Otto & Day, 2011; McElreath & Boyd, 2008; Rabinovich, Varona, Selverston, & Abarbanel, 2006; Van Geert, 1991). Researchers have invoked the high-level theoretical concepts from dynamics to explain personality for decades (e.g. Endler & Magnusson, 1976; Magnusson & Torestad, 2008; Lerner, 1996; Lucas, 2007), but a frequent difficulty we encounter when trying to discuss these ideas with researchers less familiar with dynamic systems modelling is vagueness and trepidation about understanding what core dynamics constructs mean at the concrete level of modelled data. We address this lack of clarity by introducing readers to the Change as Outcome model (Butner, Gagnon, Geuss, Endler & Magnusson, 1976). We believe that the field of personality psychology can enhance both its explanatory and predictive potential through the systematic integration of ideas from dynamic systems research.
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equations used to estimate it, and providing visualizations to guide intuition.

The ideal audience for this manuscript is a psychologist with limited training in dynamic systems but who would like to gain some intuition about the ‘nuts and bolts’ of applying dynamic systems to personality psychology means. Our approach is not intended to be at odds with or superior to other personality dynamics approaches; rather, we believe it ‘pairs well’ with them, particularly the article on PersDyn in this special issue (Sosnowska et al., 2019; this issue) in that it intends to provide a strong theoretical fundament and step-by-step primer of how to ‘become a dynamic systems thinker’ in the domain of personality—and then lays out what implications this can have for the field of personality and personality development.

There are many statistical models used to estimate change over time in psychological data, including latent change scores (McArdle, 2009; McArdle & Grimm, 2010), dynamic structural equation modelling (Asparouhov, Hamaker, & Muthén, 2018), differential equation models (Deboeck & Bergeman, 2013), Bayesian hierarchical process modelling (Oravecz, Tuerlinckx, & Vandekerckhove, 2016), among others. Some models of personality dynamics are even instantiated as neural networks (e.g. the cue–tendency–action model; Brown, 2017; Revelle & Condon, 2015). We chose to present the Change as Outcome model, a relatively simple model that can be estimated in a linear regression framework, specifically because it is easier to illustrate and understand the dynamics using this model. We do not attempt a direct quantitative comparison of these modelling strategies nor do we claim that this is the most sophisticated contemporary approach for modelling personality dynamics—although, because of the close ‘proximity’ of the two articles within the special issue, we do provide a direct comparison with the parameterization of PersDyn in an appendix. Our goal is decidedly to illustrate, in the clearest and immediately applicable way, the mathematical and conceptual core of a dynamic systems approach, rather than to evaluate which of the employable statistical dynamic systems technique fits data best.

**CORE CONCEPTS IN DYNAMIC SYSTEMS**

Core concepts from the dynamic systems literature—such as equilibria, attractors, repellors, topologies, and perturbations—allow personality researchers to think in a nuanced way about patterns of change over time. We believe these concepts are necessary for more fully understanding personality processes and that dynamic systems theory is particularly well-suited to understanding the reciprocal way person factors and situation factors interact and feed off each other to generate specific patterns of behaviour.

Our approach in this manuscript is inherently exploratory. Some researchers have developed formal models of personality and underlying processes, which translate ‘top–down’ theoretical intuitions into quantitative simulations (e.g. Read & Miller, 2002; Smaldino, Lukaszewski, Von Rueden, & Gurven, 2019). To complement these top–down approaches, we estimate here parameters from observed data, hoping that this ‘bottom–up’ approach will spur further theorizing about dynamic processes underlying personality.

Our approach is also inherently person-centred, or idio graphic, in that different models are estimated for each participant in a study. The importance of person-centred analysis has been stressed in personality research for decades, and we will not reiterate these arguments in detail (Molenaar, 2004; Molenaar & Campbell, 2009; Pelham, 1993; Barlow & Nock, 2009; Fisher, Medaglia, & Jeronimus, 2018). Briefly, the approach stresses that processes may differ between people and therefore the interrelationships between variables might also differ between people. For example, for some people, socializing in a group might elicit positive emotions (like excitement) while for others it might elicit negative emotions (like anxiety). The association between the variables ‘being around others’ and ‘emotional valence’ would therefore differ substantially across people. Trying to summarize a whole group of people by saying ‘being around others leads to positive emotion’ would ignore the underlying differences in processes across individuals. Even worse, a variable-centred analysis might average out these opposing effects and lead researchers to conclude that socializing has no influence on emotions—although that conclusion might not hold for any single individual in the sample. Person-centred approaches therefore begin by analysing the relationships between variables within a single person and only then try to form aggregates or clusters that capture regularities in differences in processes.

In this manuscript, we begin by describing the Change as Outcome model, drawing primarily on the description provided by Butner, Gagnon, et al. (2014). We identify its key features and how to interpret them in the context of personality state variables. We then describe ways in which this model should influence personality theory and reorient our thinking. Next we describe how to implement the model in a linear regression framework, providing accompanying R code in the supporting information (https://osf.io/dps4w/). We then provide summaries of a series of Change as Outcome models run on a large sample of participants, demonstrating how parameters estimated from these models differ from those estimated from more traditional approaches. Finally, we discuss implications for this approach moving forward.

**STATE PERSONALITY**

Researchers employing the Whole Trait approach to personality construe trait levels as features of the distribution of experienced personality states (Fleeson, 2004; Fleeson & Jayawickreme, 2015). Over the course of a week, for example, one person might be very extraverted at times—perhaps on a Friday night—and less extraverted at other times—perhaps on a Monday morning. From the perspective of Whole Trait Theory, personality is the overall density distribution of these states, which can be represented quantitatively using different moments of the distribution such as mean, standard deviation, skewness, and kurtosis. An example of a time series of state extraversion measures and the resulting density
distribution are given in Figure 1(a) and 1(b). Data are taken from the Personality and Interpersonal Roles Study, where participants completed a series of three items related to extraversion four times per day, approximately 4 h apart (further details of data are given as follows).

However, characterizing a series of measurements taken over a period of days, weeks, or months merely by a state density distribution completely ignores the temporal ordering of the data. All information about which state came before or after any other is lost in conversion. From a dynamic systems perspective, this information about how the states change is vital for understanding the process that generated the data.

We can introduce changes to our representation of personality states by plotting the value of the personality state along the x-axis, as previously shown, against the change in personality state along the y-axis. Butner, Gagnon, et al. (2014) describe this as the ‘hidden dimension’ of change over time. This scatterplot allows us to see the typical level of change associated with a particular state. This is a visualization of a Change as Outcome model (cf. Figure 2).

Values above 0 on the y-axis correspond to increases in personality state. So if a point is in the upper left quadrant of the plot, this indicates that when the state is low (to the left on the x-axis), the expected change in the next time point will be positive (up on the y-axis). Points in this quadrant indicate that low states tend to move back towards a higher equilibrium over time. Points in the lower right quadrant of the plot indicate that when a state is high (to the right on the x-axis), the expected change will be negative (down on the y-axis). The tendency is for high values to move back towards a lower equilibrium. An example of this kind of plot using real data is given in Figure 2(a).

One way to visually explore the tendency of an individual to increase or decrease at a particular state is to add a loess regression line to the plot. Loess is a form of local regression that tracks the shape of the data without making any assumptions about the underlying relationship between plotted variables (e.g. linear relationship, quadratic, etc.). The loess line displays the trend to increase or decrease across...
all possible state values. An example of plotting the Change as Outcome model based on real data with a loess line is given in Figure 2(b).

The line $y = 0$ takes on a special significance in this plot. When the expected change in a state is 0, this indicates an equilibrium point. Because the expected change is 0 (i.e. we neither expect an increase or decrease from the current to the consecutive state), the person is expected to stay in this state unless some unexpected force moves her away from it. Of course, many forces throughout someone’s day—both in the form of external features of a situation and internal changes in cognitions and emotions—may jostle the person from this theoretical resting point, but an equilibrium is important because it can indicate the location of an attractor within the structure (topography) of the system.

An attractor is a technical term used in the dynamic systems literature and is one of two kinds of equilibria that can occur in a one-dimensional system (a system that is tracking just one state at a time). An attractor is a point that a system is drawn towards. We would interpret it in this case by saying that whenever something pushes this system (the person in their environment) away from the attractor point, the natural tendency is to return to it.

The representation of this individual’s measurements using a Change as Outcome model gives different measures from a density distribution. Instead of a mean, we obtain an equilibrium point. This is the state towards which the system naturally moves over time, and it has a different theoretical interpretation, and may differ empirically, from the mean of the distribution. Instead of a standard deviation, we can estimate the strength of the attractor. This is the speed with which the system returns to the attractor. A system (person in their environment) with a stronger attractor will return to that point more quickly. These features enrich our picture of personality states, complimenting quantities already incorporated in Whole Trait Theory.

We identify the kind of equilibrium point by estimating the local behaviour around it. Examining the local slope—the slope around an equilibrium point in the Change as Outcome model—gives us insight into both the strength and type of the equilibrium point. If the local slope around the equilibrium is negative, as in Figure 2(b), this indicates an attractor. Starting at the equilibrium point, as the state increases a small amount, the subsequent predicted change is to decrease—meaning the system will move back towards the equilibrium. As the state decreases a small amount, the subsequent predicted change is to increase—again moving the state back to its equilibrium.

If the local slope around the equilibrium point is positive, this indicates the equilibrium point is a repeller. A repeller is a point that the system tends to move away from. As the state increases a small amount, the subsequent predicted change is to increase further—meaning it moves further away from the equilibrium point. As the state decreases a small amount, the subsequent predicted change is to decrease further—again moving away from the equilibrium. In the dynamic systems literature, this is sometimes referred to as an unstable equilibrium because while no change is expected when the system is in exactly at that state, any perturbation will push the system away from that equilibrium. This makes it unlikely that the system will land in the unstable equilibrium in the first place. A useful metaphor is balancing a pencil on its point; while it is theoretically possible to do so, any tiny movement will tend to push it away from this balanced equilibrium state.

Next consider the angle of the slope. If the slope is very steep—either in the positive or the negative direction—this means that the attractor or repeller is very strong. Strength is defined here in terms of rate of change: stronger means that the state changes more quickly. This can again be understood visually on the Change as Outcome figure. Consider an attractor with a steep versus shallow slope, as in Figure 3. If the slope is steep, this indicates that when the state increases a small amount, the subsequent predicted decrease is larger.
The person returns to the equilibrium value more quickly. If the slope is shallow, a small increase in state leads to only a small decrease in the next time point. The person returns to the equilibrium value more slowly. A special case occurs when the absolute value of the slope is greater than 1: the person increases so much that she overshoots her equilibrium point. For such cases, a specialized model such as a damped oscillator might be appropriate (e.g., Chow, Ram, Boker, Fujita, & Clore, 2005). This case has not been observed in any of the hundreds of personality state time series we have analyzed.) Note that other dynamic models have slightly different interpretations of equilibria; in Revelle and Condon’s (2015) model, they represent the balancing of opposing forces, and in Sosnowska et al.’s (2019; this issue) model, equilibria can only be attractors, and they represent a person’s baseline state.

THEORETICAL IMPORTANCE OF A SINGLE ATTRACTOR MODEL

It is tempting to think of this attractor as an ideal or desired personality state, but this agentic language is not quite accurate. In our interpretation, the person is just one part of the system; the environment and responses elicited by the person are also part of the system. Saying that the system is ‘system’; the environment and responses elicited by the person rate. In our interpretation, the person is just one part of the personality state, but this agentic language is not quite accurate. Instead, we focus on characterizing the dynamic system as a whole; in this case, the typical trajectory of interactions of the person with her funny friend.

Imagine a person laughs at a friend’s joke. In the moment, both the situation—the joke—and the person—her sense of humour—influence the behaviour. But the dynamic system approach invites us to consider the causal history of this event. The friend’s decision to tell the joke was in part caused by knowledge of the person’s (good) sense of humour—so the situation was elicited by previous personality states. The person’s sense of humour was also influenced by her exposure to her friend’s jokes—so personality was caused by previous situations. The history of the previous interactions between the components of the system influence the current behaviour of the system.

Given that earlier interactions between system components influencing the current state, the state can take radically diverging paths. A person who has joked with a friend a lot in the past can end up laughing a lot more at a given joke because of their shared history of interactions, while that same joke would barely warrant a smile with a different friend. One hallmark of complex systems (a subset of the broader field of dynamic systems) is dependency on initial conditions so that the ultimate trajectory of a state can diverge broadly based on small differences, i.e. the butterfly effect (Lorenz, 2000). Disentangling the proportion of variance explained for these mutually influencing, continually interacting components is impractical and in some cases impossible. Instead, dynamic systems researchers focus on characterizing the behaviour of the system as a whole; in this case, the typical trajectory of interactions of the person with her funny friend.

Identifying an attractor in personality states is an example of identifying a system-level characteristic. The attractor is a pattern that is created by the continuous interactions between person and situation. Changes to either have the potential to alter the underlying dynamics, as do changes in the way they interact, thus, they might change location and strength of the attractor. For example, a person who becomes more responsive to her situation (e.g. becoming sensitized to others noticing her) might change her extraversion dynamics without
fundamentally changing her extraversion levels; similarly, a social situation that is suddenly more responsive to the person’s extraversion (e.g. she ends up at the centre of attention in a group) could change the dynamics, even if the characteristic ways that people respond to extraversion (e.g. talking more to people in extraverted states) have not changed. Fundamentally, then, the dynamic systems approach to personality states is about shifting the focus of a model from decomposing person–situation influences to characterizing how person and situation work together to determine a person’s state. Distinct from the largely static, multiplicative way person by situation interactions have been modelled previously, it emphasizes that the components of the system are continuously interacting and so any particular summary snapshot of person and situation will not give a definitive answer to the question of what caused a particular behaviour.

VARIABILITY AND ERROR IN THE CHANGE AS OUTCOME MODEL

Variability and error in the Change as Outcome model—as in many dynamic systems—is characterized in terms of natural perturbations. The system that governs change in personality state over time—the personality state system—is taken to have a characteristic internal dynamic that guides its evolution over time. Left unperturbed, the system would change in a purely deterministic fashion, moving towards an attractor and then remaining at that point (ignoring the more complex idea seen in multidimensional systems that cycles of change can themselves be attractors). However, systems in the real world are constantly being influenced by idiosyncratic internal and external events that have not been modelled. Personality states influence themselves such that they will tend to move in a characteristic way towards an attractor, but the many internal and external idiosyncrasies occurring in a person’s life ‘perturb’ the system, pushing it away from its dominant pattern.

Perturbations can be thought of as idiosyncratic events and reactions, which are modelled as essentially random deviations from the dominant trajectory that reveal its topology. Consider a person whose attractor state for extraversion is 3.3 and whose current state is at this attractor. The person gets called unexpectedly into a meeting, which pushes her extraversion state up to 4 as she responds to the situation. If she has no further external perturbations—no more pokes from new, unexpected situations—she will eventually go back to her normal job tasks and return to her attractor state of 3.3. This will be more or less rapid based on the strength of the attractor.

Given how frequently situations change and influence us, perturbations to the system are likely to occur frequently. So the personality state system is continually trying to move towards its attractor point, but unexpected forces are continuously pushing it in unexpected directions. Measurements of personality state capture the system responding to its own dynamics and to idiosyncratic pushes. Error in the Change as Outcome model can be thought of as these perturbations.

Perturbations can be thought of as representing concrete entities; a specific perturbation might be running into an old friend or becoming engrossed in a book and ignoring social opportunities. These are specific events, but researchers can understand that no model can account for every possible event without becoming unworkably complex. The Change as Outcome model—as any dynamic model of a real-world process—divides our representation of the world into events that are part of a characteristic, repeating pattern and those events that are deviations from the pattern. Perturbations are error terms in a model, while characteristic changes are meaningful terms (e.g. regression coefficients—see as follows for details of specifying models).

Because the person–situation distinction is such a persistent conceptual frame in psychology, it is worth emphasizing that perturbations are not the ‘situation part’ of a Change as Outcome model. Perturbations are the part of the observations that cannot be explained with reference to the characteristic pattern captured in the model. The characteristic pattern includes both person and situation influences, so the ‘situation part’ is split into characteristic recurring parts and unexpected, non-recurring parts. Perturbations can also come internally from within the person. For example, feeling tired, appraising a situation as threatening, or an internal change in hormone or neurotransmitter levels can all be conceived of as perturbations if they are not part of the person’s characteristic pattern of state changes. While it is easy to think of perturbations in terms of external events, it is more accurate to think of them as unmodelled portions of an observation.

MORE EXOTIC TOPOLOGIES

While the simplest case—and the case encountered in the vast majority of personality state time series we have analysed—is a topology where there is a single attractor point, more complex topologies are possible. Consider the Change as Outcome plot in of the participant in Figure 4.

![Figure 4. An example of a three-equilibrium topology. [Colour figure can be viewed at wileyonlinelibrary.com]](image-url)
The loess regression crosses the $y = 0$ line in three places. Because each time the regression crosses this line indicates an equilibrium point, the data suggest that this participant has three different equilibria.

As described previously, the local slope of the line around an equilibrium point determines the type of equilibrium: an attractor or a repeller. In Figure 4, two equilibrium points—one around $x = 2.4$ and one around $x = 3.3$—have negative local slopes. These are attractor states. When this individual’s state extraversion is close to 2.4, it will be drawn to this value; when the individual’s state extraversion is close to 3.3, it will be drawn to this higher attractor value. The prior state of the system therefore dictates where the system will naturally be drawn: to a low or high attractor state.

The slope around the equilibrium point at approximately $x = 2.8$ is positive, indicating that this is a repeller. If an individual has a personality state variable of exactly 2.8, then the modelled dynamics of the situation suggest that they will remain at exactly that state. However, as soon as there is any perturbation—they move a little bit above or below 2.8—then they will continue to move away from the repeller point. If they are pushed from 2.8 to 2.9, then they will increase in state extraversion until they reach the attractor at 3.3. If they are pushed from 2.8 to 2.7, then they will continue to decrease in state extraversion until they reach the attractor at 2.4.

Overall, the dynamics of this system suggest that the individual has two characteristic levels of extraversion and will move from one to the other whenever his state extraversion crosses a dividing threshold around 2.8. In our exploration of personality state time series, multiple equilibria in a single topology like this was rare. However, this form of modelling allows for the identification of unusual, person-centred topologies that can potentially be theoretically and practically informative. For example, in popular culture, the term ‘ambivert’ is sometimes used to describe a person who can be characterized by introverted and extraverted tendencies at different times. The Change as Outcome model suggests that ambiverts can be characterized in a formal way by examining the number of attractor points in personality state topology; the dynamics illustrated in Figure 4 define the individual as an ambivert. This form of modelling may prove useful in characterizing the personality state dynamics of specific kinds of people, for example, people building new habits; or people in specific kinds of situations, for example, people with very different social roles at home versus at work. Furthermore, the existence of ambiverts emphasizes that the equilibrium approach has the potential to expand current theoretical possibilities.

IDENTIFYING EQUILIBRIA IN PERSONALITY
STATE DATA

Dynamic systems are specified by an equation or a system of equations that describe a state variable changes over time. To analyse the system, researchers use the equations to identify the points at which no change is expected. These are the equilibrium points. The equations are also used to determine the behaviour of the system around these equilibrium points. The visual exploration of dynamics described previously relates the current state of the system (plotted along the $x$-axis) to change in the next state (plotted along the $y$-axis). A simple mathematical representation of this relationship takes a form familiar to researchers who have used regression analysis.

$$x = mx + b$$

In this equation, the change in $x$ is represented by the symbol. This is analogous to the outcome or criterion variable in a regression. Change is being predicted by $x$, the state variable, times a regression coefficient—here written as $m$—and an intercept, written as $b$. This equation indicates that the current state has a linear relationship with change.

Specifying a linear relationship is significant. In our visual exploration, we examined places where the loess line crossed the line $y = 0$, which here correspond to $\Delta = 0$ (no change). A straight line can only cross the line $\Delta = 0$ once, so a linear regression model assumes that there is only one equilibrium point. To model a system with more than one equilibrium point, a different mathematical description must be used. For example, Butner, Gagnon, et al. (2014) discuss how a cubic regression equation—with $x^2$ and $x^3$ terms—allows for the possibility of three equilibrium points. However, we will focus on the simple linear case in this manuscript, as our analyses suggest that it is appropriate to capture changes in personality states in the majority of participants we have analysed.

In our linear regression model, the value of $m$ in this equation indicates the strength of the relationship between $x$ and $\Delta$. If $m$ has a large value (either positive or negative), this indicates that the current state has a strong influence on change. This corresponds to strength of an attractor or repeller. For example, if $m$ is very small, this would indicate that the current state does not have a very strong influence on the next state. Although there may be an attractor, the person is not moving very quickly towards that point.

The sign of $m$ indicates the behaviour expected around the equilibrium point. If $m$ is negative, it indicates that when the value of $x$ increases, there tends to be a negative change—at the next time point, $x$ will decrease. This suggests that there is a value towards which $x$ will return. The equilibrium point will therefore be an attractor. On the other hand, if $m$ is positive, then increases in $x$ are associated with further increases in the next time point. This suggests that there is increasing movement away from a point. The equilibrium point will therefore be a repeller.

In a system with only a single equilibrium point, it is rare for that point to be a repeller. Having just a single repeller suggests that there is just one characteristic pattern: the system is driven as far as possible from a specific value. Conceptually, this is a poor match for the analysis of personality states. It would suggest that, absent perturbations, the individual would continually be pushed towards the extreme ends of the scale. We would suggest that if a researcher fits a linear Change as Outcome model to personality state data
and finds a positive value of $m$, it should give pause. It may be that this is not an appropriate characterization of the data, and other functional forms (such as a cubic polynomial expansion) should be explored.

The specific location of the equilibrium point can be identified through an algebraic manipulation of the linear regression that was specified previously. An equilibrium point is defined as the point at which the expected change is 0. We therefore want to find the value of $x$ that leads change to be equal to 0. We do this by setting $\Delta = 0$ and solving for $x$. The steps of the algebraic manipulation are given as follows:

$$0 = m\times x + b$$
$$-b = m\times x$$
$$\frac{-b}{m} = x$$

Through this algebra, we can see that the value of $x$ at which there is no expected change is given by $-b/m$. This is the location of the equilibrium point. When $m$ is negative, we can see that the value of the equilibrium point will ultimately be positive. It will therefore typically be a value in the range of the response scale used by the participants. When $m$ is positive, the value of the equilibrium point will be negative, which is outside the range of the response scale.

This is another reason why finding that $m$ is positive in a linear Change as Outcome model suggests a problem with the model. If the model is going to characterize the data well, its major topological features should be in the range of allowable responses. We present a summary of dynamic systems terms introduced in this manuscript in Table 1.

**UNEVEN SAMPLING**

Researchers using experience sampling methods *only* to characterize the mean and standard deviation of a state need to be concerned with collecting an adequate sample of points to accurately represent a person’s typical experiences. In this traditional analysis, the rate of sampling is of secondary interest because the relation between consecutive time points is not being modelled. Dynamic systems analyses, on the other hand, account for the temporal sequence of other functional forms (such as a cubic polynomial expansion) should be explored.

The specific location of the equilibrium point can be identified through an algebraic manipulation of the linear regression that was specified previously. An equilibrium point is defined as the point at which the expected change is 0. We therefore want to find the value of $x$ that leads change to be equal to 0. We do this by setting $\Delta = 0$ and solving for $x$. The steps of the algebraic manipulation are given as follows:

$$0 = m\times x + b$$
$$-b = m\times x$$
$$\frac{-b}{m} = x$$

Through this algebra, we can see that the value of $x$ at which there is no expected change is given by $-b/m$. This is the location of the equilibrium point. When $m$ is negative, we can see that the value of the equilibrium point will ultimately be positive. It will therefore typically be a value in the range of the response scale used by the participants. When $m$ is positive, the value of the equilibrium point will be negative, which is outside the range of the response scale.

This is another reason why finding that $m$ is positive in a linear Change as Outcome model suggests a problem with the model. If the model is going to characterize the data well, its major topological features should be in the range of allowable responses. We present a summary of dynamic systems terms introduced in this manuscript in Table 1.
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<table>
<thead>
<tr>
<th>Concept</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equilibrium</td>
<td>States at which a system is not expected to change. In a one-dimensional system, equilibria can be an attractor or repeller state towards which a system is drawn over time. Can be one of multiple equilibria so that the system is only drawn to this state locally, but in other parts of the state space, the system is drawn towards other states.</td>
</tr>
<tr>
<td>Attractor</td>
<td>Speed with which a system is drawn towards a particular attractor. A stronger attractor is one the state is drawn to more quickly.</td>
</tr>
<tr>
<td>Attractor strength</td>
<td></td>
</tr>
<tr>
<td>Repeller</td>
<td>State a system is pushed away from over time. Can be one of multiple equilibria, so that the system is only pushed away from this state locally.</td>
</tr>
<tr>
<td>Repeller strength</td>
<td></td>
</tr>
<tr>
<td>Topology</td>
<td>Representation of the characteristic patterns of change estimated in a model, with indications of the expected direction of change at each location.</td>
</tr>
</tbody>
</table>
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after 2 h is different from that same individual increasing by 1 point after 6 h. When plotting raw change scores, both these changes will appear identical. Yet if we assume that the change from 1 point to the next is linear—and it is difficult to do otherwise when no points are sampled in between—then the first change is relatively rapid while the second is relatively slow. We therefore suggest converting the change scores to a common metric, such as change per hour. In our example, the first change score would be transformed from 1 point to 0.5 point per hour, while the second change score would be transformed from 1 point to 0.17 point per hour. This allows for a fairer comparison in change points and is useful when conducting secondary data analysis. However, this conversion is not a substitute for higher quality data with a consistent sampling rate and good participant compliance. Addressing these issues at the point of planning and data collection as opposed to in modelling afterwards will lead to more accurate results.

Analysis strategy

We used a two-step approach to estimating equilibria. First, we conducted an exploratory analysis, estimating a loess regression line connecting state to change per hour. We then identified the number of equilibria by identifying the number of times the loess regression crossed the line $y = 0$ (computationally this can be done by comparing each successively estimated point in the loess to determine if they have opposite signs). We then grouped the participants according to the number of equilibria points. We estimated models using polynomial expansions to capture the number of equilibria seen in the loess regression. For example, if one equilibrium was found, a first-order equation was used; and if three equilibria were found, a third-order equation was used. The values of the equilibria points and the strengths of attractors and repellers were estimated for all individuals.

Results

The distribution of equilibria points observed varied in expected patterns across the four personality states assessed. Of the total 422 time series estimated, one-attractor topologies were found for 412 agreeableness time series, 403 conscientiousness time series, 406 extraversion time series, and 368 neuroticism time series. We found 14 extraversion ambiverts (people with two extraversion set points), 8 agreeableness ambiverts (people with two agreeableness set points), 17 conscientiousness ambiverts (people with two extraversion set points), and 46 neuroticism ambiverts (people with two neuroticism set points). There were a few cases with two set points, where using one extreme end of the rating scale was a repeller. In the neuroticism data, there was one case with three attractors and two repellers—a ‘trivert’—and one case with two attractors and two repellers. This suggests that topologies with multiple features are uncommon but likely to be present in a large sample of participants. They occur most commonly for neuroticism, perhaps indicating that many college students have periods of high anxiety and low anxiety in response to shifting demands of classes and internal self-evaluations.

Only topologies with a single attractor were considered in the following analyses, as these are quantitatively comparable with each other. Equilibria tended to be highest for agreeableness, a desirable personality state; and lowest for neuroticism, an undesirable personality state. The locations of the equilibria were highly correlated with the means of the distributions ($r = .95, t (783) = 83.36, p < .001$) but were only weakly related to the standard deviations of the distributions ($r = -.30, t (783) = -8.82, p < .001$). Also of note is the relatively small variability in equilibria for agreeableness compared with other traits. Many participants had equilibrium points around agreeable states from 4 to 5, while extraversion equilibria were more evenly distributed between 2 and 4, and neuroticism equilibria were distributed between 1.5 and 3.5. This may be due to a self-perception gap, where individuals see themselves as more agreeable than others do (Sun & Vazire, 2018).

EMPIRICAL EXAMPLE

To demonstrate this approach, we used data from wave 1 of the Personality and Interpersonal Roles study (Vazire et al., 2015). This study includes a time-based experience sampling design and has been published on extensively (Beck & Jackson, 2018; Colman, Vineyard, & Letzring, 2017; Edwards & Holtzman, 2017; Finnigan & Vazire, 2017; Solomon & Vazire, 2014; Sun, Schwartz, Son, Kern, & Vazire, 2019; Sun & Vazire, 2018; Wilson, Harris, & Vazire, 2015; Wilson, Thompson, & Vazire, 2017). Detailed documentation of the study is available on the Open Science Framework (https://osf.io/dps4w).

Participants

Participants were 434 undergraduate students from Washington University in St. Louis, and of these, only participants who completed at least 25 measures of a given construct were included in these analyses.

Procedure

The data analysed were from an experience sampling method survey emailed to participants at 12 PM, 3 PM, 6 PM, and 9 PM for 15 days. Participants were asked to respond to Big Five Inventory (John & Srivastava, 1999) questions describing their state in the last hour. Items corresponding to extraversion, agreeableness, neuroticism, and conscientiousness (but not openness) were used. Data on openness were not available in this data set. Two items for each trait—except neuroticism, which had three—were used, rated on a 5-point Likert scale. Moreover, agreeableness items were only assessed when participants were in social situation leading on average to less measurement point for agreeableness than for extraversion, neuroticism, and conscientiousness. Change as Outcome models for each trait were estimated separately.
The strength of the attractors formed distinctive clusters for all traits: one large group of people had very weak attractors, while another group had stronger attractors. Attractor strength was weakly related to the mean [r = −.10, t (783) = −2.75, p = .006] and standard deviation [r = .05, t (783) = 1.37, p = .170] of response distributions. Attractor location and strength were also weakly related [r = −.11, t (783) = −3.21, p = .001]. People with weak attractors are those who are not very strongly drawn to their equilibria or strongly and continuously pushed away from their equilibria, suggesting that perturbations have longer lasting effects on the personality system. These people might be flexible, less reactive to the situation, or face more open-ended situations. Another large group of people do tend to consistently return to their equilibria, suggesting a more active person—situation regulatory processes or a more structured everyday life. Figure 5 displays the distributions of attractor points and equilibria for participants with just one attractor in their topology.

The correlations among estimated topological features are provided in Table 2. Note that the position and strength of the attractors for each trait are only very weakly correlated. On the other hand, the strength of the attractors was relatively highly correlated. This suggests that the tendency to return to a baseline state quickly may be a generalized tendency among individuals.

**ALTERNATE REGRESSION MODELS FOR CAPTURING TOPOLOGIES**

We have discussed in detail the use of a simple linear regression to characterize personality state topology. However, as discussed, linear regression assumes that (i) there is only a single attractor and (ii) the strength of the attractor is the same for all states. Using polynomial expansions of the state variable as further predictor terms is one approach that loosens the first restriction and allows for multiple attractors. The typical approach to determining the necessity of higher order terms in a model is to conduct hierarchical regression, where a significance test determines if including the additional term increases the fit of the model (Aiken, West, & Reno, 1991). This approach has been proposed to determine if a model allowing for more equilibria is warranted (Butner et al., 2014). In the context of one participant’s measurements on a 5-point or 7-point Likert scale, we have seen few cases when the addition of a higher order term was supported by such a significance test. Further, significance tests of higher order regression coefficients are likely to be underpowered given typical time series for a single individual (assuming regression coefficients of the size seen in our data set; see Jayasuriya, 1996). We therefore advocate for a qualitative assessment of model fit as a first step in analysis. Further development of this method may yield greater insight into optimal solutions for identifying the number of equilibria to include in a model.

The second assumption of the linear model that the attractor has the same strength when an individual is at any state can be loosened using regression splines. Regression splines are a series of two or more regression lines that have been joined. These splines allow for the slope of a regression to change in different regions of a predictor variable. For example, the slope of the line relating conscientiousness to change might be very steep when state conscientiousness is low; when state conscientiousness is high, however, the slope might be less steep. Similarly, we might model attractor strength differently when the state is above or below the attractor point.

A comparable approach was taken by Gottman et al. when modelling the affective states of husbands and wives during interactions (Cook et al., 1995; Gottman, Swanson, & Murray, 1999; Gottman, Swanson, & Swanson, 2002). Each husband and each wife was assumed to have a typical pattern of change for positive affect (when the valence score was above 0) and a different pattern of change for negative affect (when valence was below 0). While a regression spline approach does not appear common when analysing multidimensional systems, it would be possible to specify different slopes above and below a particular knot point—or to allow a machine learning algorithm like multivariate adaptive
regression splines to use pre-specified criteria for identifying an optimal knot point.

We recommend a two-step process for estimating models. We first suggest an exploratory approach, where a localized regression is fit to the data, and the adequacy of a one-equilibrium model with a relatively constant slope is assessed qualitatively. We then suggest estimating this model in all time series for which it is relevant. If this model appears inadequate, we suggest exploring other functional forms, including a higher order polynomial or a spline regression.

**MEASUREMENT ERROR**

While our emphasis in this manuscript is on developing a non-technical introduction to what a Change as Outcome model provides theoretically, a similar framework has developed in the structural equation modelling literature under the name latent change scores (McArdle, 2009; Ferrer & McArdle, 2010; McArdle & Nesselroade, 2014). This approach estimates a latent variable that represents change in a state over time and can be implemented in a multivariate framework with latent change in two or more variables estimated simultaneously. However, this approach has also been geared primarily towards researchers estimating longitudinal models using a few time points and is less commonly applied to data collected in intense bursts (such as experience sampling method data). For example, Grimm, Zhang, Hamagami, and Mazzocco (2013) estimated a latent change score and latent acceleration factor as a method for modelling non-linear development in math scores, measured annually at eight grade levels. Additionally, latent change score models are typically variable-centred, as opposed to person-centred. One advantage of the modelling technique advanced in the PersDyn article in this issue is that their dynamic model accounts for measurement error. A version of the Change as Outcome model in a structural equation modelling framework, possibly using latent change scores, is an area for future research.

**SUMMARY AND FUTURE DIRECTIONS**

The number, location, and strength of attractors and repellers are quantitative properties estimated by the Change as Outcome model that characterize system dynamics. These are core concepts from the literature on dynamic systems originating outside of psychology, and we believe they can provide new insight into personality states. These concepts, and the dynamic systems perspective more broadly, requires some re-orientation on ways of conceptualizing data. We summarize some key principles of dynamic systems as follows, but we would encourage researchers interested in these ideas to read more general treatments of dynamic systems in psychology (e.g. Vallacher, Read, & Nowak, 2017; Richardson, Dale, & Marsh, 2014).

**WHAT IS IMPORTANT ABOUT PERSONALITY STATES?**

The Change as Outcome model characterizes personality states in terms of equilibria and their strengths, adding the concepts of prior state and system topology to our explanatory toolbox. The Change as Outcome approach explicitly links current state to the next state by modelling change. Each new state is determined in part by the previous state. The system topology is a way of characterizing characteristic person–situation patterns, which suggests that there are meaningful person–situation patterns to be picked up on in the data. Each new state is determined partly by these recurring person–situation patterns in daily life and in part by unique natural perturbations.

---

**Table 2. Associations among topological features. Means, standard deviations, and correlations with confidence intervals**

<table>
<thead>
<tr>
<th>Var.</th>
<th>M</th>
<th>SD</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Ext: Pos.</td>
<td>2.81</td>
<td>0.58</td>
<td>–.05</td>
<td></td>
<td>–.02</td>
<td>.83**</td>
<td>.07</td>
<td>[–.21, .06]</td>
<td>.78, .87</td>
</tr>
<tr>
<td>2. Ext: Str.</td>
<td>–0.13</td>
<td>0.12</td>
<td>–.19</td>
<td>[–.33, .04]</td>
<td>–.03</td>
<td>–.21**</td>
<td>–.07</td>
<td>[–.22, .08]</td>
<td>.85, .92</td>
</tr>
<tr>
<td>3. Agr: Pos.</td>
<td>4.00</td>
<td>0.47</td>
<td>–.09</td>
<td>[–.18, .09]</td>
<td>–.10</td>
<td>–.15</td>
<td>–.09</td>
<td>[–.23, .04]</td>
<td>.03, .30</td>
</tr>
<tr>
<td>4. Agr: Str.</td>
<td>–0.13</td>
<td>0.13</td>
<td>–.05</td>
<td>[–.18, .10]</td>
<td>–.10</td>
<td>–.17*</td>
<td>–.04</td>
<td>[–.20, .07]</td>
<td>.78, .87</td>
</tr>
<tr>
<td>5. Neu: Pos.</td>
<td>2.17</td>
<td>0.59</td>
<td>.07</td>
<td>[–.19, .12]</td>
<td>–.03</td>
<td>–.21**</td>
<td>–.07</td>
<td>[–.22, .08]</td>
<td>.85, .92</td>
</tr>
<tr>
<td>6. Neu: Str.</td>
<td>–0.09</td>
<td>0.10</td>
<td>.09</td>
<td>[–.18, .09]</td>
<td>–.10</td>
<td>–.15</td>
<td>–.09</td>
<td>[–.23, .04]</td>
<td>.03, .30</td>
</tr>
<tr>
<td>7. Con: Pos.</td>
<td>2.89</td>
<td>0.71</td>
<td>.07</td>
<td>[–.19, .12]</td>
<td>–.03</td>
<td>–.21**</td>
<td>–.07</td>
<td>[–.22, .08]</td>
<td>.85, .92</td>
</tr>
<tr>
<td>8. Con: Str.</td>
<td>–0.12</td>
<td>0.11</td>
<td>.09</td>
<td>[–.18, .10]</td>
<td>–.10</td>
<td>–.17*</td>
<td>–.04</td>
<td>[–.20, .07]</td>
<td>.78, .87</td>
</tr>
</tbody>
</table>

*Note: M and SD are used to represent mean and standard deviation, respectively. Values in square brackets indicate the 95% confidence interval for each correlation. Agr, agreeableness; Ext, extraversion; Neu, neuroticism; Con, conscientiousness; Pos, position; Str, strength. *Indicates p < .05. **Indicates p < .01.
IMPLICATIONS FOR PERSONALITY DEVELOPMENT

The Change as Outcome model can be used to describe several different ways personality dynamics can change in response to external events. These changes can represent taking on a new role, such as becoming a parent or a manager in a company; undergoing a major life event, such as moving to a new city or dealing with the death of a loved one; or even the results of personality change through therapy (Roberts et al., 2017; Roberts & Mroczek, 2008; Hudson & Fraley, 2015). Traditional analyses would suggest that these significant changes could be modelled as changes in the mean or standard deviation of the distribution of personality states; for example, a large meta-analysis recently found that therapy appears to make people less neurotic (Roberts et al., 2017). In the dynamic systems framework we present here, however, significant changes can be thought of as shifting the person’s underlying personality state topology. If repeated measurement burst designs were used, development in these dynamic traits of personality states could be tracked across the lifespan (Ram & Gerstorf, 2009).

In the Change as Outcome model, significant life events, which influence personality development (e.g. Specht, Egloff, & Schmukle, 2011), can have several different effects. They can change the location of an attractor state. For example, a person’s characteristic neuroticism score might be lowered from 3.5 to 2. This can be seen in Figure 6(a). They might also change the strength of an attractor. For example, a person might be drawn more quickly back towards a neuroticism state of 2.8. This could be treated as a form of resiliency, or the ability to bounce back to a healthy pattern after a perturbation. This can be seen in Figure 6(b). Finally, the intervention could fundamentally change the features in the topology. A person could shift from having attractors at states 4.5 and 1.8 to just having an attractor at state 2.8. This can be seen in Figure 6(c). Change as Outcome modelling therefore gives a richer conceptual vocabulary and mathematical tools that can be used to describe how significant events change people’s personalities. For example, while grieving an individual might not increase in neuroticism (e.g. mean-level change) but might return to their baseline level of neuroticism more slowly than before they experienced the death of a friend (e.g. a heightened vigilance). Therapy or recommendations to deal with this situation might therefore focus on strategies for returning to baseline—as opposed to strategies for shifting the baseline.

TOWARDS A MULTIVARIATE APPROACH

Current research in personality dynamics often centres around discussions of network models, which typically represent correlations among many variables as a series of edges connecting variables to each other (conceptualized as nodes). These models emphasize the ‘system’ aspect of dynamic systems, with development centring around capturing the specifics of the interrelationships between every measured variable (Epskamp, Borsboom, & Fried, 2018). However, network models are not inherently ‘dynamic’—in the sense that they can be estimated on data that were all collected at the same time (e.g. cross-sectional networks; Costantini et al., 2015). This is because network models were developed as an alternative to latent variable models, so the problem they were introduced to solve is not one of how best to think about change over time but how best to think about the interrelationships between many variables (Schmittmann et al., 2013). However, many psychologists may be surprised that dynamic systems researchers in other fields often consider capturing the patterns of change to be of primary interest, and often limit their investigation to just one or two variables changing over time (Otto & Day, 2011; McElreath

Figure 6. Hypothetical personality development effects of significant life events. [Colour figure can be viewed at wileyonlinelibrary.com]
Psychologists using typical analysis of variance and regression models can estimate three-way, four-way, five-way, or even higher order interactions but are often discouraged from trying to estimate these complicated effects because of difficulty of interpretation and instability of estimates; similarly, students learning dynamic modelling are often encouraged to consider change in only a handful of state variables at a time.

When systems are more complex, researchers are encouraged to consider modelling ‘combined’ variables (e.g. a ratio between two quantities of interest) or to consider certain variables to be fixed for the purposes of analysis (e.g. the carrying capacity or overall population size of an environment in population biology models). Even one-dimensional dynamic models can have interesting dynamics that yield scientific insight (May, 2004). In psychology, for example, the Haken–Kelso–Bunz model of motor coordination has a single state variable, the relative phase angle of two people performing a rhythmic action together (Haken, Kelso, & Bunz, 1985). This single-dimensional model combines information about two people acting together in a single quantity—the relation between two oscillating movements, such as fingers or hammers being swung back and forth—and yet has been the basis for decades of motor dynamics research.

Our modelling approach begins by capturing change in just one personality factor at a time, primarily for didactic purposes. Understanding system dynamics one at a time provides an opportunity to illustrate the core constructs in a relatively straightforward way. However, a two-dimensional extension of the Change as Outcome model has been used in prior research (Butner, Berg, Baucum, & Wiebe, 2014), and we think it is plausible that personality states may interact with each other over time. However, there are many other kinds of dynamics possible when two states interact—including limit cycles, saddle points, spiral attractors and repellors, and torus (or donut-shaped) relationships. Future manuscripts will discuss a two-dimensional extension of this approach, providing space and detail for describing these more complex relationships.

LIMITATIONS AND AREAS FOR FUTURE RESEARCH

There are many open areas in dynamic systems theory and modelling being addressed by thoughtful and innovative researchers; we cannot feasibly address all these open areas in this manuscript. Work in measurement and psychometrics of experience sampling data is sorely needed, but our modelling strategy is largely orthogonal to this concern. If a new personality state scale with better psychometric properties was developed this year, all of our discussion would still apply—we would just encourage researchers to use this better scale (e.g. Zimmerman et al., 2018).

Another issue raised by early reviews of our work is the question of whether personality states themselves can be thought of as continuous—i.e. that they exist at all times and can be measured at any given moment—or whether another conceptualization is needed. For example, perhaps only certain relevant states exist in a given moment (e.g. state extravagersion only ‘exists’ in situations relevant to socializing). Continuity of states is a fundamental assumption shared by almost all contemporary approaches to personality dynamics. While we would be interested in theoretical re-conceptualizations of personality states, and in how to interpret self-reported personality states under the assumption that personality was not continuous, defending this core assumption of the personality dynamics literature is beyond the scope of this manuscript. We take it as given that an individual does have an underlying personality state incorporates content like thoughts, emotions, and situational awareness that change continuously over time and that researchers can assess its current status at any given moment (with few exceptions, e.g. while sleeping and while performing another task like driving that requires full concentration). The modelling strategy we present may need to be modified or dropped for researchers making alternate assumptions.

Another criticism is that changes in personality states are non-linear and highly reactive to situations. For example, state extraversion might jump quickly after a person goes to a party and stays high—instead of increasing continuously while at the party. Only measuring state extraversion an hour before the party and then 3 h later towards the end of the party would miss the shape of this change; the consistent high extraversion at the party just would not be measured. This is a common issue faced by all modelling strategies using time series data: was the data sampled at a rate that can provide an adequate picture of the process the researcher is interested in? (see the earlier section on sampling rate). This is an open question in personality state research because extremely high frequency personality state data (e.g. every 5 or 10 min) are not typically available. If the appropriate data for addressing these rapid fluctuations in personality became available, we would still advocate for a dynamic systems approach, as the feedback loops common to dynamic systems modelling are well-suited to represent non-linear changes. However, more sophisticated models might be indicated to capture that pattern.

We have also prepared a thorough comparison of our model with the PersDyn model presented in this issue in an appendix. Briefly, the Change as Outcome model allows equilibria to be either attractors or repellors, allows for multiple equilibria to be present in a person’s personality system, and uses a ‘purely idiographic’ approach by not allowing data from other participants to influence the estimation of parameters for a specific participant. PersDyn models personality variability separately from attractors includes a measurement model and is estimated in continuous time. Our approach is therefore better suited to introduce dynamic systems ideas, but the PersDyn model is more sophisticated in several ways.

IMPLICATIONS FOR THE PERSON–SITUATION DEBATE

Researchers in the allied disciplines of personality and social psychology generally agree at a broad level that both the person and the situation are responsible for determining any given behaviour. The systems level view presents a way of
doing this without emphasizing person versus situation. It suggests instead that we need to characterize the patterns emerging from the continuous, ongoing interactions of person and situation—the coherent entity that we describe as the system. The interactions described in a dynamic systems approach are different from those in a typical analysis of variance or regression analysis because the assumption underlying these traditional analyses is that an outcome—for example, a behaviour being predicted—is a linear combination of main effects and interactions that are clearly separable. Interactions in a dynamic system, however, are assumed to involve ongoing non-linear feedback loops. Situations change personality states, which in turn change situations, so that there is no clear break point at which we can separate out their influences into person + situation + person x situation interaction. The estimated effects of each factor would change from moment to moment as the ongoing feedback alters the relationship between parts of the system. The dynamic person–situation system is the underlying fundamental unit of analysis.

To adequately characterize these interactions, we need to consider the role of time in understanding behaviour. The history of a dynamic system helps to constrain and determine its current behaviour; people’s current behaviour is similarly guided by their own ‘history’ of lived experiences as well as their expected and imagined future. For example, a person that has been in a satisfying relationship for the last years and who can expect to return to their partner at the end of the day might act very differently in a romantic setting than if they have been in a satisfying relationship for the last years and who can expect to return to their partner at the end of the day might act very differently in a romantic setting than a single person would. The focus of dynamic systems analysis is on understanding how small, repeated interactions can lead to broad patterns that can be characterized by a model. People are constantly interacting with their physical and social environments such that most medium-scale behaviours psychologists are interested in understanding—from conversations to attitudes to identity—will necessarily be the result of some combination of person and situation. A useful dynamic systems model of personality state change will capture the important patterns in these medium-scale behaviours and provide insights for how the system as a whole can move towards adaptive or maladaptive outcomes.

We believe the Change as Outcome model will be particularly useful when applied to analyse time series of personality state data. Yet we hope that it also contributes to the broader conversation about how best to develop an integrated understanding of the ways in which person variables and situation variables jointly influence behaviour. Taking a dynamic systems approach has the promise of yielding a deeper philosophical and quantitative unification of person and situation.
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**APPENDIX A.: DETAILED COMPARISON OF CHANGE AS OUTCOME AND PERSONALITY DYNAMICS MODELS**

In this issue, Sosnowska *et al.* (2019) present Bayesian hierarchical Ornstein–Uhlenbeck modelling (BHOUM) as a parameterization of their Personality Dynamics (PersDyn) model. The PersDyn model and our model both draw on core concepts from dynamic systems, such as attractors, that have been discussed for decades by several research groups in personality psychology (e.g. TESSERA, Wrzus & Roberts, 2017; CAPS, Mischel & Shoda, 1995; Magnusson & Torestad, 1993). The manuscript by Sosnowska *et al.* presents a high-level overview of the current status of an active research programme aimed at integrating dynamic systems thinking into personality psychology, with a prior theoretical manuscript laying out the conceptual foundations of this approach (Sosnowska *et al.*, 2019). Integrating dynamic systems thinking into personality psychology is also our goal, and we believe their manuscript is a significant contribution in this area. That said, there are several differences in the details of our approaches worth noting.

First, we describe the attractor location in the context of the broader category of equilibria. Equilibria in a one-dimensional system can include either attractors—points a system is drawn towards—and repellors—points a system is drawn away from. The BHOUM model used for PersDyn takes the following form:

\[ d\Theta(t) = B(\mu - \Theta(t))dt + \sum dW(t) \]

The term \( B(\mu - \Theta(t)) \) indicates that change is proportional to deviation from the mean, so the model always assumes people are drawn back to their average personality state. That is, the model assumes people have a single attractor state and precludes the possibility of repellor states or multiple equilibria. Our analyses suggest that this simplifying assumption is warranted with personality state data; we rarely encountered time series in which an individual’s dynamics could not be adequately captured using just a single attractor. However, we believe that providing examples of repellors and systems with multiple equilibria is helpful when considering what insights the dynamic systems perspective can provide. Further, we believe there may be subpopulations where topologies with multiple equilibria are common, such as individuals with certain personality...
disorders or whose lifestyle involves intense differences across tasks—such as emergency responders.

Additionally, we opt for a ‘pure idiographic’ approach to personality dynamics in this manuscript, meaning that we estimate models separately for each individual. Hierarchical modelling, which is used in PersDyn, takes into account data from the broader population when estimating parameters for the individual. This can be thought of as a kind of regularization; the parameters estimated for each individual—such as attractor strength and location—are biased towards the mean of the group. Further, in a hierarchical model, all participants need to have the same parameters; there cannot be individual differences in the number of equilibria points. By estimating separate models for each individual, we allow for the possibility that some people will differ in the structure of their change over time. We also allow each person to be independent from all others, without assuming that people’s attractor and attractor strength parameters are drawn from common underlying distributions. It may be that only certain groups of people come from a common distribution, while other groups come from different distributions. While a hierarchical model with a common structure appears empirically adequate in the data we have examined so far, it is worth examining this assumption in future research using the conceptual tools provided in this manuscript.

This manuscript also presents details on how major life changes might shift personality dynamics. Although the PersDyn model has not yet addressed the role of major life changes on personality dynamics, we believe that this description is largely consistent with the way that PersDyn models personality dynamics. The exception, as previously mentioned, is that PersDyn currently only allows for topologies with a single attractor. This means that the BHOUM model could not capture life changes that add or subtract equilibria to personality topology. We suspect that this will only be important in special cases, perhaps in response to stress or trauma, but believe these kinds of changes are worthy of future empirical attention.

The PersDyn model also includes several important distinctions not present in our work. First, BHOUM is a continuous time model, meaning it is technically modelling the derivative of the outcome variable with respect to time. This allows the BHOUM to deal with the unequal spacing of experience sampling method data by incorporating a time-varying term associated with both the change and the error process. Continuous time models can lead to less biased estimates of continuously varying processes than discrete time models, like vector autoregression (de Haan-Rietdijk et al., 2017). Our own approach to dealing with uneven spacing by creating a change score is more similar to latent change score modelling, an alternative statistical model (McArdle, 2009). We find the Change as Outcome model more intuitively accessible for introducing constructs, but a review of the statistical fit of the most advanced modelling techniques might ultimately suggest a continuous time model is necessary to reduce bias in parameter estimation.

PersDyn involves a third core construct beyond attractor location and attractor strength: level of variability. This natural level of fluctuation has had an important role in prior theorizing, particularly in Whole Trait Theory (Fleeson & Jayawickreme, 2015). Currently, our model treats variability not accounted for by attractor location and strength as part of the model residuals—which we describe as perturbations. We are still determining if there is an important role for variability in personality states in a future iteration the Change as Outcome model.

The PersDyn model is also currently able to handle two-dimensional systems using the BHOUM parameterization, and the manuscript points to further modelling techniques for including more dimensions. Our modelling technique focuses on the one-dimensional case, although there are clear extensions that could allow us to model higher dimensional

<table>
<thead>
<tr>
<th>Construct</th>
<th>PersDyn</th>
<th>Change as Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modelling of time</td>
<td>Continuous</td>
<td>Change per hour</td>
</tr>
<tr>
<td>Interpretation of parameters</td>
<td>Internal, as features of the individual</td>
<td>System level, as features of consistent person–situation interactions</td>
</tr>
<tr>
<td>Equilibria</td>
<td>kind of equilibria</td>
<td>Includes attractors, repellers, and the possibility of multiple equilibria in a single model</td>
</tr>
<tr>
<td>Attractors</td>
<td>Included</td>
<td>Included</td>
</tr>
<tr>
<td>Repellers</td>
<td>Not included</td>
<td>Included</td>
</tr>
<tr>
<td>Multiple equilibria</td>
<td>Not included</td>
<td>Included</td>
</tr>
<tr>
<td>Effects of interventions/life changes on dynamics</td>
<td>Not included</td>
<td>Included</td>
</tr>
<tr>
<td>Estimation technique</td>
<td>Bayesian</td>
<td>Included</td>
</tr>
<tr>
<td>Level of analysis</td>
<td>Combined between and within (multilevel)</td>
<td>Bayesian framework in future iterations</td>
</tr>
<tr>
<td>State variability</td>
<td>Included</td>
<td>Purely idiographic, within person, allowing for unique person-level dynamics</td>
</tr>
<tr>
<td>Including more than one state</td>
<td>Modelling approach discussed; not demonstrated</td>
<td>Part of perturbation and not clearly distinguished</td>
</tr>
<tr>
<td>Measurement model</td>
<td>Included</td>
<td>Modelling approach discussed; not demonstrated</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Not included</td>
</tr>
</tbody>
</table>

PersDyn, Personality Dynamics.
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cases. In this regard, the PersDyn model has already given more thought to this more complex case, and we look forward to seeing the details of a two- (or more) dimensional model being implemented.

Further, the PersDyn model includes a measurement model in its estimation. In the interests of keeping our explanation and modelling simple and easy to follow, we have not included a measurement model in our current estimation. However, this is clearly an area in which Change as Outcome modelling will need to progress in the future, and an area that has been given more thought by the researchers using the PersDyn approach. The incorporation of personality variability as a core construct and use of a measurement model capture an underlying difference in our goals in our manuscripts: Sosnowska et al. (2019) are presenting the most up-to-date thinking on a new theoretical model, while we are attempting primarily to illustrate several core concepts from dynamic systems to an audience looking for an entrance point to dynamic system thinking.

There is also an important theoretical distinction between the way that we conceptualize dynamic systems models. Sosnowska et al. (2019) interpret attractor strength as representing an aspect of an individual’s regulatory strength, suggesting it is an internal property of the individual. We would interpret it as consistency of patterning in the person–situation system. That is, the demands of a person’s daily life (e.g. a demanding work schedule) can pull them back towards a particular state as quickly as their internal need to be in that state (e.g. a strong achievement motivation).

More broadly, we believe that dynamic systems models—and the Change as Outcome model in particular—call for a reconceptualization of the person–situation dichotomy in psychology. Dynamic systems approaches emphasize that there is continuous feedback between aspects of a system, such as person and situation. Experience sampling data measuring personality states are always made when an individual is in (or just was in) a particular situation, so from a dynamic systems perspective, we believe these measurements should be conceptualized as the joint product of both person and situation. That is, if my state extraversion at one time point is 3.8, this measurement was influenced both by the situation I was just in (e.g. I may have been talking to colleagues) and by my own internal processes (e.g. I become more extraverted when around colleagues).

Given this theoretical commitment, we understand dynamic models to be capturing the consistent patterns in the way one person’s personality state changes over time. For example, the attractor locations and strengths estimated in the Change as Outcome model should be thought of as a quantitative summary of the consistent, dominant pattern of person–situation influences on personality states. These patterns are like a temporal version of Mischel and Shoda’s situation–behaviour profiles (Mischel, Shoda, & Mendoza-Denton, 2002). Instead of situating personality in the consistent part of a situation–behaviour graph, the Change as Outcome model situates dominant personality dynamics in the consistent feedback between person and situation in the individual’s daily life.

Like all statistical models of human behaviour, there is necessarily a residual error term in the Change as Outcome model. This residual error is the part of the observation that is not modelled by the other estimated terms. Given that the estimated terms are capturing the broad, consistent pattern of personality state fluctuations, the residual error must therefore contain information about the ‘random’ or surprising and idiosyncratic thoughts and events that influence personality states. That is, error is not just imprecise measurement—we assume that it represents the substantive concept of natural perturbations. These perturbations are also influenced by both person and situation. They can represent idiosyncratic reactions to normal events, normal reactions to surprising events, or some mix of these.

Estimating dynamic models therefore suggests an important distinction not commonly discussed in personality: that between consistent patterns and idiosyncrasies. Person and situation are assumed to influence both patterns and idiosyncrasies through continual coupling and feedback. In dynamic systems modelling, the complex interplay of person and situation in determining behaviour can effectively be bracketed and treated (perhaps just temporarily) as ‘irreducibly complex’. Instead, dynamic modelling suggests that we can gain traction by addressing a different distinction: consistent patterns versus idiosyncrasies. We suggest that this conceptual metaphor will be a more fruitful way to think about patterns of behaviour than the traditional distinction of ‘some is caused by the person, other parts are caused by the situation’. This theoretical commitment is not shared by many prior conceptualizations of personality dynamics. Table A1 presents key differences between our model and the PersDyn model, including theoretical interpretations.