The Collaborative Research Center 1412 “Register: Language Users’ Knowledge of Situational-Functional Variation” (CRC 1412) investigates the role of register in language, focusing in particular on what constitutes a language user’s register knowledge and which situational-functional factors determine a user’s choices. The following paper is an extract from the frame text of the proposal for the CRC 1412, which was submitted to the Deutsche Forschungsgemeinschaft in 2019, followed by a successful onsite evaluation that took place in 2019. The CRC 1412 then started its work on January 1, 2020. The theoretical part of the frame text gives an extensive overview of the theoretical and empirical perspectives on register knowledge from the viewpoint of 2019. Due to the high collaborative effort of all PIs involved, the frame text is unique in its scope on register research, encompassing register-relevant aspects from variationist approaches, psycholinguistics, grammatical theory, acquisition theory, historical linguistics, phonology, phonetics, typology, corpus linguistics, and computational linguistics, as well as qualitative and quantitative modeling. Although our positions and hypotheses since its submission have developed further, the frame text is still a vital resource as a compilation of state-of-the-art register research and a documentation of the start of the CRC 1412. The theoretical part without administrative components therefore presents an ideal starter publication to kick off the CRC’s publication series REALIS. For an overview of the projects and more information on the CRC, see https://sfb1412.hu-berlin.de/.
1 Introduction

The CRC Register aims to investigate aspects of intra-individual variation in linguistic behavior that are influenced by situational and functional settings — what we will here define as register. Specifically, we target the linguistic knowledge that a speaker possesses about situational and functional variation, which we will here refer to as register knowledge. The central question we aim to investigate in CRC Register is:

Q: What constitutes a language user’s register knowledge?

We will illustrate the relevance of register with three examples that we briefly introduce here and then return to at relevant points later. First, the sentences Meine Mama ist sauer ‘My mom is ticked off’ and Meine Mutter ist verärgert ‘My mother is angry’, even though they can describe the same state of affairs, are appropriate in different situations. These situations can be distinguished perhaps by level of formality. Second, the expressions 7:53 pm and (around) 8 o’clock, could be used to report the time of the same event, but have different contexts of use. While here level of formality may play a role, other factors are also relevant, such that e.g. 7:53 pm would be preferred even in informal conversation between close friends if the topic is the departure time of a train. The third example involves pronunciation, specifically the realization of /ç/ in German as either [ç] (the so-called “ich-Laut”) or [ʃ] (the final consonant of fish). In words like ich ‘I’, speakers of e.g. the urban multiethnolect Kiezdeutsch variety generally have both the Kiezdeutsch [ʃ] and the standard [ç] realizations at their disposal and deploy them in ways that depend on their interlocutor(s) and the social face they want to project. Level of formality, purpose, status of the interlocutor and social projections are situational or functional features that influence the choice of one variant over another. A language user’s ability to negotiate this space as both an author and addressee constitutes their register knowledge.¹

Register is a topic of great popular awareness, often in the guise of notions such as formal, colloquial, and standard language, and it is a ubiquitous property of languages. Although register-related phenomena have been described and

¹We use the term “author” to refer to a person in the role of language production, independent of modality, i.e. a speaker, signer or writer. Analogously, an “addressee” refers modality-independently to a person in the role of language perception. We use “language user” as a cover term for a person using language in either production or perception roles.
studied in numerous descriptive, dialectal, historical, sociolinguistic, and corpus-based accounts of language, they have not yet played the important role that they require in linguistic or psycholinguistic modeling. The purpose of CRC Register is twofold:

a) to enhance our understanding of the role of register knowledge in language use, acquisition, processing, variation, and change

b) to develop a general theory of register knowledge to complement current models in grammatical theory and psycholinguistics

We have reason to think that register knowledge constitutes a multifaceted, quantitative phenomenon pertaining to all linguistic levels, and relevant to all aspects of linguistic theory. In what follows, we will motivate our conviction that the time is right for a comprehensive and targeted investigation of register phenomena and register knowledge, and that our group combines the many different types of expertise that are crucial for this investigation. We propose to carry out such a comprehensive and targeted investigation in CRC Register by pursuing three long-term research goals:

1. We will contribute substantially to the inventory of well-described register phenomena, covering both the variants and alternatives involved and the facts that influence the choice among them.

2. We will describe the co-occurrence of different variants and alternatives and different factors in specific linguistic domains (such as phonology or syntax), yielding multifactorial and multidimensional models.

3. Viewing the findings in 1 and 2 as reflexes of register knowledge, we will aim to integrate register knowledge into theoretical models of linguistic knowledge more broadly.

2 Detailed presentation of the research program

2.1 Introducing register and register knowledge

We define register as those aspects of socially recurring intra-individual variation that are influenced by situational and functional settings (similar to the definition in Biber & Conrad 2009), adopting a broad understanding of situation and function. The term register has been used in many different ways, and other terms, such as diaphasic variation, context(ual) style, functional style and
tenor have sometimes been used in ways that are similar to or overlap with how we use register here (Halliday et al. 1964; Labov 1966; 2001; Trudgill 1974; 2002; Coupland 1980; Milroy 1987; Giles et al. 1991b; Giles & Coupland 1991; Eckert & Rickford 2001; Halliday & Matthiessen 2004; Auer 2007; Croft 2010; Maas 2010; Biber & Conrad 2009, and many more). For the purposes of this proposal, we make a distinction between register as just defined and style as those aspects of an author’s production that are individual.\footnote{We are, of course, aware of the fact that this is a theoretical distinction that is difficult to operationalize and that work on register often also touches on style, and furthermore that individual styles may generate intra-individual registers. We will discuss this in more detail in Section 2.3. Also, much like register, the term style has been defined in very different ways and applied to phenomena distinct from what we are concerned with here.} Especially when dealing with written language, the concept of genre is also closely related to register but must be kept distinct. We will use it to refer to types of text (spoken as well as written) defined in language-external, culturally recognizable terms, independent of their linguistic properties. Genre is thus part of the situational-functional setting, and so a given genre may favor or require particular register choices (see Sampson 1997: for some relevant discussion).

The variation that register describes is ubiquitous in human language. The fact that language users vary their linguistic behavior according to the situation is among the linguistic observations most readily available to a layperson. Indeed, register phenomena can have great practical relevance to language users, as formulating an utterance in a way that is inappropriate for a given situation can have negative consequences. Some of the obvious differences are, of course, lexical — as in our *sauer/verärgert* ‘ticked off/angry’ example — or textual. Others concern syntactic or morphological complexity (cf. e.g. Biber & Conrad 2009) or even (perhaps less obvious) morphological productivity (cf. Plag et al. 1999). Any serious language description with non-trivial coverage — be it a grammar, a dictionary or a work for language learners — must recognize that some expressions and forms of a language belong to specific settings and not to others.

The pervasiveness of register phenomena and their emergence in many, often unexpected ways, in various areas of linguistics suggests that register should play a more fundamental role in linguistic theory building than has been acknowledged in many circles. There is good reason to think that register knowledge, rather than being secondary to central aspects of grammar, is integrated at an essential level with linguistic knowledge in other domains, and that this integration requires further investigation. Hence there is a convergence in what is needed to better understand grammatical and register knowledge: Grammatical theory...
must further incorporate register knowledge into its models, and the study of register variation must increasingly take grammatical theory into account, so that we can develop a more complete understanding of a language user’s linguistic knowledge that can properly model register-sensitive variation.

In the past, the relevant phenomena and above all their relation to a language user’s register knowledge have typically been difficult to study, as they are often probabilistic, subtle in their manifestation and subject to reduced awareness in a language user, compared e.g. to extracting the meaning of a message. But with progress in experimental paradigms and statistical methods, as well as the availability of larger corpora from different functional settings, crowd-sourcing methods for experiments, and the computational power to carry out new types of data analysis, register variation and register knowledge now can and should be taken into account where they were previously set aside due to methodological limitations. We expect that CRC Register will have a substantial impact on all subject areas of linguistics, as our group encompasses expertise on sociolinguistics, psycholinguistics, grammatical theory, acquisition theory, historical linguistics, laboratory phonology, phonetics, corpus linguistics, and computational linguistics, as well as qualitative and quantitative modeling. Bringing together the models, methods, and expertise at our disposal, we will work on register phenomena in all of these areas.

The three examples we introduced above are all relatively simple, but they can be used to illustrate several interesting linguistic questions relating to register. As we will discuss in detail in Section 2.2 below, we use here the specific term variable in its restricted sense from variationist sociolinguistics for sets of linguistic expressions that are “ways of saying the same thing”, and the broader term alternative for linguistic expressions that stand in defined linguistic relationships to each other and typically have related meanings but need not be identical at the truth-conditional level.

a) How does register variation interact with other contrasts between variants (i.e. the alternating forms that language users choose between)? How are existing contrasts in a language recruited to express register variation?

Since sauer and verärgert are interchangeable at some level, do they share (part of) their interpretation? Are the meanings of sauer and verärgert in

---

3 The first example is adapted from the 2016 Mittlerer Schulabschluss exam in Berlin, an obligatory school exam for all 16-year olds (10th graders) in the city-state of Berlin. In one question, the students were asked to reformulate Meine Mutter ist sauer ‘My mother is ticked off’ in the standard language. One correct answer would have been Meine Mutter ist verärgert ‘My mother is angry’.
this context the same, or does one indicate a stronger degree of anger? How does this compare to the relationship between 7:53 pm and (around) 8 o’clock, which are also partly interchangeable but have a clearly definable difference in their interpretation relating to precision? How do other terms such as generüt, empört and wütend — with meanings shading from ‘annoyed’ to ‘indignant’ to ‘enraged’ — fit into the picture? How does this relate to the fact that attributive occurrences of the informal use of sauer (such as #meine saure Mutter ‘my ticked-off mother’) are distinctly odd?

b) How can variants and alternatives be described and modeled? How should we integrate frequency into the models? Should register differences be modeled in terms of separate grammars, in terms of distinct variants or alternatives made available by a single grammar, or in terms of (non-modular) systems that incorporate register knowledge into the way that variability is produced?

How is the choice between sauer and verärgert implemented at the level of grammatical representation? E.g. does an utterance like Meine Mutter ist sauer involve a form of code-switching between distinct varieties of the language that differ in terms of properties like formality — since the formal form Mutter is used instead of the informal Mama? How can we understand in this context choices like that for the realization of /ç/ where, instead of a small number of discrete alternatives, we have a continuous range of possible articulations spanning the space from [ç] to [/J]?}

c) Which situational-functional factors influence the choice among variants or alternatives? Is there a finite inventory of registers that characterize individual situations in ways that are applicable to entire classes of variables or alternations? How do language users make use of their register knowledge to actively manipulate the situation and to interpret the behavior of their interlocutors?

What factors characterize the situations where sauer would be appropriate as a way to say ‘angry’ rather than verärgert? How are they distinct from the factors that are relevant for variation between [ç] and [/J]? It is well established e.g. that the latter alternation is associated with a specific set of social indexes in varieties like Kiezdeutsch. In such a context, how do authors go beyond simply reacting to the existing situation and actively deploy the different variants to signal group membership or convey social meaning?
d) What factors affect the acquisition of register knowledge and linguistic flexibility? Which parts of register knowledge are acquired implicitly and which can be affected by explicit instruction? What is the role of linguistic experience?

When and how will the 16-year old students have acquired the knowledge about register needed in the exam (see again fn. 3)? How do learners recognize and then master the conditions for the choice between 7:53 pm and (around) 8 o’clock, given that there are situations where both are acceptable, and that the patterns of appropriateness here do not necessarily parallel those of many other register-sensitive alternations, e. g. ones that are sensitive to level of formality?

e) How do register phenomena interact with language change?

The results of a sound change of /ç/ > /ʃ/ can be observed in several regional dialects of German, yielding a situation similar to that observed in Kiezdeutsch. When there is a diachronic asymmetry such that one variant of a variable is clearly innovative (in this case [ʃ] is innovative whereas [ç] is conservative), are there any predictable consequences for how the variants will be recruited for register purposes? Is it likely that sauer will lose its informal flavor in the meaning of ‘angry’ and be incorporated into more formal registers over time? Can we identify and model register-relevant factors that influence change?

f) What can language comparison tell us about typological aspects of register phenomena?

We assume that mode of communication, level of formality, purpose, etc. play a role in influencing variation in all languages. But we also know that the phenomena that are influenced differ and that the parameters are not distributed in the same way in all languages. So while the choice between 7:53 pm and (around) 8 o’clock reflects a sensitivity to precision that we might expect to have clear parallels in other languages — German 19.53 Uhr and (gegen) 8 show a similar distribution — we wouldn’t necessarily predict the same cross-linguistic generality for something like the alternation between [ç] and [ʃ]. Which aspects of register variation are language-specific and which ones are found repeatedly across languages? E. g. does the sauer/verärgert alternation reflect any general principles of register-sensitivity to metaphorical usages?
g) How can register knowledge be integrated into linguistic theory?

What type of knowledge is the knowledge about the appropriateness of using *sauer* or *[ç]*? Is it linguistic knowledge? Is it perhaps more general social knowledge? How does it relate to knowledge about grammatical distinctions? How can we model such (quantitative and usage-based) knowledge?

Among the triggers for linguistic variation, the situation and function of an utterance have been recognized to influence all linguistic aspects and lead to intra-individual variation interacting with stable language user-specific properties that influence inter-individual — e.g. dialectal or sociolectal — variation. It is difficult to precisely define this situation-specific language use. However, it is clear that all language users are sensitive to this type of variation in their dominant/native language (and, to a more limited extent, in their other languages) and possess some knowledge of how to tailor their linguistic behavior to the situation and/or accommodate to their addressee(s). This leads to a complex state of affairs in which the appropriate abstractions must be drawn from the behavior of other language users and relevant situational properties so that language users are able to display the appropriate non-random variability in their own linguistic behavior and thus must have knowledge of how to maneuver the register space by selecting from the linguistic repertoire available to them. As we will discuss in detail below, the interplay between intra- and inter-individual variation is crucial here. Situationally appropriate language choices instantiate the linguistic flexibility of language users, a pivotal aspect of the human communicative capacity. The development of this ability begins with the earliest phases of language acquisition and continues during adolescence and adulthood (including second language acquisition). We thus view register as a complex phenomenon that requires investigation and explanation.

Register has long been a topic of research in descriptive grammar and in parts of sociolinguistics. The crucial innovation of CRC *Register* is to study register as an integral and active part of language users’ knowledge or competence (broadly understood). This focus on the register knowledge of individuals leads us to approach register not only on the basis of corpus and other usage data but also by working with data from different experimental settings and from different language-user groups (e.g. children, young adults, non-native speakers etc.). By varying groups and languages we will address the question of which parts of register knowledge are universal on an abstract level and which parts develop during acquisition and change with use. Our focus further reflects the crucial
recognition that the adjustments in linguistic register are and should be central
to linguistic theory building. A related innovation of our approach is the model-
ing of register choices along the lines of choices in other linguistic areas, e. g. as
parallel to allomorphy, the management of implicatures and code-switching.

The central question we aim to investigate in CRC Register is therefore:

**Q: What constitutes a language user’s register knowledge?**

### 2.2 Background on relevant strands of prior research

The observation that there are situation-dependent ways of using language can
be found in virtually any body of linguistic work, independent of grammatical tra-
dition. Witness already Dionysius Thrax’s Greek grammar from 100 BCE, which
outlines as its domain only “the usages of language as generally current among
poets and prose writers” (Kemp 1986: 343) — and not the language used by farm-
ers or even that used by poets when they are at the market. In the same vein,
many “traditional” grammars and dictionaries often qualify their statements
about grammatical forms as appropriate for a given situation such as *colloquial, vul-
gar, learned*, etc. (e. g. Paul 1920; Behaghel 1923). These works typically use a
small, finite inventory of situational descriptions that are not clearly delineated,
and they often provide little or only anecdotal evidence for their ascriptions. Such
descriptions of situational language use also frequently conflate different phe-
nomena and fail to take into account the probabilistic nature of much of regis-
ter variation. There is often neither enough data nor an attempt at explanation
or modeling of the differences. Some accounts of language use do probe deeper
into the different types of situation-dependent variation. For example, we find in-
depth research along the continua of conceptually spoken – conceptually written;
literal/literate – oral/orate; informal – formal; immediacy – distance (see Koch
& Oesterreicher 1985; 1994; Dürscheid 2003; Ágel & Hennig 2006a,b; Maas 2010,
and the papers in Feilke & Hennig 2016, among many others). This descriptively
very careful and theoretically insightful work will form an important foundation
for our explorations.

In historical linguistics, register-related aspects of variation and change have
been discussed in studies on both the individual and the textual level. One main
area of interest has traditionally been the emergence of vernacular standard lan-
guages in contrast to dialectal variation (see, e. g. Wegera 2007 for Standard
German, or Holm 1967 for Swedish). Along the prescriptive/descriptive divide,
a central point of focus has been the role of early grammarians, translations
of the Bible, school grammars, and institutional standardization efforts, judged
against the changes in actual usage. Another influential strand of research investigates the interactions of orality and literacy (CRC 321 “Mündlichkeit und Schriftlichkeit”, Freiburg), including reflexes of spoken language in historical texts (Macha et al. 2005; Ágel & Hennig 2006a,b). Furthermore, historical linguistics concerns itself with tracing the development of certain text types (e.g. Habermann 2001; Klein 2011; Taavitsainen et al. 2014). There has also been a continuous interest in languages for special purposes, e.g. that used by miners or students, often with the aim of documenting their functional lexical variation (Schirmer 1911). The advances in sociolinguistics spawned the subfield of historical sociolinguistics, demonstrating the existence of social strata in historical texts (Romaine 1982; Milroy 1987; Trudgill 2002; Tagliamonte 2016; Säily et al. 2017). Yet other studies have focused on the style of individual authors and/or texts (for example Siegroth-Nellesen 1979 for Meister Eckhardt, or Schenker 1977 for Luther or Adams 2015 for Birgitta of Sweden). However, historical linguistics does not analyze text types or seminal Bible translations as complex bundles of functionally distributed register phenomena, as proposed in CRC Register.

Early variationist sociolinguistics as initiated by William Labov emphasized the speech community but also recognized and carefully distinguished between different registers (typically referred to as “contextual styles”). In his early work, Labov was particularly focused on exploring the vernacular language, i.e. informal registers, because he believed that less “attention paid to speech” would yield more colloquial speech forms compared to more formal registers, which show more resemblance to written language. Labov’s work on methods for elicitation of different registers will crucially inform the data collection of many of the projects in CRC Register. A further crucial component to our research comes from Labov’s modeling of variation in terms of variable and variant. The fundamental idea is that many cases of variation can be understood in terms of a single abstract variable which can be expressed by different functionally equivalent concrete variants (see Labov 1966; 1969; 2001; 2004, etc., Bayley 2013; Tagliamonte 2016, among many others). For example, in most varieties of English we can recognize a variable (ING), which encompasses different pronunciations of the verbal suffix, orthographically -ing, including the variants [ɪŋ] and [ɪŋ]. While Labov’s main focus was on inter-individual variation, already in his earliest studies he showed that there is intra-individual variation with respect to such variables according to situation, in addition to grammatical and other factors. We will adopt here the notions of variable and variant as highly useful for the discussion of linguistic variation of all kinds, including that sensitive to register. Nevertheless, we note that it has proven rather difficult to define the term variable satisfactorily, as has been discussed since the beginnings of variationism.
(Lavandera 1978; Labov 1978; Romaine 1981). Even phonetic variants may not be completely functionally equivalent, and it remains controversial how the notion can be extended to lexical and syntactic variants (cf. the discussions in Croft 2010; Adli 2013; Eckert & Labov 2017, among many others). But even against the background of these difficulties, we believe that variationism is one of the most important approaches for us to build on as it allows a careful consideration of the equivalence of variants (the envelope of variation, see e.g. Labov 1982; Cheshire 1999). It is also a good model for computing the effects of language-internal and language-external factors and their interaction, and how they govern the choice between variants. Moreover, Labov’s work shows that linguistic variants can index group identification independent of social class, something which ultimately leads the way to research on the social meaning of variation, as we will discuss below.

To avoid some of the difficulties specifically with the concept of variable, we will adopt the term alternative as a more general concept for instances where variable would be less appropriate. We will understand alternatives as sets of linguistic expressions that stand in a defined linguistic relationship to each other, such as belonging to a single morphological paradigm or a pragmatic scale (in the sense of Horn 1972). Alternatives typically have related meanings but need not be strictly identical at a truth-conditional level, or even functionally equivalent, as in our example of 7:53 pm vs. (around) 8 o’clock. This distinction should be understood not as embodying any strong claims but as an initial, working terminology to foster clarity and explicitness. In the framework of CRC Register, this topic will be a constant matter of discussion and investigation, and we will work on sharpening our understanding of the anatomy of variation, register-based and otherwise. It is thus to be expected that how we draw the relevant distinctions and refer to things will evolve and improve in the course of our work.

One theoretical tradition where register phenomena have received a great deal of attention is Systemic Functional Linguistics (Halliday et al. 1964; Halliday 1989; Trudgill 1983; Halliday & Matthiessen 2004, among others, and now Lukin et al. 2008 for an updated overview of Halliday’s model of register). It proposes to model register theoretically as a particular setting of systemic probabilities. In this tradition, three components of register, field, tenor and mode, are distinguished (Halliday & Hasan 1985). Field refers to what is happening, to the nature of an interaction that involves language, including the respective subject matter and the purpose of the interaction. Tenor targets the participants, in particular, their statuses and social relationships in the interaction and in general. Here notions of power and solidarity play a central role in the analyses. Finally, mode is about the role of text or discourse in the interaction (e. g. how central is it to the
activity, and is it accompanied by other, non-linguistic activities), its organization and properties (such as its oral or written presentation or its monologic or dialogic nature).

Especially relevant for CRC Register is the body of work that establishes frequencies of different types of grammatical features across text corpora (Biber 1995; 1999; 2006; 2009, etc., Biber & Conrad 2009; Grieve et al. 2011; Neumann 2014; Kunz & Lapshinova-Koltunski 2015; Teich et al. 2016, and many others). This method is characterized by multidimensional and multivariate analyses (some of Biber’s studies consider more than 70 phenomena), and there are interesting ongoing methodological discussions about suitable statistical models (Grieve et al. 2011; Ruette et al. 2014; Wieling & Nerbonne 2015; Szmrecsanyi 2017). Among the main insights of this strand of research is a better understanding of how linguistic features on all levels co-occur in different situations and how fine grained the distinctions are that language users are able to make systematically. The research in Biber’s tradition is absolutely foundational for the study of register and we will draw on it extensively. We do, however, see a number of places where CRC Register can extend and improve upon it. Rather than looking at functionally equivalent variants, the analyses in that tradition use corpus counts of surface forms, which sometimes makes it difficult to interpret the findings (see Lüdeling 2017 for a discussion, as well as Biber 2012; Biber et al. 2016 for some relevant background). Furthermore, Biber’s work is primarily agnostic about language-user identity, while our research interest specifically in register knowledge again implies a focus on intra-individual variation which we think will lead to new insights. See also Section 2.5 for discussion of how we will work on extending Biber’s statistical methodologies.

Cognitive linguistics treats situational knowledge, and thus social information, as an integral part of linguistic meaning (Langacker 1999). The theoretical framework of “situated cognition” considers situationally appropriate linguistic choices as an aspect of goal-oriented assessment of communicative situations. The representation of situational categories (scripts) evolves through experiences, subsuming multimodal perceptual information, affective appraisals, patterns of action responses and corresponding socio-cultural evaluations (Barsalou 2008; 2016; Santos et al. 2011; Wu & Barsalou 2009). The general mechanism of knowledge organization is also operative during language acquisition, consolidation and adjustment of linguistic structures. The inherently situated nature of language knowledge allows fast access to patterns of language use stored in the script as fitting with the communicative requirements, thus enhancing the probability of goal achievement. The conceptual structure underlying the meaning of content lexical items consists of three main knowledge types: taxonomic,
situational and affective knowledge. Situational knowledge elements comprise information about prototypical events: locations, time, causal relations, participants and their social roles, properties and actions (Santos et al. 2011; Wu & Barsalou 2009). Salient elements of situational knowledge such as the representation of prototypical participants and the appraisals of their social roles and relations focus attention on recurrent patterns of linguistic behavior in specific communicative situations and foster the association of linguistic expressions with external circumstances. Communicative goals encompass the addressee’s cooperation and therefore foster addressee-directed optimization of language output. However, communicative goals are the goals of the author. Therefore, they involve author-centered aims such as the establishment or maintenance of social status (image) and social relations (in- and out-group-membership). Along with language proficiency in the native or a foreign language, speakers’ ability to achieve communicative goals through functionally situated language choices might be associated with more general individual properties such as personal traits, empathy and motivation, age, gender and cultural background.

Finally, work within the third wave of sociolinguistics exploring individuals’ language use (called speaking styles within that tradition) has recognized that language users choose a particular variant not as a result of a mechanistic process, but with a communicative intention (see Eckert 2008; 2012; Campbell-Kibler 2010 and others). Third-wave studies emphasize the individual stylistic perspective, in which language users have a more active role in placing themselves linguistically within a social landscape, and whereby the continuously shifting social meaning of variation is an essential feature of language. As will be discussed in detail below, this will be a crucial ingredient for our investigations, but an understanding of register variation must consider the overall situational landscape in addition to social aspects, and must also approach the relationship between inter- and intra-individual variation from a somewhat different perspective.

Further relevant approaches that look at intra-individual variation — not necessarily always triggered by register differences — which we will also draw upon are Communication Accommodation Theory, Interactive Alignment Account, and Audience Design (Giles et al. 1973; Bell 1984; Giles et al. 1991a,b; Soliz & Giles 2014; Pickering & Garrod 2004).

2.3 Core issues for the study of register knowledge

Among the many important questions for research on register, we can identify three core issues which are of central importance for our register knowledge perspective and thus will play a crucial role in the research of CRC Register.
The first issue is the relationship between intra- and inter-individual variation and the evidentiary roles of individual language users and speech communities for the study of register. As discussed above, under our definitions register is distinct from style in that the latter characterizes patterns specific to individuals, whereas the former characterizes behavior patterns that are recurrent — and perceived as recurrent — in a speech community. At the same time, register variation differs from regional or sociolectal variation in that it can only be identified on the basis of differences in the linguistic behavior of a single individual across situations. That is, register variation is intra-individual variation, but of a particular kind that is shared in its essentials across the language users of a community. This presents a number of theoretical questions and methodological challenges. One of the major outstanding challenges in research on language variation in general is that the factors and linguistic features that are relevant for intra-individual variation show considerable overlap with the ones that are involved in inter-individual variation. E.g. the variable realization of German /ç/ as [ç] or [ʃ] characterizes both social and regional inter-individual (i.e. dialectal) variation, and intra-individual register variation. This has been noted and addressed repeatedly, especially in variationist sociolinguistics (Labov 1966; Trudgill 1974; Bell 1984; Jannedy & Weirich 2014; Eckert & Labov 2017). Nonetheless, it presents consistent methodological challenges for analyzing specific cases of variation, as it requires careful work to disentangle the intra-individual from the inter-individual in order to identify the specific properties of each. It also raises interesting questions for how individual language users sift through the different types of evidence in their environment so that they can first acquire their knowledge of the different types of variation and then apply it in their own production and in interpreting the behavior of other language users. Given the extensive overlap, it is thus no small task for the learner, the language user, and also the analyst to abstract an understanding of the different contributions of inter- and intra-individual factors from the patterns of variation they observe.

The way that points of inter-individual variation can find their way into (register-sensitive) intra-individual variation has been discussed in terms of first-order vs. second-order indexes (Silverstein 2003; Eckert 2008; 2012; Wolfram & Schilling-Estes 2015) and enregisterment (Agha 2007; Snell 2017). According to Silverstein, a first-order index simply indicates membership in a population, what Labov (1971) calls a social indicator. Once a variant has been recognized as belonging to a specific context or social group, it can be used to index membership in this group. It is then a second-order index, or what Labov (1971) calls a social marker. For example, the already mentioned palatalization of /ç/ to [ʃ] (Jannedy & Weirich 2014) is a salient phonetic feature or indicator of Kiezdeutsch,
which can be employed by language users associating with this group and which then serves as a social marker. Speakers not directly associated with language users of Kiezdeutsch copy or cite (Rampton 1995; Auer 2003) this feature to invoke various kinds of social meanings ranging from positive (toughness and coolness) to negative (unsophisticated and uneducated). Once this indexicality has been conventionalized, it becomes available for further indexicalization over time and contexts. Eckert (2008: 453) calls this an “indexical field” — a range of potential meanings, which can be “activated in the situated use of the variable”. Register can thus, at least to a certain extent, be reconstructed from the indexical values of variants, e.g. as indexation of the value formal-informal or polite-impolite. One of our aims then is to understand ‘enregisterment’: “processes and practices whereby performable signs become recognized (and regrouped) as belonging to distinct, differentially valorized semiotic registers by a population” (Agha 2007: 81). To do so, we need to better understand the association between values and variants. For these purposes, work in sociolinguistics, sociophonetics, and psycholinguistics, as well as computational sociolinguistics (e.g. Nguyen et al. 2016) will clearly be very relevant to CRC Register, and the exploration of register knowledge will greatly benefit from embedding them in a broader approach.

These questions regarding the relationship between intra- and inter-individual variation are also extremely important for the investigation of the acquisition of register knowledge. The language learner must, after all, extract from the complex of different types of variation they are exposed to a similarly complex understanding of the constitutive elements of different registers and develop a complex understanding of their situated nature so that they can acquire a linguistic system with an appropriate component of variation. The acquisition of register knowledge comprises accumulation of diversified linguistic repertoires and the evolving ability of the speaker to shift smoothly and effectively between them in order to cope with changing situational and functional affordances. Thus we will devote significant attention to this topic, also known under the name linguistic flexibility (Berman & Nir-Sagiv 2007; Kaplan & Berman 2015). Linguistic flexibility is the domain-specific capacity of the language user for fast and flexible adjustments of language use to communicative goals, with respect to the affordances of different communicative situations (Berman 2015; 2018; Berman & Nir-Sagiv 2007; Kaplan & Berman 2015). Although linguistic flexibility is clearly related to the concept of register knowledge, there is a basic distinction between
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4Linguistic flexibility is similar, but not identical, to cognitive flexibility, as they do not follow parallel developmental trajectories. Cognitive flexibility pertains to the capacity to understand tasks and their specific requirements, to adjust to alternations in task parameters, or to switch between tasks quickly and successfully (Deák 2003; Deák & Wiseheart 2015; Legare et al. 2018).
skill/ability and knowledge, both assessed by the outcome — the situated variation of linguistic expressions. During language development, there are phases in which linguistic behavior does not fully reflect register knowledge, as the ability for appropriately situated production might be hampered through ongoing processes of accumulation, consolidation and reorganization of linguistic means (Karmiloff-Smith 1997), often leading to linguistic entrenchment.

The second issue is how to model the integration of knowledge of variation, register-sensitive and otherwise, with other types of linguistic knowledge, in particular grammatical knowledge. In principle, we can distinguish two components of variation — the inventory of things that can vary with each other in a given variety (variables and their variants, as well as other types of alternations), and the factors that influence how a language user will choose among the variants or alternatives in a particular instance. The question of how models of grammar come into play can be answered differently for these two components. We can then distinguish three broad classes of models of grammatical variation according to those answers. The first split depends on whether a language user’s knowledge of the details of how available variants are employed is integrated with other types of grammatical knowledge. If this is the case, this implies that the basic knowledge of the inventory of variants and alternations must also be integrated into the grammar, and we arrive at a holistic model where knowledge of variation and its use is inseparable from knowledge of grammar. Versions of this idea, which we will refer to as Usage Based, have been adopted by a number of approaches, where the idea is that knowledge of variation is extracted from usage entirely in tandem with knowledge of grammar, and in fact there is no principled, clear-cut distinction between the two (see for instance Goldberg 2006; Zeldes 2012; Pierrehumbert 2008). The alternative is to assume a form of modularity or autonomy of some core grammatical knowledge, which is distinct from the knowledge of how the available variants and alternatives are deployed. Among models of this type, a further split can be observed, depending on where they locate the inventory of variants or alternatives with respect to the modular divide. One possibility is to propose that individual grammars fix relevant properties one way or another and thus cannot produce variation for those properties. Rather, when variation arises, this is because an individual language user controls multiple grammars (or multiple sub-grammars or multiple settings for individual parameters), each of which is fixed and deterministic, but which differ from each other on the relevant point, and compete with each other for use at any given time — even within a single utterance. These so-called Grammar

---

5 A common confusion about this approach is that what is in competition are complete gram-
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**Competition** models thus assimilate intra-individual variation to language/code-switching (Kroch 1989; 2001; Yang 2002; 2010). Thus, both the inventory of variants and alternatives, and the way in which they are used in variation, are external to the grammar proper. The other type of model maintains this modularity, but puts the inventory of available structures on the grammar side. Only the knowledge of how those structures are put to use is kept out of the grammar. In other words, a theory of grammar is adopted that can produce variation, in the sense that it can make multiple distinct outputs available for a given grammatical specification, in effect assimilating variation to allomorphy. An approach of this type, **Combinatorial Variability**, has been explicitly proposed and explored by Adger & Smith (2005); Adger (2006); Adger & Smith (2010); Adger (2014); Alexiadou (2017). The distinction between Grammar Competition and Combinatorial Variability at least can be seen as a debate over whether variation involves macro- or micro-choice in the sense of Coulmas (2007).

It remains very much an open question which of these approaches can best model intra-individual variation, and even whether the answer might be different for different instances or types of variation. One could imagine, for example, that the theoretical treatment that would be most appropriate for instances of variation involving semantically/functionally equivalent variants of a variable would differ from the one that is best for alternations between non-equivalent forms. The three approaches described above attempt to tie observed variation to grammatical systems at different levels, and thus they should be distinguishable in terms of their predictions about how certain types of variation might relate to other observable properties of a language. As with all questions at the level of theoretical frameworks, however, it is far from simple in practice to find clear empirical tests to decide among them. It will thus be an important focus of several projects in CRC Register to explore the consequences of different models of grammatical variation for the register phenomena being considered and to develop specific tests that can tease them apart.

The third core issue regards our understanding of the meaning associated with register-sensitive variation. Again, register phenomena constitute intra-individual linguistic variation in which language users choose among available variants according to the situation (as they perceive it to be). But as noted above, language users do not simply react to a situation, but rather take an active role in shaping it. That is, their choices are not determined solely by the situation, mars, which would imply an explosion in the amount of grammatical information that a language user would have to carry around. What is actually intended (as is made clear in e.g. Kroch 2001) is rather that just those parts of the grammar that are in fact in variation are involved in the competition, with the rest of the grammar shared across the competitors.
but are also affected by communicative intent. Viewed from the perspective of the addressee, the register-sensitive choices that the author makes can thus carry a great deal of meaning about their intent and their estimation of the situation. Since language users will have some awareness of how addressees extract such meaning from the author’s register choices, this will affect their own choices as authors, as they aim to convey particular meanings to the addressee. Register variation and the meaning attached to it thus subsumes a complex interaction between the communicative intent of the author, the author’s and addressee’s current assessments of the situation, and reasoning by both author and addressee about each other’s knowledge states and motivations. Our approach to register from the perspective of register knowledge is thus uniquely well suited to achieving a deeper understanding of these interactions.

Relevant here as starting points are the notion of indexical order of variants and the emphasis on a language user’s active role from the third wave of sociolinguistics (Silverstein 2003; Eckert 2008), as well as the concept of social meaning. From his earliest works, Labov speaks of the social implications and indexes of linguistic behavior. Systemic-functional approaches likewise emphasize that language is a “social phenomenon” (an idea going back to Saussure) and explore the semiotics of linguistic signs (Hasan 1973; Halliday 1978 etc.). More recently, Campbell-Kibler (2010); Eckert & Labov (2017), and other authors speak directly of social meaning carried by or indexically linked to a variant. Campbell-Kibler’s work shows that addressees have social associations (such as intelligent/educated) with different variants. Furthermore, these associations are context dependent, in that addressees can have variable interpretations of particular variants depending on their mood and social perception of the author (Campbell-Kibler 2008). As an illustration, variable interpretations of identical acoustical stimuli dependent on co-presented information have been found for Kiezdeutsch in Berlin (Jannedy & Weirich 2014). Variants can signal group membership, and their social meanings can be ideologically constructed ones, which then gives us a link between linguistic variables and macro-sociological categories. Because of their context dependency and constant mutability, some of these indexes are only interpretable to those who have refined perceptions, e.g. due to experience with the relevant speaker group or social stereotypes (Wells 1982). Other dimensions of social meaning, including some related to register phenomena, may be more widely accessible; the range of variation in this area remains to be further explored.

However, the social meaning conveyed by the choice of a particular variant or alternative is not independent from other sorts of linguistic meaning. Relevant register phenomena frequently involve instances of lexico-pragmatic variation...
that do not fit the original concept of a Labovian variable, but rather alternations between forms with different grammatical properties or truth-conditional meanings. In the typology of meaning and inference types developed in semantics/pragmatics (entailment, presupposition, implicature, etc.), certain aspects of social meaning can be aligned to projective aspects of conventional meanings (Smith et al. 2010; Davis & Potts 2010). Other aspects appear to extend this typology, an example being the notion of “dog-whistle” invoked by Henderson et al. (2017). Dog-whistle language involves phrases typically used in political propaganda, which are innocuous to the general public, but have specific meanings for certain political groups. E.g. most Americans understand “inner-city residents” as being race-neutral, but in racist circles the phrase is synonymous with “blacks”. In our theoretical model, this means that certain variants may be chosen because they have the same meaning to some addressees, but different meanings to others. Finally, these different sorts of meaning have been shown to interact, examples being Beltrama’s (2016) finding of an interaction between conventional and social meaning in the domain of adjectival intensification, and findings by Feeney & Bonnefon (2012) and Mazzarella (2015) that politeness interacts with implicature calculation. This suggests that the study of semantic/pragmatic meaning and of social meaning can inform one another, and should proceed in tandem (see also Gutzmann 2015: for a model of meaning that incorporates both traditional semantic truth conditions and use conditions, which may have interesting implications for the study of both social meaning and register meaning).

Semantics and pragmatics have developed explicit models of the process whereby conventional meanings are negotiated by the interactions of authors and addressees. In particular, game-theoretic semantics (Lewis 1969; Nowak et al. 2000; Benz et al. 2006) and Bayesian pragmatics (Frank & Goodman 2012; Goodman & Frank 2016; Franke & Jäger 2016) are related research programs that seek to account for linguistic phenomena via mathematical models of authors, addressees, and their expectations of each other. Such approaches have been productively applied to areas including emotive and vague language (McCready 2012; Lassiter & Goodman 2017; Schöller & Franke 2017). Recently, Burnett (2017; 2019) demonstrates that ideas of the game-theoretic model can be fruitfully extended to social meaning, allowing in particular the modeling of register phenomena. As social meaning will be a topic of interest for several projects within CRC Register, two workshops on the topic will be held in 2021 and 2023, following on prior successful workshops in 2017 and 2019, and co-organized by A05, and C02.

Our perspective on register as being part of the internalized and learned linguistic knowledge of a language user leads us to a distinctive and comprehensive approach: Register knowledge is not necessarily secondary to other types
of linguistic knowledge. It interacts with them at a basic level, and we must be prepared to consider it as integral to a comprehensive theory of language, along with e.g. grammatical and sociolinguistic knowledge. While there is some prior and current work in a similar vein, we feel that nowhere is the goal pursued as broadly as in our planned CRC Register. In this enterprise we bring together — in a novel way — expertise in formal models of different domains of grammatical theory (especially syntax, semantics, and pragmatics) and usage-based approaches to language in historical linguistics and language change, sociolinguistics, phonetics, psycholinguistics, language acquisition, language education, corpus, and computational linguistics. The researchers participating in CRC Register bring experience on all levels of language exploration (phonetics, phonology, morphology, syntax, semantics, pragmatics, text structure, etc.) and cover a broad range of languages and varieties as well as a full range of modern research methodologies, including corpus studies, fieldwork, sociolinguistic interviews and an array of experimental techniques. This puts us in a unique position to approach register knowledge, taking into account all ingredients that we think are involved in register-dependent variation within and across languages. Overall, we aim to elevate the status of register from its current marginal role to that of a mainstream concern in the field, similar to the effect that the successfully completed CRC 632 had for information structure, which involved some of the same PIs. Our specific goals are:

1. to expand on the inventory of well-described register-sensitive phenomena and classify them according to their grammatical properties and the situational parameters that they are sensitive to,

2. to model the described register phenomena in various domains and their interactions with situational and other factors, and

3. to integrate register knowledge into theoretical models of general linguistic knowledge.

### 2.4 Research areas

Recall now our central question Q from above:

**Q:** What constitutes a language user’s register knowledge?

We plan to pursue Q in three research areas, A: Register and grammar, B: Register and change, and C: Register and cognition. These areas provide a useful structure
for bundling the projects of CRC Register based on common research questions that further specify Q, though of course the three areas and their projects are intimately connected to each other and will mutually inform each other in crucial ways. Here we will describe the three research areas in more detail, in terms of both what brings together the projects within each area and how the three areas and their projects are tied to each other.

2.4.1 Area A: Register and grammar

Area A of CRC Register will examine the interplay and parallels between register knowledge and grammatical knowledge. Language makes use of choice and alternation at all levels, perhaps most obviously in the paradigmatic aspects of grammar. Thus it is clear that a significant portion of a language user’s knowledge will consist in relating particular alternatives to each other and regulating the choices among them. The matter to be investigated in CRC Register is how the various grammatical alternatives made available are recruited for register purposes, and what parallels can be identified with the mechanisms involved in other manifestations of choice and alternation in language. The unifying question for the projects in this area is thus:

QA: How does register knowledge relate to grammatical aspects of linguistic knowledge?

The projects in Area A will use corpus analysis (A01, A02, A03, A04, A06), fieldwork (A02, A06), and several experimental methodologies (A01, A02, A03, A04, A05, A06) to investigate syntactic (A02, A03, A04, A06), lexical (A01, A02), morphological (A02, A04), semantic (A01, A05), pragmatic (A01, A05), and phonological and prosodic (A02, A03) phenomena in a wide range of languages and their interactions with register. The results from Area A will provide theoretical tools for the studies of language change in Area B and the work on acquisition and processing in Area C, and will in turn build on input from those areas to increase their explanatory depth.

All register phenomena involve choices, like that between sauer and verärgert or the one among the various gradations between [ç] and [ʃ] as realizations of /ç/. These choices rely on the language user’s knowledge of the set of alternative items to be chosen from (be they variants of a variable in the sociolinguistic sense or something else) and an array of language-internal or language-external factors that condition the choice. These factors may in some cases be conventions attached to the items (cf. Irvine & Gal 2000 on iconicity) or relate to the concept of
markedness in one of its guises, but in many cases they seem to be directly related to situational and functional differences. Several phenomena in other domains of linguistic theory are also centered around choice from a set of alternatives. For instance, allomorphy, focus, code switching, and scalar implicatures have all been discussed in such terms. One central thrust of CRC Register and of Area A in particular will be to explore such connections and probe them for underlying shared mechanisms.

We can break down the issues that will be pursued here in terms of three questions that further specify aspects of QA.

**QAi:** How are existing alternations recruited for register purposes? (A01, A02, A03, A04, A05, A06)

As noted, a large number of phenomena at all levels of grammar can be usefully thought of in terms of alternations, where a language user makes a choice from a set of alternatives. Even restricting our attention to those alternations where the choice is not deterministically regulated by the grammatical context, only a subset of these will actually be exploited in a given language to express register differences. An important question is thus how it is determined which alternations will be sensitive to register, to what extent the inventory and the association with particular register types is predictable, and what other properties of the alternations and the variants involved are relevant. Project A04, e.g. will be heavily concerned with determining, for contemporary German, which phenomena are subject to variation across registers and how they can be categorized. A03 will do so for Czech and Russian. In matters of lexical choice, we could imagine that the origins of particular lexical variants could play a role, an issue that will be investigated in projects A01 and A02. The metaphorical origins of the ‘angry’ meaning of *sauer*, for instance, could play a role in its relative informality, and borrowings often carry particular register associations due to the relative status of the source language. An important check on any explanations we might propose for why particular alternants show a particular type of register sensitivity can come from language comparisons, a central focus of project A02, A06. If the use of a certain kind of alternant in a certain kind of register has a principled explanation, we would expect to find it again and again across languages, perhaps even universally. On the other hand, register associations that are arbitrary should be language specific. One expectation is that pre-existing asymmetries between variants that are potentially in alternation with each other will have a clear tendency to be exploited for register purposes when two registers are sensitive to those asymmetries. A specific case of this that is the focus of project...
A05 is when two alternatives have clear differences in their semantic content, e.g. two time expressions that describe the same point in time at different levels of precision (7:53 pm vs. around 8 o’clock). The project seeks to understand what are the properties that such cases of non-equivalent alternatives share, and what underlies these. Finally, project A03 will explore the recruitment in certain Slavic languages of word-order variants involving varying degrees of dislocation of material and how this might correlate with baseline acceptability and register effects.

**QAii:** How do language users choose among register variants? (A01, A02, A04, A05, A06)

Given that a particular alternation is associated with a particular register or some feature shared by a number of registers, it remains for us to determine how an author will choose a given variant in a particular situation and how an addressee will react to and interpret that choice. The questions that arise here include not only why one of the variants is associated with one register and not another, but also how register interacts with other factors that might contribute to the choices made. Furthermore, how do language users go beyond simply reacting to a given situation with their choices, and actively manipulate the situation or communicate special types of meaning via the choices they make? These issues will be a particular interest of project A05, which will investigate and develop explicit models of how semantic content and pragmatic reasoning interact and are manipulated by authors to express social meaning via the register-related choices that they make, focusing to start on the domain of numerical (im)precision discussed above. The consciousness of the register association of certain alternative structures will be studied by projects A04 and A06. A01 will consider how register factors play into language users’ choices regarding use of metaphor and metonymy, and furthermore how these relate to grammatical environment and functional considerations. A02 will look at what factors play into how individual speakers of two Creole languages choose among available varieties given particular situations.

**QAiii:** What can register phenomena tell us about the grammatical implementation of variation? (A02, A03, A04, A06)

An important issue for any theoretical work on intra-individual variation — register-sensitive or otherwise — is how to integrate that variation into broader linguistic models. As noted above, we can contrast here approaches that incorporate
the language user’s knowledge of variation with their other grammatical knowledge into an integrated model of their language (Goldberg 2006; Pierrehumbert 2008; Croft 2010; Hilpert 2013), with approaches that put a modular divide between knowledge of variation and knowledge of the core grammar. And within this latter divide we can distinguish those approaches which at least include the inventory of available variants within the grammar, as in the Combinatorial Variability of Adger (2006), from those approaches where distinct variants imply distinct grammars, and variation amounts to competition between grammars rather than variability within a single one (Kroch 1989; Yang 2002). Precisely because the projects in Area A are concerned with register-sensitive grammatical phenomena, they will be especially well positioned to shed light on this question. Project A02 envisages the co-existence of distinct types of intra-individual variation in the kinds of multilingual linguistic communities where the creoles they investigate are spoken. Here a familiar creole continuum exists alongside varieties of the lexifier language(s) as well as distinct local or colonial languages. This leads to a situation that is rich in variation within the creole language and in code-switching between the creole and other languages. A03 will specifically target the question of whether register-sensitive “expressive” word-order patterns in Czech and Russian provide evidence for variation within a single grammar or the co-existence of distinct grammars. An important part of project A04 will be exploring ways in which the various logical options for modeling grammatical variation can be implemented in the framework of Head-Driven Phrase Structure Grammar, and investigating to what extent register-related phenomena might provide evidence for the various approaches. A06 will explore this question from the angle of how to integrate cross-linguistic variation in register phenomena with language-specific register variation.

2.4.2 Area B: Register and change

The focus of Area B of the proposed CRC Register is the relationship between register and language change. Here again, the perspective of the language-user’s knowledge provides a novel direction for considering register phenomena. Since languages differ not only in the specific linguistic phenomena that are sensitive to register, but also in the inventory of register distinctions they make, we must recognize an important place for change in any complete model of register. Registers themselves emerge and change diachronically, and there is also reason to think that register variation can play a causal role in changes to other aspects of a language. The central research question for the projects in Area B will thus be:

QB: How is register knowledge established and diffused in language change?
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By virtue of the central role played by data from historical languages, which by definition have no living native speakers, the research here will be based primarily on corpora of historical texts. The focus will be on how the function and formality of (the sub-part of) the text (B01, B02, B03, B04, B05), topic (B02, B04, B05), target audience (B02, B03), attempts to render the speech of others in written form (B01, B03, B04), and register-related interactions with other written languages (B01, B02, B04, B05) interact with syntax (B01, B02, B03, B04, B05), morphology (B01, B02, B03, B04, B05), lexical choice (B02, B03, B04, B05), and semantics (B01, B03, B05). Work from Area B will yield additional comparative data and generalizations to inform the projects in Area A and will serve as a testing ground for ideas coming from Area C, given the central role that the acquisition and use of register knowledge must play in register-related aspects of change. Area B will also have an important role in the methodological investigations of CRC Register. All of the B projects work with corpora of historical languages and thus have to confront the issue of only having indirect access to register knowledge, in addition to the standard difficulties of dealing with texts written in dead languages. They will thus participate heavily in and make crucial contributions to the development of tools and procedures for reconstructing register information on the basis of limited written texts, i.e. for pursuing QMi, as will be described in more detail in Section 2.5.

The relationship between register and language change will be addressed under three perspectives that can be considered both separately and in conjunction:

**QBi:** How do registers emerge? (B01, B02, B03, B04, B05, also A02, A06)

Focusing in part on the earliest written attestations of individual languages, the projects addressing this aspect will identify individual authors with a variety of preserved text types or larger single texts showing internal functional diversity. These will be treated as expressions of emerging register knowledge, implying that language users adapt to changes in their historical circumstances, resulting in new patterns of intra-individual variation. When this variation becomes conventionalized, we may speak of emergent registers. The central aim is to identify the features that characterize the emerging registers, properties that make them susceptible for register-specific use and the circumstances that facilitate the necessity of a new register. In large parts of Medieval and Early Modern Europe, for example, emergent registers have been strongly associated with Latin/vernacular bilingualism. Initially, this resulted in a situation where Latin represented the formal and the vernaculars the informal varieties. At a later stage, Latin was replaced by the vernacular as the main written language, but it continued to be of
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profound influence. For instance, Old Swedish copied the Latin system of relative pronouns that are inflected for gender, number, and case (Höder 2009). An additional factor in the emergence and spread of literacy was the religious nature of many of the early texts, which contributed to the divergence between formal written registers. Nevertheless, also within religious texts, several registers may be employed by the same author (narrative, argumentative, devotional, etc.). Highlighting the earliest stages of the appearance of specific registers in the vernacular can thus yield highly valuable insights into the accumulation of individual register knowledge over time.

QBii: How do established registers change over time? (B01, B02, B03, B04, B05)

From the perspective of language-user knowledge, we consider registers to be sets of conventional form-meaning pairings (cf. Koch 1997), used and re-used by individuals and thus subject to change over time. Accordingly, it is feasible to identify the types of change that can affect registers as well as the changes in circumstances that trigger these developments. Regarding the types of changes, a generalization is desirable on two levels: First, we aim to establish a typology of broad categories like register divergence, convergence, and alternation. Second, we must come to terms with the fact that an individual’s register competence includes both conscious and unconscious knowledge of features that identify a specific register (see also QCii below). It is therefore relevant to identify bundles of features with particular behaviors in register change: Which features prove to be stable and which are more volatile? Do core grammatical features behave differently from lexical ones? How do established registers reprocess language change that affects their core features in contrast to more peripheral features? Do core features undergo a “life cycle” of erosion and reinforcement? With respect to the driving forces of register change, one might also work towards a generalized typology of causes. Do register changes brought about by establishing new societal functional systems (law, higher education, sciences) differ from changes, say, by the emergence of new means of communication (manuscript > print, print > visual and audio, offline > online)? Methodologically, the typology of changes and the typology of causes can be addressed by comparing the structural and extra-linguistic features of exemplary historical registers. Interactions with Areas A and C will be critical for investigating these questions. Area A will be especially relevant for issues of how different types of linguistic features interact with register, and Area C for questions of conscious vs. unconscious knowledge of register.
The notion that register plays a role in language change is recognized in the variationist paradigm, in that varieties associated with certain speech styles may lead change, either “from below” or “from above”. Since in Labov’s work this contrast refers to the level of the language user’s awareness of their intra-individual variation, it naturally implies a focus on the speaker’s knowledge. We hypothesize that change from below is led by informal registers, while change from above is led by more formal registers, since the latter are associated with more attention paid by the speaker and hence more awareness. Naturally, informal language is rarely reflected in historical texts.\(^6\) One way of addressing this methodological limitation arises from Labov’s (2013) observation that the most vernacular form of speech is found in oral narrative of events of which the speaker has personal knowledge, most especially when these events revolve around three “universal centers of interest”: (i) death and danger of death (including violence, illness, etc.); (ii) sex (including marriage, affairs, etc.); (iii) moral indignation (blame, injustice, social norms etc.). This is of clear interest to diachronic linguistics. The implication of Labov’s findings is that discourse contexts relating to these centers of interest reflect a more vernacular register, and that their features may then spread through the community by ordinary linguistic diffusion. A prediction of this hypothesis is that new variants of a variable will have a higher concentration in discourse contexts that relate to the three centers of interest referred to above than elsewhere. Turning to change from above, we will study it mainly in the historical context of opening up vernacular European languages to registers previously reserved for prestige languages (e.g. Latin, French). In the process, the erstwhile vernacular languages acquired morphological alternatives, syntactic constructions, and vocabulary borrowed from the prestige languages. In some cases the register distribution of a novel construction may be able to serve as a diagnostic of whether it was initially a calque on a construction in a prestige language — and thus characteristic of highly formal, especially written registers — or a native innovation (and thus more widely distributed across registers (see Smith 2007: for relevant discussion on the origins of the English progressive). Our focus on register knowledge and competence will lead us to look at these phenomena from the point of view of the historical agents of these changes as well as their choices.

\(^6\)Increasingly, however, researchers are making efforts to search out and study instances of informal language recorded in specific text types, e.g. trial proceedings and collections of correspondence (Ágel & Hennig 2006a,b; Szczepaniak & Barteld 2016; Säily et al. 2017).
The projects that deal with these three historical facets of register knowledge will feed CRC Registers endeavor to create a generalized theory of register knowledge. The findings from the historical projects are furthermore expected to have interesting implications for established theoretical frameworks that have been developed to model language variation and change. Drawing on statistical methods proposed in, among others, Gries & Stefanowitsch (2004); Hilpert (2013), these projects aim to identify distributional differences and collostructional preferences that are salient for specific registers. A language user’s register knowledge may constrain the historical development of a language, so that accounts of one may imply predictions for the other. As already noted, Kroch’s Competing Grammars theory e.g. models the co-existence of distinct varieties in the same individual’s mind (Kroch 1989; et seq.). Yang (2000; et seq.), building on Kroch’s work, develops specific models of how inter- and intra-individual variation influence acquisition and thus effect change. According to Adger (2014), in contrast, change takes place where there is variability with respect to choices that one could make within a single grammar to realize a particular structure, rather than choices between distinct grammars. Construction Grammar models of grammatical change (e.g. Gries & Hilpert 2008; Hilpert 2013) assume that in multi-layered form-meaning pairings at various levels of abstraction some of the form-meaning associations change over time. They also assume that constructions are distinct entities in the speaker’s competence, as opposed to being merely analytical distinctions. Finally, the diasystematic approach of Höder (2012; et seq.) is based on the individual’s singular linguistic system, which can embed lectal variants of any construction. All of these models put the language user’s knowledge of variation — for register or otherwise — into sharp focus, along with how this knowledge is deployed to choose one of a series of candidate elements in a given context. Nonetheless, they make distinct predictions on points of detail, and thus an important focus of the work in Area B will be to tease them apart and test them on the historical data that will be examined. All of these approaches relate diachronic change to synchronic variation, for which the lessons learned from the projects in Area A will be indispensable. In this regard, the cross-linguistic perspective (e.g. in A06) will lead to interesting generalizations. The identification of linguistic variables that are cross-linguistically tied to register variation could hint towards typologically frequent patterns and trajectories of grammatical change. And of course any conclusions we draw about how knowledge of variation is structured must be critically examined based on the acquisition and processing evidence from Area C.
2.4.3 Area C: Register and cognition

This area of CRC Register is concerned with the role that register knowledge plays in the acquisition and processing of linguistic knowledge as a whole. The central research question for the projects in this area is:

QC: How is register knowledge acquired, represented and accessed?

Specifically, we will use different experimental designs and corpus evidence to study how registers are acquired and processed by kindergarten and school children (C01, C03), young adults (C03, C04, C05), and learners of a foreign language (C04), targeting the role of formality (C01, C03, C04), topic (C05), mode (C04, C05), or the interlocutor in production (C02, C05, C06) and perception (C02, C03, C06). We will study register effects in phonetics (C02, C06), the lexicon (C01, C02, C03, C04, C05, C06), and grammar (C01, C02, C03, C04, C05, C06). The hypotheses tested in Area C will be informed by theoretical considerations connected to those in Area A, and the results from Area C will feed into the models in Area A and will shed light on the mechanisms of language change in Area B.

We can break down QC in terms of three more specific questions:

QCi: How do situational parameters influence register features in production, perception, and acquisition? (C01,C02, C03, C05, C06, also A06)

As stated above, we assume a broad definition of situational and functional influences on register knowledge, evidenced here by linguistic behavior. This means that we will have to test whether and how specific situational parameters influence production and perception. Some of the projects in Area C will do this in a fairly direct fashion, using experimentally set-up elicitations, which will subsequently be stored as spoken corpora and analyzed using corpus-analysis techniques as well as (phonetic) measurements (C02, C06). These projects will investigate linguistic behavior on all levels in situations that vary only in one parameter. The parameters that will be experimentally varied here are formality (expressed by clothing style and appearance, another social index, C02) and the linguistic background of the interlocutor (C06). Using different experimental techniques, project C03 will examine how both situational-functional variation and register knowledge impact language comprehension. We examine the effects of visual and linguistic register-inducing context on register-related mental representations in language comprehension using eye-tracking and event-related brain potentials. The theoretical goal of C03 is to enrich an existing processing
account of language with suitable representations to accommodate such register-related context effects including intra-individual variation and variation across the lifespan. In a similar vein, project C05 investigates the effects of social role and informational needs of the addressee as tenor-related situational variables on the probabilistic configuration of linguistic choices in written explanations of grammatical issues produced by students enrolled in primary teacher programs.

**QCii:** How is register knowledge acquired? What is the role of linguistic experience and awareness? (C01, C04, C05, C06)

Three projects in Area C deal with different aspects of the acquisition of register knowledge (C01, C04, C05). We assume that insights into the acquisition of register will help us understand what kinds of knowledge are necessary, which role the input plays, and which aspects of register knowledge are explicitly accessible. It has long been established that even very young children are able to distinguish between registers based on the social role of participants in familiar situations (Andersen 1986; O’Neill 1996; Wagner et al. 2010; 2014; Abbot-Smith et al. 2016). Project C01 will study the early acquisition of register phenomena in three different languages (monolingual German and bilingual Japanese- and Russian-German) with a focus on formality and politeness, and looking at register awareness in addition to the implicit, purely experience-based acquisition of register knowledge. The growth of linguistic awareness is associated with the development of cognitive academic linguistic proficiency (Cummins 2008). During school, children and adolescents undergo processes of enregisterment, wiring together novel situation types and appropriate linguistic behavior, which ensure participation in more sophisticated scientific and socio-cultural discourses. Project C05 will study the development of languages for specific purposes in university students. The project targets the effects of register-determining factors acquired earlier (social status, informational needs) or later (literacy, educational contexts) on the linguistic flexibility of young adults as a vocationally relevant communicative skill (Abbot-Smith et al. 2016; Alamillo et al. 2013; Jisa 2004; Kaplan & Berman 2015) and will investigate how salient, deliberately used linguistic features interact with less salient, implicit elements of register knowledge in the acquisition and use of scientific languages (cf. Biber 2006; Bhatia et al. 2011; Feilke 2012). C05 expands the common model of situational features by including further speaker-specific variables such as personal traits and motivation in order to distinguish the effect of instructed acquisition of scientific registers on linguistic flexibility from other individual properties influencing goal-directed behavior. In a final acquisition project (C04), we will study register knowledge
in late L2-learners — language users who have register knowledge in their first language but cannot have the same amount and type of linguistic input in their L2 that native speakers have. It has been hypothesized that learners make fewer register distinctions than native speakers (Gilquin & Paquot 2008; Deshors 2015), but there are not enough studies to show under which circumstances this holds and whether there might be registers that are more easily acquired than others. Closely related to the study of implicit and explicit acquisition of register knowledge and salience of register features is the question of whether speakers modify their linguistic behaviour automatically or how much awareness and control they have over subtle register differences in production. This will be investigated in C06 using an experimental paradigm in which speakers are distracted with additional memory tasks. A related question has been what mental representations are implicated in bi- and mono-lingual language processing (see Alexiadou & Lohndal 2016; 2018) and across languages (e.g. Yatsushiro et al. 2017). Regarding acquisition, the debate has centered on how children acquire and process knowledge of their language (e.g. Gleitman 1990; Pinker 1984; Tomasello 1992; Knoeferle 2015; Özge et al. 2016 for a review).

QCiii: How are register differences perceived? (C02, C03, C06, also A02)

Most existing register studies as well as most studies in CRC Register look at language production. But language production can only be understood if comprehension is also understood — acquisition (and salience) crucially rely on linguistic experience and its interpretation. This phase of the CRC therefore includes four projects that study register comprehension (we hope to include more comprehension studies in the following phases). The time is ripe for such studies because research on language acquisition, use, and processing has — much like linguistic theory — focused its efforts on phonetic, phonological, morphological, syntactic, semantic and pragmatic knowledge of standard language varieties and has come to understand that ‘standard’ varieties only cover a small part of linguistic behavior.

Experiments on standard language have, for example, shown that discourse context rapidly modulates language comprehension (Altmann & Steedman 1988; Kaiser & Trueswell 2004; van Berkum et al. 1999; Spivey & Tanenhaus 1998). The debate about context influences has, for a long time, centered on assessing whether discourse and referential context modulates initial parsing decisions (Frazier & Fodor 1978; Friederici 2002; Garnsey et al. 1997; McRae et al. 1998; Tanenhaus et al. 1995; Spivey et al. 2002; Trueswell & Tanenhaus 1994). Ensuing
research has tested context effects in standard language further, and has corroborated rapid context effects on language perception and processing (e.g. Knoeferle & Guerra 2016; Huettig et al. 2011). In brief, linguistic, world, and immediate-situation-based knowledge all rapidly modulate standard language processing. EEG and eye-tracking studies have added to this state of the art by revealing more about the nature of these situation-sensitive processes (Amsel 2011; Anderson et al. 2011; Holler et al. 2009; Kelly et al. 2015; Knoeferle et al. 2008; Mishra et al. 2012). Project C06 will explicitly test whether register shift that aims at enhancing and simplifying speech does indeed improve intelligibility for addresses of varying levels of non-native listeners.

The insights into standard language processing mechanisms and associated context effects offer a solid baseline for examining situation-specific register comprehension (e.g. comprehension of language register in a formal vs. informal situation). Research in Area C exploits empirical and experimental methods to address QCiii since these have proven successful for investigating real-time language processing, language use, and acquisition, not only in purely linguistic and visual contexts but also in socially situated contexts (Van Berkum et al. 2008; Carminati & Knoeferle 2013; Staum Casasanto 2008). Using a range of empirical measures, C03 examines the processing of situation-register congruence and compares this to the processing of congruence between language and grammatical knowledge. A02, C02 and C06 also address register comprehension in parts of their projects.

2.5 Methodologies

As register variation can only be observed and studied in language use, all of the projects in CRC Register will use experimental or corpus-based methods, and — with the assistance of the INF project — we will share and combine methods as much as possible (as has been advocated in many recent articles, see e.g. Wulff 2010; Gilquin & Gries 2009 or the chapters in Krug & Schlüter 2013). In the following we will briefly describe the main methods we will be using, outlining the potential benefits and possible challenges. We will then turn to a discussion of some of the particular methodological challenges raised by work on register and how we intend to meet them, not just by adopting existing tools, but also by extending them and developing and testing new ones, such that the methodology of the study of register will be an active area of research itself. The methods that we adopt are not independent of each other, and we will try to use common methods for storage and analysis wherever this may be useful.
**Corpus studies.** Several projects will make use of written or spoken corpus data (sometimes with videos) — some will analyze existing corpora (A01, A03, A04, A05, A06 all Area B projects, C01 and C04), often adding supplemental annotations, and some will (additionally) collect corpus data (A02, A06, C05, C06). For example, A02 will acquire audio-visual corpus data by observing the linguistic behaviour of a small number of speakers in different settings, like in public speeches and private conversations of different nature. In addition to careful qualitative and mono-variate investigations of single variables, we will carry out multidimensional studies (cf. e.g. Biber & Conrad 2009; Neumann 2014) where several linguistic variables will be analyzed to find co-occurring features, which then will be interpreted with regard to register. These studies will help us understand how situational and functional properties influence the different linguistic levels. We will evaluate the data using multivariate studies and mixed-effect models (Gries 2015; Szmrecsanyi 2013, see also Ruette & Speelman 2012), where different extra-linguistic variables are aggregated and interpreted with regard to their influence on a given linguistic variable (see INF and A04 for discussion). A06 will also use Bayesian Network Modeling.

Corpora based on spontaneous, naturally occurring speech and writing can provide a large volume of useful data and give crucial insights into the combination of register features and factors that influence production in authentic settings. An important complication, however, is that it is often not possible, especially with pre-existing resources, to exclude or even identify and control for additional confounding factors. For this reason, corpus analysis is best complemented by data collected in more controlled settings, as we will now describe.

**Fieldwork, sociolinguistic interviews, and controlled collection of (spoken) data.** Some projects will conduct sociolinguistic interviews in the Labovian sense or experimentally based collections of spoken/video data. An example for such structured data collection is C06: A participant will interact with two previously instructed interlocutors (foils) in a diapix setting (i.e. a "spot the difference" task) in order to discover the differences in production triggered by one specific difference of the interlocutor (their L1 in this case). (Parts of) these interviews will be transcribed and stored, annotated and analyzed as corpora. Phonetic features of these interviews will be analyzed using PRAAT or similar programs. In contrast, C05 uses the same task and varies the level of three situational variables, thus eliciting spoken and written data structured accordingly to the factorial design. As a third example, A02 will work with a selected group of speakers that presumably have above-average experience with register variation, namely actors.
It will make use of storyboards that are not focused on the truth-conditional content of a story but on the way that different characters would act in the story or tell parts of the story. Using such data collection methods, we will be able to target specific situational and functional differences while keeping other parameters stable. With these techniques one can find out whether a given situational parameter has an influence on production and which specific influence it triggers. But even in fairly structured collections, there will be many influencing factors that are beyond our control (e.g. even if we try to keep properties such as gender, age, background, etc. stable, the interlocutors in the C06 experiment will differ in many ways besides their L1). In order to get a complete picture, these findings will have to be supplemented by even more controlled production data and, crucially, also perception data.

**Experimental techniques.** The projects in CRC *Register* will thus also employ a range of experimental methods. Several projects will collect judgments using the matched guise technique, following Lambert et al. (1960) (A03, A05, A06, C01). The term matched guise technique refers to a setup where two target stimuli are presented in otherwise identical settings, and participants judge the stimuli on one or several relevant scalar qualities such as formality, politeness, intelligence and many others. This tightly controlled setup has made it possible to discover many interesting and subtle influences. But to uncover a classification of register phenomena that can be mapped to other competence phenomena and to verify theoretical accounts of register knowledge, we will need to make use of the full array of modern phonetic and psycholinguistic methodology, in addition to careful and controlled corpus analysis. Acceptability, intelligibility and assessment studies (using e.g. semantic differentials) and forced choice experiments such as IATs (Implicit Association Tasks) will be conducted in a number of projects (e.g. A03, A04, A06, C02, C06) in order to explore the register sensitivity of specific linguistic phenomena and to validate register features or functional and situational conditions in general. These experiments will take situational and linguistic contexts into account which have been singled out in previous corpus-linguistic analyses and/or matched guise tests. Furthermore, reaction time studies can clarify interpretive preferences in cases of ambiguity introduced by register phenomena (e.g. the metaphoric versus literal interpretation of *sauer* in our paradigm example, cf. Glucksberg 2003) (C03), and studies using EEG and eye-tracking can investigate similarities and differences between register processing and the processing of syntactic and semantic structure (C03).

Moreover, to delineate register flexibility from more general cognitive and social skills we need a better understanding of the interaction between situa-
tional factors and properties of language users such as personal traits, language knowledge, age, attitudes or achievement motivation that are expected to influence intra-individual linguistic variation (Adli 2004; Mercer et al. 2012; Kaplan & Berman 2015). As factors influencing goal-directed behavior, they bear directly on the strategic aspects of register variation that range from social indexing and identity construction to audience design. A better understanding and control of their influence on speakers’ propensity for situationally optimised language is an important aspect in the currently proposed experimental approaches to the development of specialised linguistic repertoires, metalinguistic awareness and linguistic flexibility as constitutive elements of register knowledge (C05). The age and language knowledge of the language user are also relevant in C01 which looks at register behavior of mono- and bilingual children and C03 which considers L2 and age. This aspect will be even further emphasized in Phase 2 of CRC Register.

As noted above, the study of register is associated with several particular methodological challenges which have only partially been touched on by previous work. Thus we see it as important that CRC Register not simply adopt existing methodologies as a means to pursuing its theoretical research goals, but additionally extend existing tools and develop new ones. That is, the methodology for investigating register will be an area of active research itself, where we expect to achieve important advancements for the field, pursuing dedicated methodological research questions, as we will briefly lay out here. One central question, in particular for the several projects working with corpora, is the following:

QMi: How do we reconstruct intra-individual register variation on the basis of textual and experimental data?

As laid out in detail in the discussion of the first core issue in Section 2.3 above, CRC Register sees register variation as a type of intra-individual variation, which however bears a special relationship to inter-individual variation. That is, the patterns of register variation are shared across the language users of a community, such that it is a type of intra-individual variation that is more or less consistent inter-individually. The focus on intra-individual variation presents serious methodological challenges to any study based on a (limited) collection of texts. This is because it implies restrictions on the quantity and thematic breadth of text available from any given individual, especially in the case of the historical projects, to the point that we may have only one text from many or even most of the individuals whose output is contained in the corpus. This means that we
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will in fact have very little data on true intra-individual variation of the relevant type.

A fairly direct way to deal with this issue is to focus on longer texts which are subdivided by purpose or other situational parameters (or multiple, situationally distinct texts) by single speakers. This allows a very fine-grained analysis of true intra-speaker variation and will thus be pursued by several projects (e.g. B01, B02, B03, B04, B05 but also partly A01, A02, and similarly for structured data collections in the same vein see C02, C04, C06). That strategy is, however, limited in its applicability by the availability of such longer, register-diverse texts. To supplement it, we must thus (additionally) rely on collections of texts which differ in situational-functional parameters, but were written by several different authors. At a basic level, such data of course only provide direct evidence only for inter-speaker variation. Nonetheless, careful analysis of such collections of texts, supported by appropriate statistical methods, can yield at least indirect evidence for intra-speaker variation, precisely because register variation is individually consistent. That is, we can often infer intra-individual variation of the relevant kind by comparing stretches of text reflecting distinct situational contexts even if they were written by different individuals. However, these inferences must be drawn carefully and subjected to sanity checks based on comparisons with those cases where we do have multiple types of text from a single author.

An even more basic methodological challenge shared by all of the projects in CRC Register that rely (at least in part) on existing text (corpora) is the question of how we can identify register distinctions, i.e. the situational and functional settings that steer the type of variation we are interested in, within the naturally occurring language recorded in texts. In experimental settings one can directly manipulate and document the context within which linguistic behavior occurs, but this is not the case with text that is produced for independent purposes and then collected and catalogued by the researcher. Depending on the circumstances, a certain amount of information may be available about the situation in which and for which the text was produced, but this information will always be limited to a greater or lesser extent. The problem is especially acute for the projects concerned with data on historical languages, since we generally have less information about the circumstances surrounding the creation of text the older it is, but the issue arises in principle even for carefully documented contemporary text. These issues are of course significantly mitigated when corpora are available that have been constructed and annotated with register explicitly in mind, e.g. the ARCHER and CORE corpora (see project B01), RuMorS (Morfologičeskij standart), Russian National Corpus, Czech National Corpus (see
project A03) as well as the RUEG corpus, once it is available, and so the projects of CRC Register will make use of such corpora wherever possible (see e.g. the discussion of the use of the different English historical corpora in B01).

However, in many cases, we must rely (additionally) on corpora that are not annotated for register. Even with those that are, we cannot simply take that information for granted and uncritically adopt the understanding of register that it is built on. After all, our overall goal in CRC Register is to advance the state of the art in the field’s understanding of register and specifically register knowledge, which means re-examining existing models and methodologies at every step. Among other things, we must develop tools for identifying register categories for arbitrary texts, apply these to the corpora that lack register information and compare them to the results for the corpora that already include annotation of register. This should rely on a combination of text-external and text-internal types of information. As one starting point, e.g. we can take text genres as an approximate stand-in for register, but we must develop more sophisticated procedures that go beyond this. One the one hand, we know that the register adopted can shift, sometimes multiple times, within a single text, and on the other hand, in some cases there may well be multiple text genres that use the same register.

Again, these various issues associated with QMi represent general methodological challenges for CRC Register, and an important part of the work across projects in phase 1 will be to develop and test further methods for extracting useful information about register-sensitive intra-individual variation from corpora and from existing texts in general. This will thus be an important point of collaboration and interaction for all projects that rely on corpus data, and will also be the topic of the workshop “Data-driven analysis of registers (MDA and beyond)”, to be organized by A04 in collaboration with A01, A03, B01, and INF. While this is an issue where we hope to come up with important novel ideas in the course of our research, at this point we can already briefly discuss three strategies that will be employed wherever possible: (a) hypothesis-led corpus construction, (b) text-internal segmentation with explicit annotation of the different registers in a single text, and (c) the combination of corpus-based methods with experimental methods.

As noted above, a number of the projects (A02, A06, C02, C05, C06) will collect novel corpus data, and this will allow them to make use of hypothesis-led corpus construction. Under this approach, only one parameter — the parameter of interest — is explicitly varied (the fact that there may or will be other parameters which vary in a non-controlled way of course cannot be ignored). In some cases, e.g. the same speakers are asked to produce different text types (similar to
what Wiese 2020 suggests). A06 systematically implements intra-speaker variation in this way by collecting production and perception data (several registers) with same speakers. In other cases, the same speaker is asked to produce the same type of text or perform the same task while the interlocutor is varied in a minimal way. In C02, the interlocutor is actually the same person but with different clothing that implies a distinct social standing and level of formality. In C06, two interlocutors are used, one a native speaker of German and the other an advanced learner of German as a Foreign Language.

In the cases where we work with existing corpora that have not already been (sufficiently) annotated for register, we will undertake a text-internal segmentation, i.e. we will identify and annotate distinct registers within a single text. Since the individual text in such cases typically was produced by a single author for a single audience, the parameter which can shift within the text and thus is to be investigated will be the purpose or goal. Text-internal categorization of this kind can be done using explicit structuring criteria such as headers or specific parts of an interview, as presented in Labov’s sociolinguistic interviews (Labov 1984) or shown in the discussion of the different sections in academic research articles (Biber & Conrad 2009) or the chapters in Otfrid’s Evangeliennjournal (Schnelle 2018). Sometimes the relevant or interesting segments are more difficult to detect and occur within a stretch of text that is not explicitly marked off. Examples are the “narrative” (where the preacher retells a biblical story) and the adhortative (where the preacher addresses the audience with advice on how to live) parts of a sermon (cf. Hirschmann et al. 2012). In CRC Register, this would pertain to sermons (A01), stretches of rendered speech within narratives (B01, A06), early Romance epics (B05) and learner essays (C04). Such text-internal classification presents challenges and there will be segments where the appropriate division into distinct registers is not immediately clear. In these cases, we will have to define independent criteria for segmentation which, in turn, will have to be evaluated and documented. All projects that use text-internal segmentation will cooperate on this methodology, jointly developing improved procedures for the task. It will be especially important for the projects in Area B, as it is not possible with historical languages to collect new hypothesis-led corpus data or to use experimental techniques, due to the lack of living native speakers.

Finally, in accordance with recent developments (Gilquin & Gries 2009; Arppe & Järvikivi 2007), we will combine methods wherever possible (A03, A04, A06, C01, C06). Existing corpus data can be used to explore, understand and preliminarily model a phenomenon which makes it possible to formulate specific hypotheses that can then be tested by experimental methods and by the hypothesis-led construction of new corpora.
In addition to challenges when studying register phenomena in a (limited) collection of texts, we also expect methodological challenges in controlled experiments examining register effects. A first challenge is that register effects may be subtle. It is unclear whether the status of this sort of knowledge (and the mechanisms implicated in its acquisition and language use) is similar to standard lexical-semantic, syntactic, and pragmatic knowledge. For the latter aspects of linguistic knowledge we know robust effects emerge (e.g. reading *Die Vater* ‘the.fem father’ is immediately perceived as incorrect). The flexibility of language use may be greater regarding register than, for instance, regarding grammatical phenomena or truth-conditional meaning. If so, we may see less robust register-related language use compared with the application of our standard knowledge of grammar and meaning. More variability presents challenges for statistical analyses. We embrace this challenge by conducting power analyses (based on pilot data) to assess the appropriate sample size given the register phenomena under investigation. We also use, for example, linear mixed effects models and minF statistics to accommodate variability by participants and by stimuli within one analysis (see also INF).

Different presentation formats can further provide insight into similarities of register and standard language processing. For standard grammatical and semantic knowledge we know that even when people face variable input (e.g. a grammatical sentence followed by ungrammatical input), they immediately respond to it overtly (e.g. when judging sentence acceptability) and covertly (e.g. in their eye movements and brain responses). We do not yet know whether such robust responses occur for register variants that may or may not fit situational-functional constraints. We address this, for instance, by presenting stimuli once in a single block (e.g. formal situations only) and once interleaved (formal and informal situation, see C03 for an example). Blocked compared with interleaved presentation of language variety can contribute to assessing the robustness and similarity of register processing compared with standard language processing.

Another way of assessing the status and variability of register competence relative to standard linguistic knowledge is to employ tasks and stimulus manipulations for which we already know what to expect for standard competence. Participants’ responses to text or speech that draws on their standard linguistic competence can then be systematically compared to how they respond when they perceive or produce register variants. Among the tasks that the projects employ are truth-value judgements/sentence verification, sentence repetition, story elicitation, picture completion, and felicity judgement tasks (see A03, A04 and the Area C projects).
A further challenge that we meet is control over random variability in corpora. As noted above, corpus data based on naturally occurring production is never as clean as lab-produced experimental data. We will thus rely on field and laboratory experimentation to complement the important insights from the analyses of corpora. In-lab experiments using behavioral tasks and collecting behavioral and neuroscientific data can control variability. For instance, in C03, we create stimuli that vary in formality and assess situation-formality effects on the ensuing comprehension of standard language and register variant. C01, as another example, examines in a controlled setting the extent to which mechanisms implicated in the acquisition of register competence are shared or not and examines — in a controlled setting — the contribution of linguistic experience to this process.

**QMii:** What are the register specific statistical features of (corpus) data? Which methods are most appropriate to analyze them and what does this tell us about the nature of register? Can and should those methods be enhanced and expanded?

At the outset, we plan to use statistical methods that are long established in register studies (such as Biber’s multidimensional analysis), apply them to new data, compare results between languages and corpora and, most importantly, address their limitations (e.g. A01, A03, A04, B02, B03, C04, C05, C06). As noted above, in several projects this will crucially include cross-checking the results provided by these initial statistical analyses by the targeted application of experiental methods. A03 e.g. will confront the factors initially identified in a Biber-style MDA analysis with judgments from a matched-guise study.

From there, we will move on to explore novel methods for identifying and analyzing register based on sophisticated statistics. Crucially, CRC *Register* brings together researchers with proven skills and experience in the advanced statistical modeling of language data, and we will use this expertise to adapt and combine statistical methods in novel ways for use in the study of register phenomena. This major methodological focus will help us overcome limitations inherent in established approaches. In this context it is important to keep in mind that even Biber’s MDA, one of the best-known data-intensive approaches in register research, is based on a standard statistical procedure (factor analysis), which is applied to language data in a specific way, followed by careful linguistic interpretation. CRC *Register* plans to make use of more recent and more sophisticated statistical approaches and to explore ways in which they can most profitably be applied in the specific context of register studies.
For instance, project A04 plans to use Latent Dirichlet Allocation (Bayesian generative modeling), which offers a way to uncover hidden variables controlling the language generation process. The method, first used in genome analysis, is applicable to many kinds of data and has become popular in the Digital Humanities for analyzing the topical structure of large collections of documents. In the context of register research, the hidden variables are not text topics but registers, and the observed variables are not only words, but linguistic information of all kinds, including typical Biber features and POS-ngrams. Applying such LDA techniques in the field of register studies is both promising and highly innovative. The methodological contribution includes the proof of concept, an assessment of which and how many linguistic features are necessary to obtain stable results, exploration of a number of important parameter settings, as well as an evaluation of the induced registers in terms of cognitive plausibility. The latter question will be tackled using psycholinguistic experiments.

The INF project will make central contributions to addressing QMii and will coordinate and facilitate work related to it in the various individual projects and communication about relevant results, issues and best practices across the CRC. See the INF project description for further discussion of relevant issues.

3 Conclusion

With this extract from the CRC 1412 frame text, we gave an extensive overview of the literature on register research and provided our own take on register with regards to the issue of register knowledge and its relation to situational-functional aspects of language. This paper highlights several research strands for register in linguistics, in particular the three research areas with the relation between register and a) grammar explored in Area A, b) historical aspects researched in Area B and c) cognition assessed in Area C. We further mapped out a series of open questions that have yet to be answered and posited hypotheses to be tested in the course of the CRC.
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## Appendix

<table>
<thead>
<tr>
<th>Project Title</th>
<th>Research area</th>
<th>Project leader (institute)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Area A: Register and grammar</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A01 Metaphor and metonymy as register phenomena</td>
<td>Semantics, pragmatics</td>
<td>Markus Egg (IAA)</td>
</tr>
<tr>
<td>A02 Speaker’s choices in a creole context: Bislama and Morisien</td>
<td>Creole linguistics, syntax, morphology</td>
<td>Manfred Krifka (ZAS)</td>
</tr>
<tr>
<td>A03 “Expressive” dislocation and register in Czech vs. Russian</td>
<td>Syntax, corpus linguistics</td>
<td>Roland Meyer, Luka Szucsich (IS)</td>
</tr>
<tr>
<td>A04 Situated syntax: Exploring and modeling syntactic register variation in German</td>
<td>Bayesian modeling, constraint-based syntax</td>
<td>Stefan Müller (IdSL)</td>
</tr>
<tr>
<td>A05 Modeling meaning-driven register variation</td>
<td>Formal &amp; experimental semantics, game-theoretic pragmatics</td>
<td>Uli Sauerland, Stephanie Solt (ZAS)</td>
</tr>
<tr>
<td>A06 Disentangling cross-linguistic and language-specific aspects of register</td>
<td>Syntactic variation</td>
<td>Elisabeth Verhoeven (IdSL), Aria Adli (RS)</td>
</tr>
<tr>
<td><strong>Area B: Register and change</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B01 Register and the development of periphrasis in the history of English</td>
<td>Historical morphosyntax</td>
<td>Artemis Alexiadou (IAA), Thomas McFadden (ZAS)</td>
</tr>
<tr>
<td>B02 Emergence and change of registers: The case of Lithuanian and Latvian</td>
<td>Baltic linguistics, syntax, lexicon</td>
<td>Anna Helene Feulner, Wolfgang Hock (IdSL)</td>
</tr>
<tr>
<td>B03 Register knowledge in Ancient Egypt</td>
<td>Ancient Egyptian language, diachronic grammar</td>
<td>Frank Kammerzell, Silvia Kutschler (IA)</td>
</tr>
<tr>
<td>B04 Register emergence and register change in Germanic</td>
<td>Historical morphosyntax, historical lexical semantics</td>
<td>Muriel Norde (NI), Karin Donhauser (IdSL), Lars Erik Zeige (IdSL)</td>
</tr>
<tr>
<td>B05 Register choice as a key to early stages of language change</td>
<td>Historical syntax, language variation and change</td>
<td>Richard Waltneriet, Anne Wolfgruber (IfR)</td>
</tr>
<tr>
<td><strong>Area C: Register and cognition</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C01 Register through the prism of mono- and multilingual acquisition</td>
<td>Language acquisition</td>
<td>Natalia Gagarina (ZAS)</td>
</tr>
</tbody>
</table>
### C02 Variation in situated interaction
Sociophonetics, sociolinguistics, multimodality, language attitudes
Stefanie Jannedy (ZAS)

### C03 Situation-register congruence meets morphosyntax and verb-argument violations: Real-time and post-sentence comprehension
Psycholinguistics, neurolinguistics, morphosyntax
Pia Knoeferle, Katja Maquate (IdSL)

### C04 Register knowledge in advanced learner language
Second language acquisition, corpus linguistics
Anke Lüdeling (IdSL)

### C05 Development of specialized knowledge in linguistics and register flexibility in early adulthood
Language acquisition, languages for specific purposes
Beate Lütke (IdSL)

### C06 Non-native addressee register
Phonetics, phonology, morphology, syntax, corpus linguistics
Christine Mooshammer, Anke Lüdeling (IdSL)

---

#### Central projects

| MGK | Integrated Graduate School | Uli Sauerland (ZAS), Richard Waltereit (IfR) |
| INF | Data management and statistical analysis | Corpus linguistics, statistics, modeling, service | Malte Dreyer (CMS), Thomas Krause (IdSL), Anke Lüdeling (IdSL) |
| Z   | Central services            | Anke Lüdeling (IdSL), Artemis Alexiadou (IAA) |

---

**Table 2:** Overview project groups and projects at the time of the proposal.\(^7\)

---

\(^7\)The project list has changed since the proposal. For a current list of projects, see https://sfb1412.hu-berlin.de/