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Abstract

This paper applies a non- and a semiparametric copula-based approach to analyze the first-order autocorrelation of returns in high frequency financial time series. Using the EUREX D3047 tick data from the German stock index, it can be shown that the temporal dependence structure of price movements is not always negatively correlated as assumed in the stylized facts in the finance literature. Depending on the sampling frequency, the estimated copulas exhibit some kind of overreaction phenomena and multiple tail dependence, revealing patterns similar to the compass rose.
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1 Introduction

The literature on financial econometrics and quantitative finance has been used to focus on the stochastic process of daily prices or returns on assets and their volatility. With the increased availability of ultra-high-frequency orderbook data in the last few years, researchers have now become interested in the price process and its realized volatility at transaction level (see, for example, Andersen, Bollerslev, and Meddahi (2005) and Russell and Engle (2005)).

However, one stylized fact that needs more accurate re-investigation concerns the negative first-order autocorrelation of returns, often observed in studies on financial time series of assets (Dacorogna, Gençay, Müller, B., and V. (2001)). According to the transaction model of Roll (1984) for stock markets, this negative autocorrelation is caused by the so-called bid-ask-bounce. Indeed, Goodhart (1991) have found empirical evidence for the existence of negative first-order correlation of returns. Bollerslev and Domowitz (1993), for example, describe this phenomena as an outcome of market makers skewing the spread into particular direction when they have order imbalances.

In fact, most former studies in this field only applied the common autocorrelation coefficient that can only measure the “aggregated” linear dependence and, thus, simply neglects other (possibly important) side-effects. Other attempts to discover nonlinearities in financial data are the so-called phase portraits, often used in dynamical systems in physical sciences to detect chaotic phenomena (Szpiro (1998)). In its simplest version, it represents a scatterplot, in which a time series is plotted against its lagged values (for a overview, see Wöhrmann (2005)). In contrast, this paper applies a flexible copula-based approach, a more general modeling method, for describing the returns of high-frequency EUREX tick data. For a better understanding of the dynamic behavior of the stochastic process, the main objective is to study the temporal dependence structure of price movements with non- and semiparametric copulas in order to account for nonlinear and partial relationships as well.

Since time series generally can be seen as a drawing from a multivariate distribution, one may split this distribution into two components: (a) the marginal distributions and (b) the dependence structure determined by the copula. In this paper, the methodology focuses on the univariate stationary return process, in which the copulas control the temporal dependence of the time series, whereby the unconditional distributions are left unspecified, allowing all kinds of possible margins. In the first step, nonparametric copulas are applied to detect the first order temporal dependence of the data exploratively. In contrast to the compass rose approach, semiparametric cop-
ulas are estimated in the second step, not to measure the “quality” of the dependence pattern (Wang and Wang (2002)), but to quantify the different relationships of the consecutive returns, which is a matter of particular interest to economists. With these features at hand, this approach is able to capture more general nonlinear (and also partial) dependence of the stochastic process.

Finally, it is to emphasize that the effect of sampling frequency of financial time series data was often not taken into account (see Cai, Hudson, and Keasey (2003)). Regarding the results of Aït-Sahalia and Mykland (2003), this paper does not only investigates the original data observed at the 1 second interval, but also considers the return process at different aggregation levels in order to reveal possible effects of market microstructure noise.

The outline of this paper is structured as follows: In Section 2, the copula approach will be introduced. Section 3 describes the model estimation. In Section 4, the data and results are presented. Section 5 concludes.

## 2 The Copula Approach

Most existing papers in the finance literature using copulas are often interested in modeling the contemporaneous dependence between two or more several random variables (Fermanian and Scaillet (2005)). In contrast, this paper will focus on modeling the temporal dependence structure of a time series \( \{X_i\}_{i=1}^N \) via copulas (see Chen and Fan (2006a), Chen and Fan (2006b) and Patton (2006)).

A copula is a multivariate distribution, whose marginal distributions are uniform on the interval \((0, 1)\). The momentousness of copulas in modeling multivariate distributions has been stated in the famous theorem by Sklar (1959). Since this study is interested in the first-order autocorrelation of price differences, we only pay attention to the bivariate case. This section first briefly reviews the general copula theory and then extends this concept to the time series context. (For a comprehensive survey of the theory of copulas, the reader is referred to the textbooks of Joe (1997), Mari and Kotz (2001) and Nelsen (1990)).

Consider two random variables \( X \) and \( Y \) with continuous univariate distribution functions \( F_X(x) = P(X \leq x) \) and \( F_Y(y) = P(Y \leq y) \) and their joint distribution function \( F_{X,Y}(x, y) = P(X \leq x, Y \leq y) \). Sklar’s theorem states that there exists a function called copula \( C \) that connects the univariate distributions \( F_X \) and \( F_Y \) to a bivariate distribution function.

**Theorem** Let \( X \) and \( Y \) be random variables with marginal distribution functions \( F_X \) and \( F_Y \), and joint distribution function \( F_{X,Y} \). Then there exists
A bivariate copula \( C : [0, 1]^2 \to [0, 1] \) such that for all \( x, y \) in \( \mathbb{R} \cup \{-\infty, +\infty\} \)

\[
F_{X,Y} (x, y) = C (F_X (x), F_Y (y)) .
\]  

(1)

If the margins \( F_X \) and \( F_Y \) are continuous, then \( C \) is unique. Conversely, if \( C \) is a copula and \( F_X \) and \( F_Y \) are distribution functions, then the function \( F_{X,Y} \) defined in (1) is a joint distribution function with margins \( F_X \) and \( F_Y \).

In case of continuous bivariate distributions, Sklar’s theorem shows that the univariate margins can be separated from the copula which completely defines the dependence structure between them. In other words, the random variables \( X \) and \( Y \) have a copula \( C \) given by (1).

**Corollary** Let \( F_{X,Y} \) be a bivariate distribution function with continuous margins \( F_X \) and \( F_Y \) and copula \( C \). Then for any \( u, v \) in \( [0, 1]^2 \)

\[
C (u, v) = F_{X,Y} (F_X^{-1} (u), F_Y^{-1} (v)) ,
\]  

(2)

where \( F_X^{-1} (u) \) is the quantile function given by \( F_X^{-1} (u) = \inf \{ x : F_X (x) \geq u \} \), respectively for \( F_Y^{-1} (v) \).

This corollary represents a construction method for bivariate distributions via the copula approach. The copula \( C \) is the bivariate joint distribution function of the transformed random variables \( U = F_X (X) \) and \( V = F_Y (Y) \), i.e.

\[
C (u, v) = P (U \leq u, V \leq v) .
\]  

(3)

Deriving the copula function, one can obtain the conditional copula and the density of the copula: taking the first derivative of the copula function yields the conditional copula of \( U \) given \( V = v \)

\[
C_{U|V=v} (u) = \frac{\partial}{\partial v} C (u, v) ,
\]  

(4)

and if the copula function is twice differentiable, then the copula density is

\[
c (u, v) = \frac{\partial^2 C (u, v)}{\partial u \partial v} .
\]

Similar to a common cumulative distribution function (cdf), it is also possible to define the survival copula function \( \bar{C} \) as a link between the univariate survival functions given by \( S_X (x) = P (X > x) = 1 - F_X (x) \), respectively for \( S_Y (y) \), and the joint survival function \( S_{X,Y} (x, y) = P (X > x, Y > y) \) in the following way:

\[
S_{X,Y} (x, y) = \bar{C} (S_X (x), S_Y (y)) .
\]
The copula \( C \) and the survival copula \( \tilde{C} \) are related through

\[
\tilde{C} (u, v) = u + v - 1 + C (1 - u, 1 - v)
\]

and similarly the densities of the copula \( c \) and the survival copula \( \tilde{c} \) through

\[
\tilde{c} (u, v) = c (1 - u, 1 - v)
\]

As this study is only interested in the temporal dependence structure between consecutive returns, which is entirely captured by the copula, the specification of any parametric form for the marginal distributions is no longer necessary, allowing very flexible non- and semiparametric approaches.

Usually, most time series models consider general structures like \( X_i = g (X_{i-1}, X_{i-2}, \ldots) \), where the current variable is explained as a function of the past observations. For example, one possible form for the function \( g (.) \) is the AR(1) specification, e.g. \( X_i = \alpha X_{i-1} + \varepsilon_i \), with error term \( \varepsilon_i \). Following another attempt, this study solves the problem by specifying the function \( g (.) \) as a copula. Applying the copula concept has the advantage that the temporal dependence structure of the stochastic process can be modeled in a more flexible way without restrictive assumptions such as linearity (see also Savu and Ng (2005)).

Instead of using different random variables \( X \) and \( Y \), let \( X_i \) denote the \( i \)th observation of the time series at time \( t_i \), and \( X_{i-1} \) its lagged value, both with continuous marginal distribution functions \( F_i (x_i) = P (X_i \leq x_i) \), respectively \( F_{i-1} (x_{i-1}) = P (X_{i-1} \leq x_{i-1}) \), where the joint distribution \( F (x_i, x_{i-1}) \) is expressed via a copula function \( C \) as

\[
F (x_i, x_{i-1}) = P (X_i \leq x_i, X_{i-1} \leq x_{i-1}) = C_\theta (F_i (x_i), F_{i-1} (x_{i-1}))
\]

The copula \( C \) can also be seen as the joint distribution function of the transformed random variables \( U = F_i (X_i) \) and \( V = F_{i-1} (X_{i-1}) \) with realizations \( u = F_i (x_i) \) and \( v = F_{i-1} (x_{i-1}) \). The copula parameter \( \theta \) controls the direction and the degree of dependence between \( X_i \) and \( X_{i-1} \).

In most studies, researchers are used to work with parametric families of copulas \( C_\theta (u, v) \), i.e. copula functions depending on a possibly \( q \)-dimensional vector of parameters \( \theta \in \Theta \subset \mathbb{R}^q \) controlling the direction and the degree of dependence. A very often used example for a parametric copula family is the Gaussian Normal copula

\[
C_\theta (u, v) = C_\rho (u, v) = \Phi_\rho \left( \Phi^{-1} (u), \Phi^{-1} (v) \right)
\]
where $\rho \in [-1, 1]$, $\Phi_\rho (\cdot)$ denotes the cdf of a bivariate standard normal variate with correlation coefficient $\rho$ as the parameter of the copula and $\Phi^{-1} (\cdot)$ the inverse cdf of a standard normal variate.

Another class of copulas, called Archimedean, also finds a wide range of applications in practice. These copulas are very easy to construct, many parametric families belong to this class and all commonly encountered Archimedean copulas have simple closed form expressions. Archimedean copulas are constructed (a) by a generator function $\varphi : [0, 1] \to [0, \infty]$, which is a continuous, strictly decreasing and convex function, such that $\varphi (1) = 0$ and $\varphi (0) = \infty$, and (b) its inverse function $\varphi^{-1}$.

In order to reveal the temporal structure of the high-frequency returns, a very flexible generalized Farlie-Gumbel-Morgenstern (FGM) Copula allowing multiple tail dependence with parameter $\theta = (a_1, a_2, b_1, b_2)$

$$
C_\theta (u, v) = \varphi^{-1} (\varphi (u) + \varphi (v))
$$

is applied (see Nelsen (1990)). Deriving the conditional copula

$$
C_{U|V=v} (u, v) = \frac{\partial C_\theta (u, v)}{\partial v}
$$

$$
= u + (u - u^2 - 2uv + 2u^2v)
\cdot [(1 - u) \{a_1v + a_2 (1 - v)\} + u \{b_1v + b_2 (1 - v)\}]
+ (uv - u^2v - uv^2 + u^2v^2)
\cdot [(1 - u) \{a_1 - a_2\} + u \{b_1 - b_2\}]
$$

the copula density is obtained by

$$
c_\theta (u, v) = \frac{\partial^2 C_\theta (u, v)}{\partial u \partial v}
$$

$$
= 1 + (1 - 2u) (1 - 2v)
\cdot [(1 - u) \{a_1v + a_2 (1 - v)\} + u \{b_1v + b_2 (1 - v)\}]
+ (u - 2uv) (1 - u) [(1 - v) \{b_2 + a_2\} + v \{b_1 - a_1\}]
+ (v - 2uv) (1 - v) [(1 - u) \{a_1 - a_2\} + u \{b_1 - b_2\}]
+ uv (1 - u) (1 - v) [b_1 - b_2 - a_1 + a_2]
$$

The flexibility of this copula to model various association patterns (with different parameter settings) is shown in Figure 1 to 4.
Figure 1: Examples of the FGM-Copula with different parameter settings

Figure 2: Contourplot of the FGM-Copula with different parameter settings
Figure 3: Examples of the FGM-Copula with different parameter settings

Figure 4: Contourplot of the FGM-Copula with different parameter settings
3 Estimation

As above mentioned, we are looking for copulas capable to model adequately the temporal dependence of high frequency time series data. The primary interest lies in the dependence function itself, no particular parametric form for the marginals is specified, avoiding misspecification and overfitting of the model. Since recent studies have shown that temporal aggregation and sampling frequency have an essential impact on the resulting stochastic process (see Lee, Gleason, and Mathur (1999), Cai, Hudson, and Keasey (2003) and Aït-Sahalia and Mykland (2003)), one must take these effects into account. Hence, the estimation is not only performed on the original data observed at the 1 second interval, but also on additional 120 different thinned return processes with increasing observation intervals 5 sec, 10 sec, 15 sec, ..., 600 sec.

Let $P_t$ be the price of an asset at a time $t$, observed at a certain sampling frequency, then $\{R_i\}_{i=1}^N$ with $R_i = \frac{P_i - P_{i-1}}{P_{i-1}}$ represents the return process. Drawing a random sample $\{r_i, r_{i-1}\}_{i=2}^N$ of size $N$ from the bivariate return vector $(R_i, R_{i-1})$, both non- and semiparametric copula estimations are performed in two stages. First of all, the marginal distributions are estimated nonparametrically using the empirical distribution

$$\hat{F}(r) = \frac{1}{N+1} \sum_{k=1}^{N} 1(R_k \leq r).$$

In the second step, the nonparametric copula for exploring the data can be estimated by means of any ordinary product kernel (Fermanian and Scaillet (2003)). However, since the copula density is bounded within the unit-square, one have to take the boundary bias into account that evolves when using common fixed symmetric kernel functions. To resolve this problem, one can use the mirroring technique supposed by Gijbels and Mielniczuk (1990), or, in order to save computation time, apply non-fixed Beta kernels for density functions as proposed by Chen (1999). Because the variance of the standard uniform distribution is $\frac{1}{12}$, the “asymptotic optimal” bandwidth of the kernel estimator $K(.)$ according to Scott’s rule is obtained by

$$h = \left(\frac{d+4}{\sqrt{12}N}\right)^{-1}$$

with $d = 2$ (see Silverman (1986) and Scott (1992)). Let

$$K(p, q, u) = \frac{u^{p-1}(1-u)^{q-1}}{B(p, q)} = u^{p-1}(1-u)^{q-1} \frac{\Gamma(p+q)}{\Gamma(p)\Gamma(q)}$$
be the density of the random variable $U$ with $Beta(p,q)$-Distribution, the marginal density of the copula can be estimated via

$$\hat{f}(u) = \frac{1}{n} \sum_{i=1}^{n} K(u,h,U_i)$$

with

$$K(u,h,r) = \begin{cases} K(\varphi(u), (\frac{1-u}{h}), r) & \text{if } u \in [0,2h) \\ K\left(\left(\frac{u}{h}\right), (\frac{1-u}{h}), r\right) & \text{if } u \in [2h,1-2h] \\ K\left(\left(\frac{u}{h}\right), \varphi(1-u), r\right) & \text{if } u \in (1-2h,1] \end{cases}$$

and

$$\varphi(u) = 2h^2 + 2.5 - \sqrt{4h^4 + 6h^2 + 2.25 - u^2 - \frac{u}{h}}$$

(see Chen (1999)). Hence, the copula density can be obtained by

$$\hat{c}(u,v) = \frac{1}{n} \sum_{i=1}^{n} (K(u,h,U_i) \cdot K(v,h,V_i))$$

(see also Härdle, Müller, Sperlich, and Werwatz (2003) and Scott (1992)).

In order to estimate the semiparametric copula for quantifying the direction and the degree of the dependence, the canonical maximum likelihood method is adopted (Cherubini, Luciano, and Vecchiato (2004)). Since the copula can be written in the form

$$F(r_i, r_{i-1}; \theta) = C\left(\hat{F}(r_i), \hat{F}(r_{i-1}); \theta\right)$$

the density of an observation $(r_i, r_{i-1})$ is

$$f(r_i, r_{i-1}; \theta) = c\left(\hat{F}(r_i), \hat{F}(r_{i-1}); \theta\right)$$

Thus, the copula parameter vector $\theta$ can be estimated by maximizing the log-likelihood function

$$\hat{\theta} = \arg\max_{\theta} \sum_{j=1}^{N} \ln c\left(\hat{F}(r_i), \hat{F}(r_{i-1}); \theta\right)$$

yielding the maximum likelihood estimator $\hat{\theta}$, which is consistent and asymptotically normally distributed for time series data, as shown in Chen and Fan (2006b) (see also Chen and Fan (2006a) and Genest, Ghoudi, and Rivest (1995)).
4 Empirical Results

The high frequency $D3047$ data of the DAX performance index is extracted from the EUREX database. The sample includes 2612833 observations (at the 1 second sampling frequency) from 2$^{nd}$ January until 28$^{th}$ April 2006, observed for 90 trading days over 18 weeks. The daily trading phase starts at 9 a.m. and ends at 5.45 p.m. Descriptive statistics of the price returns at different sampling frequencies are given in Figure 5. The upper panels exhibit that the mean, the median and the standard deviation of the returns are slightly rising (albeit still close to zero) when decreasing the sampling frequency. In contrast, the lower panels show that skewness and the kurtosis
The first-order autocorrelation of the price process with respect to the sampling frequency is shown in Figure 6. Here, one can see that the correlation coefficient is positive in the high sampling frequencies and slowly decreases when increasing the observation interval. As expected, the entire dependence structure is not accurately captured by this measure when looking at the four nonparametrically estimated copula densities in Figures 7 to 14 (the CML-procedure of the Aptech software GAUSS 5.0 was used for the estimation of the copula models).

Intriguingly, when analyzing the returns at the 1 second interval (see Figure 7 and 8), a nearly symmetric copula with one peak in the center and four orthogonal bumps is visible, similar to the well-known compass rose. According to the literature, this structure has several “rays” radiating from the origin with the thickest streams pointing towards the four major directions “north”, “east”, “south” and “west” of the compass. This pattern was first documented by Huang and Stoll (1994), later reinvestigated by Crack and Ledoit (1996). As shown by Krämer and Runde (1997) and Szpiro (1998), this phenomenon is mainly caused by the discreteness of price changes in financial markets, resulting in finite number of possible (often clustered) returns forming the rose. As long as the jumps take discrete ticks, this phenomenon...
also hold for portfolios and indices, due to their rounding “errors”.

Adopting the allegories of the literature, Figure 7 seem to resemble a “copula rose” with one “blossom” in the middle. The four major unfolding “petals” signalize that (a) the price changes are almost small during the short interval and that (b) those zero-returns (because the median is close to zero) have no predictive power concerning the non-zero-returns in the next period (Crack and Ledoit (1996)). Contrary, the minor “petals” in the four corners of the unit-square reveal that in a few cases extreme returns are somehow associated with both positive and negative extreme returns, which again implies unpredictability of stock prices.

When increasing the observation interval to 30 seconds (see Figure 9 and 10), one can see that the “blossom” and the four major “petals” immediately wither, whereas the density in the four corners rises, indicating multiple tail dependence: extreme large or extreme small price movements are now more likely than “moderate” ones. Moreover, the “petals” in the “south-west” and the “north-east” corner are the largest ones, which means that negative returns tend to be followed (but not definitely) by negative ones, and positive by positive ones. This pattern shows an overall positive dependence of consecutive returns (in each 30 seconds) and, thus, dissents the stylized fact.
in the literature that first-order autocorrelation are always negative. Taking a closer look at the middle of the copula, one can see that the dependence structure within the interquartile-square is negative. This result shows similarities to the so-called overreaction phenomena that has been widely studied in behavioral finance and financial psychology (see, for example, Bikhchandani, Hirshleifer, and Welch (1992) and Caginalp, Porter, and L. (2000)), but not at the high-frequency level.

Interestingly, all main relationships are switched, when increasing the observation interval once again (see Figure 12 to 14). The density in the “north-west” and the “south-east” corner are now higher, inducing a negative dependence. This, in fact, confirms the findings in the literature.

Comparing all nonparametric copulas, one can see that the “rose” is more visible the shorter the observation interval. This result is in line with the analysis of Wang, Hudson, and Keasey (2000), who found out “that the compass rose becomes more apparent as the frequency of observations increases”. But in contrast to phase portrait, where the pattern is sometimes not discernible due to the huge number of rays, the copula is always able to reveal the underlying dependence structure of the data. In general, the high den-
Figure 9: The Bivariate Copula Density of the Return Process with a sampling frequency of 30 sec.

Figure 10: The Contourplot of the Copula Density for the Return Process with a sampling frequency of 30 sec.
Figure 11: The Bivariate Copula Density of the Return Process with a sampling frequency of 300 sec.

Figure 12: The Contourplot of the Copula Density for the Return Process with a sampling frequency of 300 sec.
Figure 13: The Bivariate Copula Density of the Return Process with a sampling frequency of 600 sec.

Figure 14: The Contourplot of the Copula Density for the Return Process with a sampling frequency of 600 sec.
sity in the center of the unit square has a neutral position and diminishes with decreasing sampling frequency, but never vanishes. Furthermore, when sampling the data at the higher frequencies, the positive relationship within the unit-square is stronger than the negative one (albeit slightly), whereas the entire dependence structure of the less frequently observed data is almost negative, although there are positive patterns. In other words, the overall “aggregated” dependence structure within the unit square is either negative or positive, but there are always “partial” dependence structures as well, signalling a opposite association. These two antagonistic effects cannot be discovered with common linear regression or correlation coefficients: extreme price differences are associated with outliers again, whereas price movements “with small jumps” seem to be uncorrelated. This relationship can be seen as an outcome of “informational overshooting” that causes booms and crashes (i.e. extreme price jumps see Zeira (1999)).

In contrast to phase portraits, these different “side-effects” can now be quantified with the generalized semiparametric FGM-Copula. In contrast to Wang and Wang (2002), the FGM copula measures the degree and the direction of the dependence, which is more interesting for economists than the quality of pattern. The estimation results are displayed in Figure 15. While the parameters $\hat{a}_1$ and $\hat{b}_2$ (responsible for a negative dependence) are often close to $-1$, the parameters $\hat{a}_2$ and $\hat{b}_1$ (responsible for a positive dependence) are $+1$ at the beginning, but then decline and, thus, “allow” an overall negative relationship when moving to the higher aggregation levels. These results show that the first order dependence of high frequency returns is not necessarily negative as assumed in the literature, but strongly depends on the sampling frequency. Figure 16 reveals that all estimated parameters are significant at the 1%-level.
Figure 15: Estimated Parameters of the Generalized FGM Copula.

Figure 16: P-values of the estimated FGM-Parameters
5 Conclusion

This paper proposes a copula-based modeling framework for analyzing the return process of high-frequent EUREX tick data. The advantage of the copula model is the feature to separate the temporal dependence from the marginal distribution of the times series, enabling more flexibility in modeling. The idea is based on splitting the bivariate distribution of consecutive returns $R_i$ and $R_{i-1}$ into two components: (a) the marginal distribution of \{R_i\}_{i=1}^N$ without any parametric assumptions, and (b) the serial dependence of the return process captured in the copula.

Nonparametric copulas, which are used to explore the general dependence structure between consecutive returns, resemble a symmetric pattern with several partial sub-structures, forming a “rose”. In order to quantify the multiple tail dependence, a very flexible generalized Farlie-Gumbel-Morgenstern ($FGM$) copula with a 4-dimensional parameter vector was estimated. The results show that the first order dependence of high frequency returns is not always necessarily negative, but strongly depends on the sampling frequency that also influences the rose-structure of the copula. When sampling the data at a higher frequency, the positive relationship within the unit-square is stronger than the negative one, whereas the dependence of the less frequently observed data is almost negative, although there are positive patterns.
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