Estimation method of multivariate Exponential probabilities based on a Simplex Coordinates Transform
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Abstract. A novel unbiased estimator, for estimating the probability mass of a multivariate exponential distribution over a measurable set, is introduced and is called the Exponential Simplex (ES) estimator. For any measurable set, the standard error of the ES-estimator is at most the standard error of the well known Monte Carlo (MC) estimator. For non-radially shaped measurable sets, the ES-estimator has a strictly smaller standard error than the MC-estimator. For ray-convex sets, such as convex sets, the ES-estimator can be expressed in a simple analytical form.
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1. Introduction

In general, there are no analytical solutions for the computation of the probability mass of a multivariate exponential distribution over an arbitrary set. (See for instance Anderson, 1984; Narayan, 1996). This paper deals with a novel technique for estimating such a probability. The inspiration for the concept originates from i) the works of István Deák (1986), Alan Genz (1993) and Paul Somerville (1998) who studied integration of multivariate normal distributions and ii) practical experience of the first author with probability estimation methods in a game theoretic context (illustrated in Olieman and Hendrix, 2005; Dellink et al., 2005).

The following notation is used to express the probability of interest. The random vector \( \mathbf{x} \) (NB: stochastic variates are underlined) with non-negative realisations \( \mathbf{v} = [v_1, v_2, ..., v_N] \in \mathbb{R}_{+}^N \) has independent Exponentially distributed elements \( x_i \sim \text{Exp}(1) \). It is well-known that \( E(x_i) = \text{var}(x_i) = 1 \). The Probability Density Function (PDF) of \( \mathbf{x} \) is the function \( f : \mathbb{R}_{+}^N \rightarrow \mathbb{R}_{+} \) with

\[
f(\mathbf{v}) = \begin{cases} 
\prod_{i=1}^{N} \exp(-v_i) = \exp\left(-\sum_{i=1}^{N} v_i \right) & \text{for } \mathbf{v} \in \mathbb{R}_{+}^N \\
0 & \text{otherwise}
\end{cases}
\]  

(1.1)
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The purpose of the estimation technique is to estimate
\[
p = \Pr \{ \mathbf{v} \in \mathcal{A} \} = \int_{\mathcal{A}} f(\mathbf{v}) d\mathbf{v}
\]
(1.2)
where \( \mathcal{A} \) is an arbitrary measurable set in \( \mathbb{R}^N \). Observe that an iso-probability density contour of function \( f \), is a positive orthant simplex defined by \( \sum_{i=1}^{N} v_i = r \) with \( r \geq 0 \) and \( \mathbf{v} = [v_1, v_2, \ldots, v_N] \in \mathbb{R}^N_+ \). This feature will be exploited by the estimation method.

2. The Simplex Coordinates Transform

The integral expression in 1.2 does not have an analytical solution in general. As an analogue of the well-known polar coordinates transformation, in which the unit circle plays a central role, a "Simplex Coordinates Transformation" is defined, in which the unit simplex takes the role of the unit circle in the positive orthant. The transformation induces an equivalent expression for 1.2, which holds useful properties for estimation, which will be treated in more detail in section 3. The Simplex Coordinates Transformation (SCT) is defined by the following mapping
\[
T : \mathbb{Q} \rightarrow \mathbb{R}^N_+ \text{ with } \quad T(r, s_1, s_2, \ldots, s_{N-1}) = \left( rs_1, rs_2, \ldots, rs_{N-1}, r(1 - \sum_{i=1}^{N-1} s_i) \right)
\]
(2.1)
(2.2)
where \( \mathbb{Q} = (\mathbb{R}_+, \mathbb{S}^{N-1}) \) and \( \mathbb{S}^{N-1} = \left\{ s \in \mathbb{R}^{N-1}_+ \mid \sum_{i=1}^{N-1} s_i \leq 1 \right\} \). Note that for \( r = 1 \), coordinates from the lower dimensional space \( \mathbb{S}^{N-1} \) are mapped on unit simplex coordinates in \( \mathbb{R}^N \). The variable \( r \in \mathbb{R}_+ \) can be interpreted as a magnification factor, similar to the radius variable in polar coordinates transformation.

Transformation \( T \) has the following properties:

- \( T \) is injective: \( T(q_1) \neq T(q_2) \) if \( q_1 \neq q_2 \), for \( q_1, q_2 \in \mathbb{Q} \)
- \( T \) is surjective ("onto"): \( \bigcup_{q \in \mathbb{Q}} T(q) = \mathbb{R}^N_+ \)
- The Jacobian \( J : \mathbb{Q} \rightarrow \mathbb{R} \) is
\[
\det \frac{\delta T(q)}{\delta \mathbf{q}} = \det \begin{bmatrix}
    s_1 & r & 0 & 0 & \cdots & 0 \\
    s_2 & 0 & r & 0 & \cdots & 0 \\
    \vdots & \vdots & \ddots & \ddots & \vdots \\
    s_{N-1} & 0 & 0 & 0 & \cdots & r \\
    1 - s_1 - s_2 - \cdots - s_{N-1} & -r & -r & -r & \cdots & -r
\end{bmatrix} = (-1)^N r^{N-1}
\]
(2.3)
The latter step can be obtained by summing up the first \( N - 1 \) rows to the last row and by expanding the resulting determinant along its last row. Observe that \( J \) has constant sign with absolute value equal to \( r^{N-1} \).
These properties imply that (2.4) can be rewritten as

\[ \Pr \{ \mathbf{u} \in A \} = \int_{S^{N-1}}^{\infty} \int_{0}^{\infty} I_{A}^{SC}(r, s) \exp(-r) r^{N-1} dr ds \]  

(2.4)

where \( I_{A}^{SC} : \mathbb{Q} \rightarrow \{0, 1\} \) is the indicator function of \( A \), which expressed in Simplex Coordinates (SC) reads

\[ I_{A}^{SC}(r, s) = \begin{cases} 1 & \text{if } T(r, s) \in A \\ 0 & \text{elsewhere} \end{cases} \]  

(2.5)

and factor \( \exp(-r) \) is obtained via

\[ f(T(r, s)) = \exp \left( -\sum_{i=1}^{N-1} rs_{i} \right) \exp \left( -r(1 - \sum_{i=1}^{N-1} s_{i}) \right) = \exp(-r) \]  

(2.6)

for \( r \in \mathbb{R}^{+} \) and \( s \in S^{N-1} \).

3. Exponential Simplex (ES) Estimation Method

The theory developed in the previous sections will be used to develop the so-called Exponential Simplex (ES) estimation method, which is a promising alternative to the well known Monte Carlo estimation method. In section 4 the efficiency of both methods is compared.

Let \( \mathbf{g} \) be a uniformly distributed random vector with support set \( S^{N-1} \) for certain \( N \in \mathbb{N} \). The estimation procedure is based on the following theorem.

**Theorem 1**

\[ E_{\mathbf{g}} \left[ \frac{1}{(N-1)!} \int_{0}^{\infty} I_{A}^{SC}(r, \mathbf{g}) \exp(-r) r^{N-1} dr \right] = \Pr \{ \mathbf{u} \in A \} \]  

(3.1)

**Proof.** From standard calculus it follows that the volume of the support of \( \mathbf{g} \) is \( \int_{S^{N-1}} 1 ds = \frac{1}{(N-1)!} \), such that the PDF of \( \mathbf{g} \) is defined by a constant function over its support

\[ g(s) = \begin{cases} (N - 1)! & \text{for } s \in S^{N-1} \\ 0 & \text{elsewhere} \end{cases} \]

For the application of such a method, it is relevant to mention that methods for generating random points in a polytope (such as \( S^{N-1} \)) are discussed in detail in Devroye (1986).
The left-hand side of expression 3.1 leads to integral 2.4 via

\[
E_{\mathcal{A}} \left[ \frac{1}{(N-1)!} \int_{0}^{\infty} I^{SC}_{\mathcal{A}} (r, \mathbf{s}) \exp(-r)r^{N-1} dr \right] \\
= \int_{S^{N-1}} g(s) \int_{0}^{\infty} \frac{1}{(N-1)!} I^{SC}_{\mathcal{A}} (r, s) \exp(-r)r^{N-1} dr ds \\
= \int_{S^{N-1}} \frac{(N-1)!}{(N-1)!} \int_{0}^{\infty} I^{SC}_{\mathcal{A}} (r, s) \exp(-r)r^{N-1} dr ds
\]

which is equivalent to probability \( \Pr \{ \mathbf{z} \in \mathcal{A} \} \).

Let \( \mathbf{z}^{(1)}, \ldots, \mathbf{z}^{(M)} \) be \( M \) independent copies of random vector \( \mathbf{z} \). The random variable \( \delta_{ES}^{[M]} \) is called the \emph{ES-estimator} and is defined as

\[
\delta_{ES}^{[M]} = \frac{1}{M} \sum_{m=1}^{M} \frac{1}{(N-1)!} \int_{0}^{\infty} I^{SC}_{\mathcal{A}} (r, \mathbf{z}^{(m)}) \exp(-r)r^{N-1} dr
\]

From theorem 1 it follows directly

\textbf{Corollary 1}

\( \delta_{ES}^{[M]} \) \emph{is an unbiased estimator of} \( p = \Pr \{ \mathbf{z} \in \mathcal{A} \} \).

In the following, for fixed \( \mathbf{s} \in S^{N-1} \), the set \( \{T(r, s) | r \in \mathbb{R}^+\} \) is called a \emph{ray}.

\textbf{Definition 1} \textit{The measurable set} \( \mathcal{A} \) \textit{is called ray-convex if} \( T(r_1, s) \in \mathcal{A} \text{ and } T(r_2, s) \in \mathcal{A} \) \textit{for} \( r_1, r_2 \geq 0 \) \textit{and} \( s \in S^{N-1} \) \textit{implies that} \( T(\alpha r_1 + (1-\alpha)r_2, s) \in \mathcal{A} \) \textit{for} \( 0 \leq \alpha \leq 1 \).

Note that a convex set is also ray-convex, but the converse is not true.

\textbf{Definition 2} \textit{For fixed} \( \mathbf{s} \in S^{N-1} \), let

\[
a(s) = \inf \{ r \in \mathbb{R}^+ | T(r, s) \in \mathcal{A} \} \\
b(s) = \sup \{ r \in \mathbb{R}^+ | T(r, s) \in \mathcal{A} \}
\]

\textit{Remark that} \( b(s) \) \textit{can be} \( \infty \).

\textbf{Theorem 2} \textit{For a ray-convex set} \( \mathcal{A} \)

\[
\delta_{ES}^{[M]} = \frac{1}{M} \sum_{m=1}^{M} \left\{ f_N \left( a(\mathbf{z}^{(m)}) \right) - f_N \left( b(\mathbf{z}^{(m)}) \right) \right\}
\]

\textit{where}

\[
f_N(x) = \exp(-x) \sum_{i=0}^{N-1} \frac{x^i}{i!}
\]

(3.5)
Proof.
By ray-convexity, formula (3.3) can be written as
\[
\tilde{p}_{ES}^{(M)} = \frac{1}{M} \sum_{m=1}^{M} \frac{1}{(N-1)!} \int_{a(x^{(m)})}^{b(x^{(m)})} \exp(-r) r^{N-1} dr
\]  
(3.6)

By induction
\[
\frac{1}{(N-1)!} \int_{a}^{b} \exp(-r) r^{N-1} dr = \exp(-a) \sum_{i=0}^{N-1} \frac{\alpha^i}{i!} - \exp(-b) \sum_{i=0}^{N-1} \frac{\beta^i}{i!}
\]  
(3.7)

In the situation the measurable set $\mathbb{A}$ is a finite union $\bigcup_{h=1}^{H} \mathbb{A}_{h}$ of disjoint ray-convex sets $\mathbb{A}_{h}$, the probability estimator of $\mathbb{A}$ is the sum of the ES-estimators of the individual sets.

4. Comparison of Exponential Simplex (ES) and Monte Carlo (MC) estimation methods

Up till now, Monte Carlo (MC) estimation is the standard methodology used for the estimation of $1.2$ see Ghahramani (2000); Grimmett and Stirzaker (2001); Rice (1995) among others. Let $\mathbb{x}^{(1)}, \ldots, \mathbb{x}^{(M)}$ be $M$ independent copies of random vector $\mathbb{x}$. The random variable $\hat{p}_{MC}^{(M)}$, is defined as
\[
\hat{p}_{MC}^{(M)} = \frac{1}{M} \sum_{m=1}^{M} I_{\mathbb{A}}^{CC}(\mathbb{x}^{(m)})
\]  
(4.1)

where $I_{\mathbb{A}}^{CC} : \mathbb{R}^N \rightarrow \{0,1\}$ is the indicator function in Cartesian Coordinates (CC), given by
\[
I_{\mathbb{A}}^{CC}(\mathbb{x}) = \begin{cases} 
1 & \text{if } \mathbb{x} \in \mathbb{A} \\
0 & \text{else}
\end{cases}
\]  
(4.2)

We will compare the Exponential Simplex (ES) estimation method and the Monte Carlo estimation method, with respect to their statistical quality, expressed in terms of standard error (se)

**Theorem 3**
\[
se\left(\hat{p}_{ES}^{(M)}\right) \leq se\left(\hat{p}_{MC}^{(M)}\right)
\]  
(4.3)

**Proof.**
It is sufficient to prove the equation for $M = 1$. As $0 \leq \left(\hat{p}_{ES}^{[1]}\right)^2 \leq \hat{p}_{ES}^{[1]} \leq 1$, it holds that
\[
\begin{align*}
var\left(\hat{p}_{ES}^{[1]}\right) &= E\left(\hat{p}_{ES}^{[1]}\right)^2 - \left(E\hat{p}_{ES}^{[1]}\right)^2 \\
&\leq E\left(\hat{p}_{ES}^{[1]}\right)^2 - \left(E\hat{p}_{ES}^{[1]}\right)^2 \\
&= p - p^2 = var\left(\hat{p}_{MC}^{[1]}\right)
\end{align*}
\]
For general M, from in-dependency and unbiasedness of both estimators, it follows now
\[
\text{se}(\hat{E}_{ES}^{[M]}) = \left[ \frac{\text{var}(\hat{p}_{ES}^{[1]})}{M} \right]^{1/2} \leq \left[ \frac{\text{var}(\hat{p}_{MC}^{[1]})}{M} \right]^{1/2} = \text{se}(\hat{E}_{MC}^{[M]})
\]  
(4.4)

Let \( Q^A_x = \left\{ s \in S^{N-1} \left| \frac{1}{(N-1)!} \int_0^\infty I^S_{A}(r,s) \exp(-r)r^{N-1} dr = x \right. \right\} \) for \( x \in [0,1] \).

**Definition 3** The measurable set \( A \subseteq \mathbb{R}^N \) is called to have a radial shape if \( Q^A_0 \cup Q^A_1 \) is dense in \( S^{N-1} \) (i.e. any ray corresponding \( s \in S^{N-1} \) is either completely inside or completely outside \( A \)).

**Theorem 4** For a measurable set \( A \) it holds that
\[
\text{se}(\hat{E}_{ES}^{[1]}) = \text{se}(\hat{E}_{MC}^{[1]})
\]
if and only if \( A \) has a radial shape.

**Proof.**

In the proof of Theorem 3, the equality
\[
E\left( \hat{E}_{ES}^{[1]} \right)^2 = E\left( \hat{E}_{MC}^{[1]} \right)^2
\]
is equivalent to
\[
E\left( \hat{E}_{ES}^{[1]} \right)^2 = E\left( \hat{E}_{ES}^{[1]} \right)
\]
which holds if and only if all realisations of the estimator \( \hat{E}_{ES}^{[1]} \) are either 0 or 1, i.e. if and only if the set
\[
\left\{ s \in S^{N-1} \left| \frac{1}{(N-1)!} \int_0^\infty I^S_{A}(r,s) \exp(-r)r^{N-1} dr \in \{0,1\} \right. \right\}
\]
is dense in \( S^{N-1} \), i.e. is equal to \( S^{N-1} \) apart from a set of measure zero. ■

From theorem 4 it follows directly

**Corollary 2**
For a measurable set \( A \) it holds that
\[
\text{se}(\hat{E}_{ES}^{[M]}) < \text{se}(\hat{E}_{MC}^{[M]})
\]
if and only if \( A \) does not have a radial shape.
For a radially shaped set $\mathcal{A}$, the difference between the MC standard error and ES standard error is minimal (i.e. is zero). Conversely, the maximum standard error difference occurs, for instance, when $\mathcal{A}$ is a dense set in the positive orthant, bounded by a simplex. In this situation $a(s)$ and $b(s)$ are constant for any $s \in S^{N-1}$ and consequently all realisations of the ES-estimator equal $Pr\{y \in \mathcal{A}\}$. In this case the standard error of the ES-estimator is zero whereas the standard error of MC-estimator is $\left(\frac{1}{\sqrt{N}}p(1-p)\right)^{\frac{1}{2}}$ with maximum $\frac{1}{2\sqrt{N}}$ in case $p = \frac{1}{2}$.

5. Concluding Remarks

Apart from being superior to MC-estimator in the above mentioned statistical sense, a main advantage of ES-estimator is that, for ray-convex sets, it can be expressed in a very simple analytical form following Theorem 2. In case of a finite union of disjunct ray-convex sets, the ES-estimator takes the form of the sum of the corresponding analytical expressions. We remark that the class of (finite unions of disjunct) ray-convex sets is of much practical interest, as it contains the class of (finite unions of disjunct) convex sets. The above mentioned advantages of ES-estimation to MC-estimation could become less prominent in those practical cases in which expressions $a(s)$ and $b(s)$ given in Definition 2 are computationally complex. An intermediate solution in that case could be to approximate, conditionally on $s$, the intersection points $a(s)$ and $b(s)$ following numerical methods.
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