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Abstract

From the point of view of a price-taking hydropower producer participating in the day-ahead power market, market prices are highly uncertain. The present paper provides a model for determining optimal bidding strategies taking into account this uncertainty. In particular, realistic market price scenarios are generated and a stochastic mixed-integer linear programming model that takes in both production and physical trading aspects is developed. The idea is to explore the effects of including uncertainty into the optimization model and to compare the stochastic approach to a deterministic one. The model is illustrated with data from a Norwegian hydropower producer and the Nordic power market at Nord Pool.
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1 Introduction

The increased interest in power optimization problems within recent years has been stimulated by the tendency to decentralize and deregulate the power sector. Whereas traditional planning and operating procedures were based on centralized optimization, novel ones rest on independent optimization of separate power plants. As an attempt to increase efficiency, markets have been liberalized forcing former procedures to conform to more market oriented ones.

With the pioneering act of 1990 Norway was one of the first countries in the world to deregulate and already in 1991 a Norwegian power market was established. From 1996 to 2000 the national Norwegian power market developed into a multi-national Nordic power market encompassing also the three neighboring countries, Sweden, Finland and Denmark. Today, the Nordic market has successfully adapted to the new competitive environment and serves as a model for restructuring other power markets. An important component of the power market is the presence of the
power exchange facilitating physical trading and being immediately effectively. The spot market, Elspot, at Nord Pool, takes the form of a pool-based market in which market participants exchange power contracts for physical delivery the following operation day and is referred to as the day-ahead market. In 2004 a total of 167 TWh was exchanged at Elspot, representing 42%\(^1\) percent of overall consumption in the Nordic region.

Inevitably, the physical trading becomes a means of growing importance in the economic activity of the power sector with the so-called bidding problem being a major challenge in this respect. Indeed, bidding involves submitting sales and purchase bids to the power exchange one day in advance. However, in clearing the market, price calculations are based on the balance between total sales and purchases, making prices unknown at the time of bidding. If price uncertainty is high, intelligent bidding is rather complicated. The need for an approach to determine optimal bidding strategies is obvious.

In the Nordic area, power production is diverse comprising nuclear, thermal as well as hydro and other kinds of renewable power such as wind. Sweden and Finland use nuclear, fossil-fuel and hydropower production, Denmark mainly produces from conventional thermal power plants as well as combined heat and power facilities and accounts for most of the wind power, while generation in Norway is close to being hydropower exclusively. The number of hydropower producers participating in Nord Pool amounts to around 48, the total hydro-power based generation in the Nordic area being 183 TWh or 54% of the total generation in 2004\(^2\). In general, thermal power production is located in the south, whereas hydropower production is found in the northern parts of the Nordic area and is transmitted to the heavily populated south. Approving the comparatively low costs of hydropower production, the market prefers this energy source over thermal power.

A crucial difference between thermal power and hydropower production is the possibility of storing energy. If disposing of production in the power market, storing makes it feasible to produce when price conditions are propitious. That is, when prices are high, the energy is sold immediately, when prices are low, however, the energy is saved for later disposal at higher prices. This degree of flexibility makes bidding strategies extremely relevant for hydropower producers.

As already indicated, bidding and production has to be coordinated and cannot be considered separately. Thus, considering the bidding problem, both pool exchange and production aspects should be taken into account. This makes the decision process of the bidding problem divisible into stages. Indeed, bidding decisions take place with probabilistic information on market prices, whereas production decisions are deferrable making it possible to react to new information. Hence, the problem fits the framework of two-stage stochastic programming. More specifically, the bidding problem is formulated as a two-stage stochastic mixed-integer linear program. The objective is to maximize sales and production profits subject to a number of bidding and hydrological constraints. First-stage concerns the day-ahead bidding, whereas second-stage takes in the real-time production. Uncertainty is represented by a known probability distribution which is obtained modeling the stochastic process of prices as a nonparametric or parametric stochastic model calibrated from historical data or based on past experience and future expectations. In practice such stochastic models are often available for forecasting. For other power optimization

\(^1\)Reference: www.nordel.org and www.nordpool.no

\(^2\)Reference: www.nordel.org
models in stochastic programming, see [28].

In practice short-term power planning and operation are often based on deterministic optimization tools, such as the Short-term Hydro Operation Planning (SHOP) model [8] used in Norway, whereas setting up bidding tables has rested on skills and experience of the operating engineers. Until now, taking price uncertainty into consideration has not been done explicitly neither in planning production nor when bidding. In the process of bidding, however, price uncertainty is indeed acknowledged and managed to some extent through the use of bidding curves that assign different volumes to different prices.

One of the aims of the present paper is to compare the stochastic approach with a deterministic one. In particular, we investigate how the inclusion of uncertainty into the optimization model affects the objective function value, i.e. the sales and production profit, as well as the solution, i.e. the structure of the bids.

It is anticipated that expected profits are higher when taking a stochastic approach rather than a deterministic one. Moreover, it is expected that the structure of the bids in a stochastic solution will differ from the structure of the bids in a deterministic one. A deterministic model will suggest to use hourly bids only, whereas a stochastic model will propose to combine hourly bids and block bids. Indeed, if the day-ahead market prices are known in advance, hourly bids dominate block bids as these bids can adjust hourly to price variations. On the other hand, if the day-ahead market prices are not known at the time of bidding, block bids can be used to protect against unexpected price changes over time.

Although the paper is motivated by needs of small Nordic hydropower producers the bidding model should be applicable to other price-taking power producers acting in a pool-based day-ahead market accepting piecewise linear bids and block bids.

Considering the literature, other contributions that deal with the bidding problem include the following. The paper [5] addresses the problem from the perspective of a price-taking thermal power producer bidding in the day-ahead market under market price uncertainty. Based on time series analysis and forecasts of market prices, a simple bidding strategy is developed. Essentially, the expected value problem is solved, i.e. the stochastic prices are replaced by expected prices, and the optimal solution is used to construct piecewise constant bidding curves. For comparison, our model does not aggregate information but utilizes all information on uncertainty. In a spirit similar to the present paper, [9] proposes a stochastic programming formulation of the bidding problem for a price-taking power marketer who supplies power to end users through purchases in the day-ahead market. Solving the problem, the result is piecewise linear bidding curves. Again, bidding is subject to market price uncertainty. Uncertainty is represented by scenarios that, in contrast to our paper, are generated using moment matching. Another stochastic programming approach related to the bidding problem appears in [22]. There, a model for the simultaneous planning of production and day-ahead energy sales of a hydropower plant is given and hence, the output includes both production and bidding schedules. As opposed to the model here, the plant is not a price-taker and the structure of the bidding process is incorporated directly in the model so that uncertainty concerns the competitor’s bids. Likewise, [29] and [20] build linear bidding curves for competitive suppliers in a day-ahead power market who do not have full information on the competitor’s bidding curves. The latter is handled using estimates of the bidding curves, such estimates being based on expectations and correlations. The authors suggest using
maximum profit bidding strategies and, if not feasible for dispatch, minimum output bidding strategies. [1] studies strategies of generators making offers into power markets in circumstances where uncertainty also concerns the behavior of other market participants in a competitive environment. Uncertainty is modeled by a so-called market distribution and it is shown how to derive smooth bidding curves solving an optimal control problem. It should be stressed that unlike all previous studies, our model allows for both piecewise linear bids and block bids. As regards hydro power problems in the literature, we give a few references. [7] forms an optimal control problem that relates to the short-term operation of a hydropower plant with reservoirs in a cascade. Inflows are unknown. Assuming a known probability distribution, the problem can be reformulated as a multi-stage stochastic program. [23] develops a deterministic short-term optimization model for a power system comprising both thermal and hydro production, whereas [22] presents a stochastic version of the like. Finally, [24] considers hydropower unit commitment subject to uncertain demand in a multi-stage stochastic programming framework. The outline of the paper is as follows. We explain the composition of the day-ahead market and model the bidding process in Section 1. In Section 2 we model the hydropower production plant in a relatively standard way. Section 3 is devoted to scenario generation, whereas Section 4 illustrates with a case study from a Norwegian hydropower producer and the Nordic power exchange, Nord Pool.

2 Day-ahead bidding

Elspot at Nord Pool is a spot market in which contracts for physical delivery the following operation day are exchanged. The power exchange offers access to the physical market at low transaction costs as well as a possibility of settlement close to real-time operation. The Elspot contracts are power obligations to deliver or receive power of a duration of one hour or longer. To be specific, contracts are divided into hourly bids, block bids and flexible hourly bids. All bids consist of a price and a volume. Submitting hourly bids, sales bids have to be listed in ascending order and purchase bids in descending order according to price. Consistent with the rules, for each hour Elspot will make a linear interpolation between the price-volume points to construct the bidding curve. The volume dispatched is determined by the point on the bidding curve that corresponds to the market price. All transactions are settled at the market price. Block bids are aggregated bids valid for a number of consecutive hours and associated with only one price and volume. What is referred to as the mean price condition determines whether a block bid is either rejected or accepted as a whole. If the price of a sales bid is below the average market price or if the price of a purchase bid is above the average market price of the hours specified, the bid is accepted. All transactions are settled at the mean price. Flexible hourly bids are hourly bids that are accepted in the hour with the highest price if this price exceeds a threshold price of the bid. Such bids are omitted here as the bids are mainly used by companies able to close down power intensive production for the hour in question. Participants post the price-differentiated bids for all hours of the following operation day before deadline at noon. It is important to note that the volumes dispatched and the prices at which transactions are settled are unknown until the market has been cleared and market clearing prices have been determined. Once this is done, each participant receives a notification of the plan. The market
price calculations are the same for each individual hour. When determining the market price, the bidding curves, these being either sales or purchase curves, are collocated to an aggregated demand curve and an aggregated supply curve. The intersection of the demand curve and the supply curve defines a candidate of the unconstrained market price. Through an iterative process, the bidding curves are updated according to certain priority rules by including those block bids and flexible hourly bids that are accepted and a new unconstrained market price is found. The Nordic region is divided into fixed price zones, Sweden, Finland, East and West Denmark each being one zone and Norway divided into four zones. If the contractual flow between zones does not exceed the grid capacity allocated, the unconstrained market price simply applies to all zones. Otherwise, separate prices are established through counter purchases and corresponding iterations of price calculations in order to relieve grid congestion. In this application we neglect grid congestion, which is the case if for instance all power exchange is local. Hence, there is only one market price.

The following model and strategies should work as a tool of a price-taking hydropower producer for planning how to commit in the power market and how to produce in accordance. It is assumed that the hydropower producer does not participate in bilateral exchange as this do not affect the problem of bidding, but disposes of the entire production in the day-ahead market and the real-time market.

The time horizon of 24 hours is divided into hourly time intervals and denoted $T = \{1, \ldots, T\}$. From this the set of blocks $B = \{b_1, \ldots, b_B\}$ is constructed, a block being a number minimum two of consecutive hours and the total number of such blocks within 24 hours being $B = 276$. Examples of blocks are $b_{140} = \{1, \ldots, 7\}$, $b_{165} = \{8, \ldots, 18\}$ and $b_{265} = \{19, \ldots, 24\}$.

Regarding the modeling of the bidding process, the problem of selecting both bid prices and bid volumes is nonlinear. However, it has been chosen to work with a linear model, the reason being that the problem formulated as a mixed-integer linear program is rather hard to solve in terms of computing times, that standard software packages are available for solving the problem and that the problem is amenable to special designed stochastic programming algorithms. Hence, for computational reasons, nonlinearities are avoided by fixing prices in advance so that only volumes have to be selected. Let the indices $I = \{1, \ldots, I\}$ signify the possible prices and denote these prices $p_i$, $i \in I$ where $p_i \leq p_{i+1}$. The corresponding bid volumes are represented by the variables $x_{it} \in \mathbb{R}_+, i \in I, t \in T$ for hourly bids and $x_{ib} \in \mathbb{R}_+, i \in I, b \in B$ for block bids. The variables $y_t \in \mathbb{R}_+, t \in T$ and $y_b \in \mathbb{R}_+, b \in B$ are the volumes dispatched for hourly bids and block bids. The hourly market prices are denoted $p_t, t \in T$ and average market prices for the blocks $\bar{p}_b, b \in B$, where $\bar{p}_b = (1/|b|) \sum_{t \in b} p_t$.

Disposing of the hydropower production in the day-ahead market, total sales revenues accumulate to

$$\sum_{t \in T} p_t y_t + \sum_{b \in B} \bar{p}_b y_b$$

To deal with hourly bids, proceed as in [9]. For each hour $t \in T$, the bids $(x_{it}, p_i), i \in I$ are interpreted as price-volume points on a bidding curve. Constructing the curve, a linear interpolation between the points is made, the result being a piecewise linear curve. Thus, in
terms of prices, the bidding curve can be expressed as

\[
\rho_t = \begin{cases} 
  p_1 + \frac{p_2-p_1}{x_{2t}-x_{1t}}(y_t - x_{1t}) & \text{, if } x_{1t} \leq y_t < x_{2t} \\
  \vdots & \\
  p_i - 1 + \frac{p_i-p_{i-1}}{x_{i} - x_{i-1}}(y_t - x_{i-1}) & \text{, if } x_{i-1} \leq y_t < x_{i} \\
  \vdots & \\
  p_{I-1} + \frac{p_I-p_{I-1}}{x_{I} - x_{I-1}}(y_t - x_{I-1}) & \text{, if } x_{I-1} \leq y_t \leq x_{I} 
\end{cases}
\]

or equivalently, in terms of volumes,

\[
y_t = \begin{cases} 
  \frac{p_2-p_1}{p_2-p_1}x_{2t} + \frac{p_3-p_2}{p_3-p_1}x_{1t} & \text{, if } p_1 \leq \rho_t < p_2 \\
  \vdots & \\
  \frac{p_i-p_{i-1}}{p_i-p_{i-1}}x_{i} + \frac{p_{i+1}-p_i}{p_{i+1}-p_{i-1}}x_{i-1} & \text{, if } p_{i-1} \leq \rho_t < p_i \\
  \vdots & \\
  \frac{p_I-p_{I-1}}{p_I-p_{I-1}}x_{I} + \frac{p_{I+1}-p_I}{p_{I+1}-p_{I-1}}x_{I-1} & \text{, if } p_{I-1} \leq \rho_t \leq p_I. 
\end{cases}
\]  \tag{2.1}

Considering sales bids, it would be natural for the bidding curve to be increasing, i.e. \( x_{it} \leq x_{i+1t}, \ i \in \mathcal{I} \setminus \{I\}, t \in \mathcal{T}. \) \( \tag{2.2} \)

For each \( b \in \mathcal{B} \), the block bids are \( (x_{ib}, p_i), i \in \mathcal{I} \) and the relation between volumes bid and volumes dispatched is

\[
y_b = \sum_{j : p_j \leq \bar{p}_b} x_{jb}, \ b \in \mathcal{B} \tag{2.3}
\]

i.e. in a given block, the volume dispatched is comprised of the volumes of accepted bids, these being the ones with a price less than the average market price of the block. For example, consider the block \( b_{140} = \{1, \ldots, 7\} \). If the volumes bid are \( x_{1,140} = (100, 100) \) and \( x_{2,140} = (50, 200) \) and the average market price is \( \bar{p}_{140} = 150 \), then the bid \( x_{1,140} \) is accepted and the volume dispatched is \( y_{140} = 100. \)

\(^3\text{Nord Pool does not require bidding curves to be either increasing or decreasing and therefore such constraints may in principle be omitted. Omitting the constraints, however, does not have an influence on the optimal objective function values.}\)
3 Short-term hydropower production

Modeling the hydropower production side is relatively standard and follows the lines of for example [24]. This section presents a simple but illustrative model of a small hydropower plant. However, it should be clear that a different modeling of a hydropower plant, for instance a more detailed modeling or a model of a larger plant, is straightforward to combine with the modeling of the bidding process of the preceding section. The plant consists of two reservoirs in a cascade, the upper reservoir being a larger reservoir and the lower reservoir being a smaller one. There is a time delay between the two reservoirs. The combination of time delay and size differences restricts the flexibility of the system. This feature should contribute to understanding the importance of including uncertainty and will be discussed later. To each reservoir corresponds a power station that for ease of exposition has only one generator. Hydropower production works as follows. Upstream water reaching the plant flows to the upper reservoir where it is stored until released for generation. When being released, the water from the upper reservoir flows to the lower reservoir and is likewise stored until used for generation. Electricity is generated by changing the potential energy of the water into electrical energy. Water that is not discharged on purpose and used for generation is considered spill. Leaving the plant, the water proceeds downstream. For an illustration, see Fig. 3.1.

To model the production side, let the indices $\mathcal{J} = \{1,2\}$ signify the reservoirs, let the variables

\[ u_{jt} \in \{0,1\}, j \in \mathcal{J}, t \in \mathcal{T} \]

represent the on/off states of the generators, $w_{jt} \in \mathbb{R}_+, j \in \mathcal{J}, t \in \mathcal{T}$ the generation levels and $v_{jt} \in \mathbb{R}_+, j \in \mathcal{J}, t \in \mathcal{T}$ the corresponding discharges from the reservoirs. Moreover, let the variables $l_{jt} \in \mathbb{R}_+, j \in \mathcal{J}, t \in \mathcal{T}$ be the reservoir storage levels and $r_{jt} \in \mathbb{R}_+, j \in \mathcal{J}, t \in \mathcal{T}$ the spill. Direct costs of hydropower production include only start-up costs as operating costs are negligible. Start-up costs amount to

\[
\sum_{t \in \mathcal{T}} \sum_{j \in \mathcal{J}} S_j(u_{jt-1}, u_{jt})
\]

with the costs being

\[
S_j(u_{jt-1}, u_{jt}) = c_j \max\{u_{jt} - u_{jt-1}, 0\}, \quad j \in \mathcal{J}, t \in \mathcal{T}
\]

where $c_j, j \in \mathcal{J}$ are the start-up costs. Note that the expression is consistent with a mixed-integer linear formulation. Moreover, initial conditions $u_{j0} = u_{j\text{init}}, j \in \mathcal{J}$ are required. Costs

Figure 3.1: Two reservoirs in a cascade.
also take in opportunity costs of releasing water as the water could be stored and saved for later disposal. Thus, such costs are measured as the value of stored water, this value being available from more long-term models. Here, we have used as water values an average of prices of futures and prices of forward contracts. The opportunity costs are

\[ \sum_{j \in J} (V_j(l_{j0}) - V_j(l_{JT})) \]

with

\[ V_j(l_{jt}) = \min_{h \in H} \{ d_{hj}^1 l_{jt} + d_{hj}^2 \}, \quad j \in J, t \in T \]

where \( d_{hj}^1, d_{hj}^2, h \in H, j \in J \) are the coefficients of the concave water value functions. Again, the formulation corresponds to a mixed-integer linear formulation.

The following bounds are imposed on the water discharges. The upper reservoir is either not in operation or operated at maximum capacity leading to the constraints

\[ w_{1t} = u_{1t} w_{1\text{max}}, \quad t \in T \]  

where \( w_{1\text{max}} \) is the maximum generation level. The lower reservoir, however, can be operated anywhere between minimum and maximum capacity.

\[ u_{2t} w_{2\text{min}} \leq w_{2t} \leq u_{2t} w_{2\text{max}}, \quad t \in T \]

where \( w_{2\text{min}} \) and \( w_{2\text{max}} \) are minimum and maximum generation levels. Similar bounds apply to the discharges, i.e.

\[ v_{jt}^{\text{min}} \leq v_{jt} \leq v_{jt}^{\text{max}}, \quad j \in J, t \in T \]

Here, \( v_{jt}^{\text{min}}, j \in J \) and \( v_{jt}^{\text{max}}, j \in J \) are the minimum and maximum discharges. Finally, the storage levels have to adhere to the bounds

\[ l_{jt}^{\text{min}} \leq l_{jt} \leq l_{jt}^{\text{max}}, \quad j \in J, t \in T \]

where \( l_{jt}^{\text{min}}, j \in J \) and \( l_{jt}^{\text{max}}, j \in J \) denote minimal and maximal storage levels.

As the reservoir has to balance, reservoir inflow and storage from previous periods either appear as discharge, storage or spill. In case of the upper reservoir the balance equations are

\[ l_{1t} - l_{1t-1} + v_{1t} + r_{1t} = \nu_{1t}, \quad t \in T \]

where \( \nu_{1t}, t \in T \) are the inflows from upstream. The initial storage level is \( l_{10} = l_{1\text{init}} \). In case of the lower reservoir, the balance equations are

\[ l_{2t} - l_{2t-1} + v_{2t} + r_{2t} = v_{1t-\tau}, \quad t \in T \]

where \( \tau \) is the time delay between the upper and lower reservoirs. Again, the initial storage level is \( l_{20} = l_{2\text{init}} \).

Ignoring that generation efficiency is not really constant and omitting effects of the reservoir water levels on both the discharge and generation, the two are essentially proportional. This leads to the constraints

\[ w_{jt} = \gamma_{jt} v_{jt}, \quad j \in J, t \in T \]  

(3.7)
Here, \( \gamma_j \) are the generation efficiency coefficients.

Imbalances between volumes produced and volumes dispatched in the day-ahead market are settled in a real-time balancing market. Since only the day-ahead market and not the real-time market should act as a de facto spot market, market rules dictate that on average day-ahead exchange should not give rise imbalances. For a hydropower producer this means saving water and planning to release it for generation and bidding in the balancing market is not permitted. In other words, the main problem of short-term planning of a hydropower plant is how much to produce for an operation day and according to the market rules, the solution should be found taking into consideration the day-ahead market primarily. As indeed day-ahead exchange should be in focus, we approximate the balancing effects of the real-time market. We impose a penalty or a reward on imbalances, the penalty being higher than the day-ahead market price and paid if volumes dispatched exceed the volumes produced, i.e. in hours of up-regulation, and the reward being lower than the day-ahead market price and paid in case of the opposite, i.e. in hours of down-regulation. Imposing a penalty or a reward, the producer may still retain flexibility to ramp up or down and bid this flexible capacity into the balancing market close to real-time. Hence, the way of modelling does not reduce the producers’ ability to participate in the balancing market. Rather the reverse, penalizing can be seen as an attempt to force the day-ahead market to reflect the physical conditions of the system. Again, making an attempt to avoid deviations in the form of planned imbalances is consistent with how the market operator wants the bidding practice to be. As penalty and reward, we take the average real-time market price of hours where the market has been up-regulated and down-regulated, respectively. Such penalties and rewards would apply if the producer is always regulated in the same direction as the market. This makes sense in that, in reality, a producer is very rarely regulated in the opposite direction of the local market. For a different modelling approach, see also [9]. Let the variables \( z_t^+, z_t^- \in \mathbb{R}_+, t \in T \) represent the imbalances and let \( \mu_t^+, \mu_t^-, t \in T \) denote the corresponding penalty and reward.

Then total penalty and reward amount to

\[
\sum_{t \in T} (\mu_t^+ z_t^+ - \mu_t^- z_t^-)
\]

and the balance constraints are

\[
y_t + \sum_{b \in B} y_b - \sum_{j \in J} w_{jt} = z_t^+ - z_t^-, \quad t \in T
\]

(3.8)

4 Day-ahead bidding under uncertainty

The model of the preceding sections do not take into considerations the uncertainty of the data. In this context, data uncertainty can arise with respect to water inflow and market prices. For obvious reasons, inflow is responsive to the weather situation, however, although this makes inflow forecasting rather complicated during summer, this is not the case in winter. For that reason and since the aim is to analyze uncertainties that relate directly to bidding, we ignore the possibility of inflows to be stochastic. It should be remarked that prices are affected by market conditions that are hard to predict. For a small market participant, the market clearing process is governed by the behavior of other market participants. The information on other market participants is not available and, more often than not, cannot be anticipated. Thus, as market
prices are determined by clearing the market, prices are unknown at the time of acting in the market. In other words, day-ahead bidding is subject to uncertainty of the market clearing price. Uncertainty can be handled by means of stochastic programming. For an introduction to the subject, see [2], [16] and [25]. A stochastic program is characterized by the partition of decisions into stages according to the flow of information, such that decisions of one stage do not depend on information of subsequent stages. The most obvious objective is based on expectation. Here, decisions are grouped into two, i.e. are to be made before and after observing uncertainty, respectively, and hence, a two-stage stochastic programming model is appropriate. The first stage involves the bidding process, whereas the second stage includes the production aspects. As bids must be submitted to the market before operation, at the time of first-stage decision making, prices are unknown. In contrast, second-stage decisions are deferred to the time of operation and take advantage of the additional information from observing prices. The aim is to obtain the optimal bidding strategies in terms of expected sales and production profit.

To incorporate uncertainty, assume market prices \( \{\rho_t^s\}_{t \in T} \) form a stochastic process on some probability space. Assume the multivariate distribution is known and in particular that it is discrete with a finite number of realizations \( S = \{1, \ldots, S\} \) referred to as scenarios. Denote the scenario probabilities by \( \pi^s, s \in S \) and corresponding market prices by \( \{\rho_t^s\}_{t \in T, s \in S} \). Whereas first-stage decisions \( x_{it}, x_{ib}, i \in I, t \in T, b \in B \), i.e. volumes bid, should be independent of future prices, second-stage decisions \( y_t^s, y_b^s, z_t^{+s}, z_t^{-s}, v_{jt}^s, w_{jt}^s, l_{jt}^s \in \mathbb{R}_+ \), \( u_{jt}^s \in \{0, 1\} \), i.e. volumes dispatched as well as production variables, are allowed to depend on the realization of the stochastic prices and are indexed by the scenario superscript \( s \) for \( s \in S \). The stochastic program then consists in maximizing the expected profit subject to the constraints. Note that the constraints (2.1)-(2.3) couples first-stage and second-stage decisions through the relation between volumes bid and volumes dispatched whereas the constraints (3.1)-(3.8) applies to second-stage decisions only and model hydropower production. The two-stage stochastic mixed-integer program is then

\[
\max \sum_{s \in S} \pi^s \left( \sum_{t \in T} \rho_t^s y_t^s + \sum_{b \in B} \rho_b^s y_b^s - \sum_{t \in T} (\mu_t^+ z_t^{+s} - \mu_t^- z_t^{-s}) \right) - \sum_{j \in J} (V_j(l_{j0}^s) - V_j(l_{jT}^s)) - \sum_{t \in T, j \in J} S_j(u_{jt-1}^s, u_{jt}^s))
\]

s.t. (2.1) – (2.3), (3.1) – (3.8)

\[
x_{it}, x_{ib} \in \mathbb{R}_+, i \in I, t \in T, b \in B
\]

\[
y_t^s, y_b^s, z_t^{+s}, z_t^{-s}, v_{jt}^s, w_{jt}^s, l_{jt}^s \in \mathbb{R}_+ \), u_{jt}^s \in \{0, 1\}, j \in J, t \in T, b \in B, s \in S
\]

It should be remarked that (2.1) and (2.3) can be simplified. Consider a fixed \( t \in T \) and \( s \in S \). Having fixed the price points in advance, the realized market price \( \rho_t^s \) lies between two adjacent points. The remaining price points are irrelevant for determining the volume to be dispatched. Letting \( i(t, s) = \max \{i \in I : p_i \leq \rho_t^s\} \), the point of dispatch \( (y_t^s, \rho_t^s) \) lies on the line segment between \( (x_{i(t,s)t}, P_{i(t,s)}) \) and \( (x_{i(t,s)+1t}, P_{i(t,s)+1}) \). From this, (2.1) is equivalent to

\[
y_t^s = \frac{\rho_t^s - P_{i(t,s)}}{P_{i(t,s)+1} - P_{i(t,s)}} x_{i(t,s)t} + \frac{P_{i(t,s)+1} - \rho_t^s}{P_{i(t,s)+1} - P_{i(t,s)}} x_{i(t,s)+1t}, \ t \in T, s \in S
\]
Similarly, letting \( i(b, s) = \max\{i \in \mathcal{I} : p_i \leq \tilde{\rho}_b^s\} \), (2.3) can be rewritten as

\[
y_b^s = \sum_{j \leq i(b, s)} x_{jb}, \quad b \in B, s \in \mathcal{S}
\]

We operate with two different ways of fixing the prices \( p_i, i \in \mathcal{I} \), one way being to fix equidistant price points; the other being to fix price points such that the number of realizations day-ahead prices \( \rho_b^t, t \in \mathcal{T}, s \in \mathcal{S} \) between two points is always the same. It should be clear that here the price graduation is more crude in areas where prices are less likely.

To examine the effect on the optimal bidding curves of using a different number of fixed price points, we solved the bidding problem fixing prices in the way that reflects day-ahead price variations, varying this number and compared the resulting curves. In general, the more crude the price graduation, the more crude the bidding curves, although small changes in the number of price points does not alter the bidding curve. Moreover, fixing equidistant price points may induce a rather fine bidding curve as opposed to what is expected when comparing to the one reflecting day-ahead price variations. However, within the interval of realizations of day-ahead prices, the bidding curve derived from equidistant price points is in fact cruder. Still, within the relevant region the optimal curves do not differ much.

5 Scenario generation

To describe the behavior of the market clearing electricity prices, the ARIMA methodology is applied, modeling an advanced stochastic process calibrated from historical price profiles. The ARIMA method has been found to be both mathematical sound and accurate in predicting day-ahead electricity prices, an example of this being [6]. Basically, ARIMA processes are a specific class of stochastic processes adopted for analyzing time series and date back to Box and Jenkins [3]. Here, the ARIMA framework will be used to establish a model from which the price scenarios can be generated. A similar approach is seen in [13] considering electricity load scenarios. Other related approaches to modeling electricity prices embrace dynamic regression where load has been included as an explanatory variable, cf. [21], and GARCH models where, as opposed to the ARIMA framework, errors are allowed to be serially correlated and have a non-constant variance, see for example [12]. Among the latest work, long memory processes within the ARFIMA framework has shown to be very promising, cf. [15].

An ARIMA model can be formulated as

\[
\Phi(B)\rho_t = \Theta(B)\epsilon_t
\]

where \( \Phi(B) \) and \( \Theta(B) \) are polynomials of the form \( \Phi(B) = 1 - \sum_i \phi_i B^i \) and \( \Theta(B) = 1 - \sum_i \theta_i B^i \) and \( B \) denotes the back-shift operator, meaning \( B^i \rho_t = \rho_{t-i} \). Moreover, \( \{\epsilon_t\}_{t \in \mathcal{T}} \) is a white noise process, i.e. \( \epsilon_t, t \in \mathcal{T} \) are independent normally distributed random variables with zero mean and constant variance. The development of the proposed ARIMA model follows the scheme:

1. Identify a statistical model of the observed data.
2. Estimate the parameters of the model.
3. Validate the model.
4. Use simulation to generate scenarios.

1. For identification an hourly price profile of one year is given. The analysis begins with a careful inspection of the main characteristics of the time series. High frequency, non-constant mean and variance as well as calendar effects and seasonal trends corresponding to daily and weekly periodicity is observed. Creating a trial model, first, the data has to be made stationary making a transformation of the original data necessary. The logarithm is applied to attain a stable variance and the inclusion of the factors \((1 - B), (1 - B^{24})\) and \((1 - B^{168})\) is used to stabilize the mean. The structure of the polynomials is determined by investigating the autocorrelation and partial autocorrelation functions. In successive trials, refinements can be made based on the residuals of prior models. The ARIMA model is identified as

\[
(1 - B)(1 - B^{24})(1 - B^{168}) \log \rho_t = \\
(1 - \theta_1 B^1 - \cdots - \theta_7 B^7)(1 - \theta_{23} B^{23} - \theta_{24} B^{24} - \theta_{25} B^{25} - \theta_{47} B^{47} - \theta_{48} B^{48} - \theta_{49} B^{49}) \\
(1 - \theta_{168} B^{168})\epsilon_t
\]

2. Having identified a model, the estimators of the parameters can be computed using maximum likelihood optimization. The parameter estimates are given in Table 1.

3. The model is validated checking the assumptions of a white noise process made on the residuals. This is done by studying the autocorrelation and partial autocorrelation functions of the residuals as well as the Ljung-Box statistics. It appears that the model forecasts prices reasonably well, see also Fig. 5.1.

4. Simulated price scenarios \(\{\rho_t^s\}_{t=1}^T, s = 1, \ldots, S\) can be generated by extracting the starting values \(\rho_t, t = -192, \ldots, 0\) and \(\epsilon_t, t = -223, \ldots, T\) from the historical data and sampling from the i.i.d. normally distributed random variables \(\epsilon_t, t = 1, \ldots, T\). For this purpose, Monte Carlo Simulation has been used, simulating a large number of scenarios. Some descriptive statistics can be found in Table 2. For computational accessibility, however, the number of scenarios has been reduced afterwards using the scenario reduction approach of [13]. An example of the simulation scenarios is shown in Fig. 5.2.

Steps 1-4 are all carried out by the statistical software package SAS, version 8.2.

Although in practice the distribution of the electricity prices is continuous, for computational reasons it is approximated by a discrete distribution. The quality of the approximation is directly linked to the quality of the scenarios, which makes it relevant to evaluate the scenario generation method. With respect to practical performance in-sample and out-of-sample stability as well as stability of the solution can be tested, cf. [17] and [18]. Where the true distribution was needed, back-testing has been done, using historical data instead. The stability analysis gives an indication on how many scenarios to include in order to get a reasonable representation of uncertainty. The stochastic program is found to fulfill the stability requirements in a satisfying way for as few as 10 scenarios.

For illustration purposes a number of demonstration scenarios has also been generated. In all scenarios day-ahead prices are very volatile, i.e. alternating heavily between high and low. An example of the demonstration scenarios is plotted in Fig. 5.3.
Table 1: Parameter estimates of ARIMA model of hourly day-ahead market prices

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$\theta_1$</th>
<th>$\theta_2$</th>
<th>$\theta_3$</th>
<th>$\theta_4$</th>
<th>$\theta_5$</th>
<th>$\theta_6$</th>
<th>$\theta_7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimates</td>
<td>0.18576</td>
<td>0.14093</td>
<td>0.03919</td>
<td>0.12922</td>
<td>0.09123</td>
<td>0.06697</td>
<td>0.08096</td>
</tr>
<tr>
<td>Parameter</td>
<td>$\theta_{23}$</td>
<td>$\theta_{24}$</td>
<td>$\theta_{25}$</td>
<td>$\theta_{47}$</td>
<td>$\theta_{48}$</td>
<td>$\theta_{49}$</td>
<td>$\theta_{168}$</td>
</tr>
<tr>
<td>Estimates</td>
<td>-0.09206</td>
<td>0.73214</td>
<td>-0.09873</td>
<td>0.05259</td>
<td>0.15267</td>
<td>0.05001</td>
<td>0.98433</td>
</tr>
</tbody>
</table>

Table 2: Descriptive statistics of hourly day-ahead market prices (in NOK/MWh)

<table>
<thead>
<tr>
<th>Sample size</th>
<th>Mean</th>
<th>Std. dev.</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>174.59</td>
<td>11.66</td>
<td>141.48</td>
<td>221.63</td>
</tr>
</tbody>
</table>

6 Case study

This section compares the stochastic formulation of the bidding problem with a corresponding deterministic one. As already stated, the aim is to investigate how including uncertainty into optimization affects the objective value, i.e. the sales and production profit, as well as the solution, i.e. the structure of the bids.

The case study concerns two reservoirs of a small Norwegian hydropower plant located near Trondheim and run by the company TrunderEnergi. The dimensions of the reservoirs and the power stations as well as the operating limits are realistic, although scaled down by a factor ten for computational reasons. Inflows and initial reservoir levels are real data from a typical day, measured in 2005. To simulate day-ahead market prices in 2005, Elspot at Nord Pool has provided real data from 2004 that applied to the Norwegian prize zone, NO2, which is the Trondheim area.

The stochastic programming problem (4.1) is a large-scale mixed-integer linear program containing in the first stage 18300 continuous variables and 1440 constraints and in the second stage for each scenario 590 continuous variables, 48 binary variables and 740 constraints. Different instances were modeled and solved with the linear programming solver from OPL Studio version 3.7 calling CPLEX 9.0 on an Intel Xeon 2.67 GHz processor with 4 GB RAM. The time of compiling and solving the problem varied between around 1 and 3000 seconds since no special effort was made to make the code efficient. In that the problem is a stochastic mixed-integer linear program, special purpose algorithms such as progressive hedging [26] and dual decomposition [4] might prove useful.

To explore the form of the bids, we solved the bidding problem as a stochastic problem with 10 demonstration scenarios and as a deterministic problem, this problem being the corresponding expected value problem formed by replacing random prices by expected ones. Moreover, we computed the expected result of using the expected value solution.

Consider the deterministic bidding problems for one reservoir and for two reservoirs in a cascade. The structure of the solution is simple. In both cases hourly bids are sufficient. Indeed, if the day-ahead price is known in advance, only two hourly bids are relevant. The relevant bids are the ones that determine the part of the bidding curve passing through the point given by the day-ahead price and the optimal dispatch. However, the resulting bidding curve may be very sensitive to changes in the day-ahead price. In extreme scenarios, deviations from the expected
The day-ahead price can lead to dispatches far from optimal which means heavy balancing is necessary or in case this is not allowed, dispatches simply cannot be implemented. An example is shown in Table 3, in which the differences (Imbal.) between the total volumes dispatched of hourly bids (H. disp.) and block bids (B. disp.) and the volumes produced (Prod.) are rather large in most scenarios for the given hour shown.

For the stochastic bidding problems, the structure of the solution is more complex. In the one reservoir case, the structure of the solution depends on whether start-up costs are included or not. With no start-up costs, hourly bids are sufficient, whereas with start-up costs both hourly bids and block bids are needed. Hourly bids can follow prices closely. These are, however, accepted independently of each other and do not take into account intertemporalities due to start-ups. Block bids, on the other hand, are accepted as a whole for a number of consecutive hours and thus tend to support a regular production plan with less start-ups. As for one reservoir, in the two reservoir case the structure of the solution depends on whether start-up costs are included or not. The presence of a bottleneck in the system also has an impact on the structure of the solution. A bottleneck occurs when the capacity of the upper reservoir exceeds the capacity of the lower reservoir. Note that water is released from both the upper and the lower reservoir in hours with a high day-ahead price. Due to the bottleneck, too much water released from the upper reservoir may lead to forced releases in the lower reservoir in hours with a low day-ahead price. With no bottleneck, hourly bids are sufficient, whereas, with a bottleneck, both hourly bids and block bids are necessary. A possible explanation is that, as hourly bids are accepted independently, they ignore the intertemporalities generated by dependencies between the reservoirs. On the other hand, since block bids are accepted as a whole for a number of hours, such
bids can be used as protection against major price fluctuations over time. The time delay between the reservoirs in a cascade shifts the bottleneck problem in time.

To sum up, hourly bids will suffice if the bidding problem is handled as a deterministic problem, whereas block bids are relevant in the corresponding stochastic problem. The difference in the structure of the bids for the expected value problem (EVP) and the stochastic programming problem (SPP) is illustrated in Table 3, where H. disp. refers to the total volume dispatched as hourly bids and B. disp. refers to the total volume dispatched as block bids for the given hour shown. It should be remarked that, by inspecting the objective function value of the problem, if allowing only hourly bids and no block bids as opposed to allowing both kinds of bids, the change is moderate. Nevertheless, as block bids are used more and more frequently in practice, there is a strong motivation for further investigation of including uncertainty into the problem. As regards both the demonstration and simulation scenarios, bidding curves has been drawn in

Table 3: Scenario solutions for a given hour, demonstration scenarios.

The columns H. disp. and B. disp. shows dispatch generated by hourly bids and block bids, separately. Prod. denotes production. The column Imbal. shows imbalances between dispatch and production.

<table>
<thead>
<tr>
<th></th>
<th>EEV</th>
<th>SPP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sce.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>6.00</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>6.00</td>
<td>0.00</td>
</tr>
<tr>
<td>3</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>6.00</td>
<td>0.00</td>
</tr>
<tr>
<td>5</td>
<td>6.00</td>
<td>0.00</td>
</tr>
<tr>
<td>6</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>7</td>
<td>6.00</td>
<td>0.00</td>
</tr>
<tr>
<td>8</td>
<td>6.00</td>
<td>0.00</td>
</tr>
<tr>
<td>9</td>
<td>6.00</td>
<td>0.00</td>
</tr>
<tr>
<td>10</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Figs. 6.1 and 6.2, respectively. The curves are shown for the both the deterministic problem (det.), cf. the dashed lines, and for the stochastic problem (sto.) with 10 scenarios, cf. full-drawn lines. The vertical lines represent block bids, whereas the other ones correspond to hourly bids. Although the bidding curves appear as piece-wise constant ones, the curves are in fact piece-wise linear. Being close to piece-wise constant is consistent with the current bidding practice of the hydropower producer of this application and means that, between certain price levels the producer behaves as price insensitive. The figures also illustrate the discussion above. Consider Fig. 6.1. For an expected day-ahead price of 261.90 NOK/MWh, the dispatch is the same for the deterministic and the stochastic case, i.e. 2.24 MWh. However, as already stated, the deterministic bidding curves are very sensitive to changes in the day-ahead price. If, for instance, the price turns out to be 28.00 NOK/MWh (scenario 10) or 389.00 NOK/MWh (scenario 1), the dispatch must be very small (0.00 MWh) or very large (6.00 MWh), respectively, which calls for balancing and increased costs. The same situation is valid in Fig. 6.2. To analyze how including uncertainty into optimization affects the production and sales profit,
we solved the stochastic programming version of the bidding problem with both the demonstration scenarios and the simulation scenarios, in the last case varying the number of scenarios. For the demonstration scenarios, we have used equidistant price points, whereas, for the simulation scenarios, we have used price points that reflect the variation in realized day-ahead prices. We recorded the optimal value of the stochastic program as well as the expected result of using the expected value solution (EEV). To compare the two, we calculated the difference, referred to as the value of using the stochastic solution (VSS). Averages of 10 different runs are reported in Tables 4 and 5. The value of the stochastic solution measures the effect of including stochastic prices explicitly into the bidding problem rather than simply using expected prices. We focus on the computational results of using the simulated scenarios. It follows that the value of the stochastic solution is on average 7.93\%. On a per day basis the gains of solving the stochastic program rather than the expected value problem may seem moderate in money terms. Still, recall that the dimension of the power plant has been scaled down by a factor ten compared to realistic data. Hence, solving the problem every day of the year, it seems that significant profits can be earned by applying stochastic programming.

Table 4: Computational results for demonstration scenarios

<table>
<thead>
<tr>
<th>S</th>
<th>Opt. val.</th>
<th>EEV</th>
<th>VSS</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>34801.51</td>
<td>33821.17</td>
<td>980.34</td>
</tr>
</tbody>
</table>

Table 5: Computational results for simulated scenarios

<table>
<thead>
<tr>
<th>S</th>
<th>Opt. val.</th>
<th>EVP</th>
<th>VSS</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>33395.45</td>
<td>30992.49</td>
<td>2402.96</td>
</tr>
<tr>
<td>30</td>
<td>33420.60</td>
<td>30676.07</td>
<td>2744.53</td>
</tr>
<tr>
<td>50</td>
<td>33405.75</td>
<td>30805.37</td>
<td>2600.39</td>
</tr>
<tr>
<td>100</td>
<td>33419.60</td>
<td>30566.44</td>
<td>2853.17</td>
</tr>
</tbody>
</table>
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